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Measuring the ȗDDynamics of Multiple Colloidal Particles with
Digital Holographic Microscopy

AĶňŉŇĵķŉ

We discuss digital holographic microscopy (DHM), a ǋD imaging technique capable

of measuring the positions of micron-sized colloidal particles with nanometer precision

and sub-millisecond temporal resolution. We use exact electromagnetic scaĨering solu-

tions to model holograms of multiple colloidal spheres. While the Lorenz-Mie solution

for scaĨering by isolated spheres has previously been used to model digital holograms, we

apply for the ėrst time an exact multisphere superposition scaĨeringmodel that is capable

of modeling holograms from spheres that are sufficiently close together to exhibit optical

coupling.

Weapply the imaging andanalysis techniqueswedevelop to several problems. We image

static colloidal clusters clusters containing up to ǎ particles, which can be modeled as ap-

proximately rigid bodies. Wealsomeasure ǎdegrees of freedom– three-dimensional trans-

lation, rotation about two axes, and vibration – in a two-sphere cluster bound by depletion

forces. We also track multiple particles moving on the surface of an emulsion droplet. Fi-

nally, we perform precision measurements of the anisotropic diffusion of sphere clusters.

We measure all the non-zero elements of the diffusion tensorD to∼ǉƻ precision or bet-

ter for sphere dimers and trimers, and make one of the ėrst single-cluster observations of

anisotropic rotational diffusion for a sphere trimer. Our measurements even allow us to

resolve the effects of weak symmetry breaking due to slight (∼ǋƻ) particle polydispersity

inD.
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1
Introduction

ĉis thesis describes two principal scientiėc results. First, we have developedmethods for
performing rapid, precise, three-dimensional (ǋD) imaging of multiple colloidal particles
using a technique called digital holographic microscopy (DHM). Secondly, we have used
these techniques tomake newmeasurements of a fundamental physical phenomenon, the
anisotropic Brownian motion of clusters of colloidal spheres. ĉese results are described
in detail in Chapters ǌ and Ǎ, respectively. In this Chapter, we provide a broader scien-
tiėc context for these results. We begin by discussing colloidal suspensions and colloid
physics (Section ǉ.ǉ). Next, we discuss the crucial role that microscopy has played in col-
loid physics, alongwithmature techniques that have been developed for ǋDmicroscopy of
colloids, (Sectionǉ.Ǌ). We thengive abrief, historically-drivenoverviewof theǋD imaging
technique at the heart of this thesis, DHM (Section ǉ.ǋ)
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ǉ.ǉ CŃŀŀŃĽĸĵŀ SŊňńĹłňĽŃłň, PĵŇŉĽķŀĹň, ĵłĸCŀŊňŉĹŇň

We will deėne colloids as suspensions of solid particles, ∼ ƥƤ nm – Ǎ μm in size, in Ěu-
ids. We refer to the particles themselves as colloidal particles and the Ěuid as the solvent,
even the particles are not, strictly speaking, dissolved. ĉe length scales of the particles
are important: we consider here particles that are large enough to behave as classical, non-
quantum objects¹, and we also require the particles to be small enough to undergo Brow-
nian motion. ĉe size of colloidal particles, many of which are close to the wavelengths
of visible light, mean that individual colloidal particles as well as aggregates can interact
strongly with light, something we will subsequently exploit. ĉat said, the particles can be
made from inorganicmaterials such as silica or from polymers such as polystyrene (PS) or
polymethyl methacrylate (PMMA).ĉe solvents can also either be aqueous or organic, as
in the seminal work of Pusey & van Megen studying PMMA particles in decalin that had
nearly hard-sphere interactions [ǉ].

Colloidal particles ėnd practical applications in rheology control as well as optical con-
trol. One examplemaybe found inFigure ǉ.ǉ.ǉ: an scanning electronmicrographof titania
particles used to control the optical properties of cosmetics. Further discussionof practical
applications of colloids, however, is outside the scope of this thesis.

Rather, our interest in colloids is primarily motivated by their utility as tools to study
fundamental physics questions. Inmany senses, colloidal particles can act asmodel atoms.
Many synthesis routes exist for making macroscopic quantities of monodisperse spheri-
cal particles² Interactions between colloidal particles, such as electrostatics, van der Waals
forces, and depletion interactions are generally short-ranged and mostly well-understood.
Consequently, colloids in many ways behave like atoms – with the exception that they are
easily visualized and manipulated with light, and can be handled without specialized vac-
uum or low-temperature facilities.

¹ĉere is one key exception: a rigorous computation of van der Waals forces does require quantum
ėeld theory.

²For example, see [Ǌ] for a straightforward route for synthesizing cross-linked polystyrene spheres
that the author has carried out. Monodisperse colloidal particles are also readily available for commercial
purchase, which is how we obtained most of the particles used in this work.
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Figure 1.1.1: Scanning electron micrograph of rutile titania (TiOƦ) particles; these
are not monodisperse spheres. Scale bar, 200 nm. Image courtesy of W. Benjamin
Rogers.

We cannot give a full review of the progress that has been made by using colloids as
model atomic systems, but we give a few highlights. Phase behavior in bulk hard-sphere
systems was one of the ėrst statistical mechanical problems with which computer simula-
tion techniques were pioneered in the ǉǑǍǈ’s [ǋ]. ĉirty years later, Pusey & van Megen’s
work with hard sphere colloids allowed experimentalists to access phenomena in the labo-
ratory that had previously been the purview of theory and computation [ǉ]. Studies using
colloids as model atoms have subsequently become widespread; phenomena such as the
glass transition [ǌ] and crystal melting [Ǎ] have been studied. In these works, the size of
colloidal particles has allowed structure and dynamics to be observed directly in real space
withmicroscopy, as opposed to techniques based on scaĨering that probe reciprocal space.

Our primary focus in this thesis, however, is on small number of colloidal particles, and
in particular, on clusters of colloidal spheres (whichwe frequently refer to as colloidal clus-
ters.) Some of the ėrst work in this ėeld came from Manoharan et al., who showed that
emulsion drops with a given number of particles N bound to their surface always form
the same densely packed structure when the contents of the emulsion droplet are leached
out [ǎ]. Further numerical and analytical work [Ǐ] suggested how this process might be
governed by geometrical constraints arising when the droplets are leached. ĉis work was
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important for several reasons: it ignited interest in colloidal clusters as ameans to study the
statistical mechanics of small numbers of particles, and it also suggested ameans by which
such clusters could be readily produced.

It was, however, the work of Meng et al. on the self-assembly of colloidal clusters from
particles interacting via depletion interactions [ǐ] thatmore fully showed how clusters can
give insight into statisticalmechanics and stimulatedmy own interest in imaging such clus-
ters in ǋD.With the short rangeof the depletion interaction (close to being a contact force),
all rigidly packed clusters with the same number of inter-particle contacts have the same
energy. ĉere are two possible rigidly packed clusters that can be formed by six particles:
an octahedron and a polytetrahedron³. Surprisingly, the octahedron and polytetrahedron
do not form with equal probability: rather, the octahedron only forms with about a ǌƻ
probability. Meng et al. found that the entropy of the clusters must also be taken into ac-
count, and that the symmetry of the octahedron results in its having less entropy and a
higher free energy as compared to the polytetrahedron. Moreover, Meng observed with
conventional microscopy a transition between the two ǎ-particle free-energy-minimizing
states, but the ǋDdetails of the transitionwere not observable. ĉis observationmotivated
myown interest in ǋDmicroscopy, and someof thework described in this thesis eventually
led to the observation of such a transition using DHM [Ǒ].

We have thus suggested some of the physical questions, particularly regarding the statis-
tical mechanics of self-assembly, that can be addressed using colloidal clusters. Colloidal
clusters, if rigid, are also non-spherical colloids. ĉere has been much recent interest in
such non-spherical clusters, for non-spherical particles might exhibit directional interac-
tions, much as many real atoms do⁴. Colloidal clusters have also generated interest for
their optical properties and the potential they offer for creating Ěuidic metamaterials [ǉǉ].
We now turn to ways through which such clusters, and colloidal systems in general, can be
studied through microscopy.

³See Meng [ǐ] or Figure ǌ.ǉ.Ǌ for an illustration of the polytetrahedron.
⁴See Glotzer & Solomon [ǉǈ] for an excellent review.
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ǉ.Ǌ MĽķŇŃňķŃńŏ ĵłĸCŃŀŀŃĽĸ PļŏňĽķň

ǉ.Ǌ.ǉ MĽķŇŃňķŃńŏ: EŀŊķĽĸĵŉĽłĻ SŉŇŊķŉŊŇĹ, DŏłĵŁĽķň, ĵłĸ IłŉĹŇĵķŉĽŃłň

Microscopy is far fromtheonlyuseful experimental tool in colloidphysics, but it is arguably
one of themost important. Wewill not here discuss the relative capabilities and limitations
of tools such as static and dynamic light scaĨering, rheology, and the surface forces appa-
ratus, but will instead discuss how microscopy has enabled studies of real-space structure,
dynamics, and interactions in colloidal systems. We do not seek to be comprehensive here,
but instead refer the interested reader to the references in Crocker and Grier [ǉǊ] and to
the reviews of Habdas and Weeks [ǉǋ] and Prasad et al. [ǉǌ].

In bulk colloidal suspensions, microscopy allows the location of every particle in the
ėeld of view. It is thus straightforward to observe structure qualitatively. ĉe microscopy
of bulk colloidal suspensions can be traced back to Kose and co-workers, who imaged the
low-volume fraction crystals formedby ǋǌǉ nm-diameter charged spheres in a solventwith
a very low ionic strength [ǉǍ]. Due to the difficulty of imaging through many layers of a
crystal of densely packed, strongly scaĨering spheres, other workers focused on imaging
structures that were two-dimensional or thin, such as colloids bound to the surface of a
Ěat Ěuid-air interface [ǉǎ]. Other early work on structure dealt with the crystallization of
nearly-hard spheres conėned to narrow gaps. In particular, Pieranski et al. showed how
the the crystal structure of nearly-hard spheres conėned to a wedge changed as the wedge
thickness increased: the structure evolved from a triangular monolayer, to two layers with
square symmetry, and eventually to two layers with triangular symmetry [ǉǏ] ⁵. Van Win-
kle andMurray later found different phase behavior in further studies using charged parti-
cles [ǉǐ]. In general, in studies like these, structure can be quantiėed through the pair cor-
relation function g(r), which can be directly computed frommicroscopy via a histogramof

⁵ĉe evolution of the crystal symmetry can be explained by a packing argument. When the wedge
thickness is comparable to Ʀa, where a is the sphere radius, it is clearly impossible formore thanone layer of
particles to form. But the height of the second plane in a close-packed system exhibiting square symmetry
(such as the (ǉǈǈ) plane of a maximally dense bcc laĨice) is

√
Ʀa ≈ ƥ.ƨƥa, while for a triangular laĨice

(e.g. the spacing between (ǉǉǉ) planes in an fcc laĨice) the height is (Ʀ
√

ƪ/Ƨ)a ≈ ƥ.ƪƧa. Consequently,
as the wedge thickness increases to allow the formation of a second layer, a square symmetry is initially
favored.
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interparticle separations. ĉis stands in contrast to scaĨering techniques which typically
measure the structure factor S(q), the Fourier transform of g(r).

Time-resolved microscopy, particularly video microscopy, is also capable of tracking
how the structure of a colloidal suspension evolves in time, particularly during phase tran-
sitions. Examples of the physical situations that have been explored this way include the
melting of colloidal crystals [ǉǑ], the formation of colloidal crystals [Ǌǈ], the movement
of crystal defects [Ǌǉ], and how defects can serve as nucleation sites formelting [Ǎ]. ĉese
are but a few examples of works that examine particle trajectories, or correlation functions
from those trajectories, obtained through microscopy. Crocker and Grier [ǉǊ] were par-
ticularly instrumental in establishing particle tracking techniques and soěware.

Another aspect of dynamics that has been successfully probed with microscopy, and
which is particularly relevant to this thesis, is diffusion. We will defer a more detailed dis-
cussion of Brownian motion to Chapter Ǎ, but qualitatively, it consists of the continuous
random motion of small particles dispersed in a Ěuid as they are buffeted by molecular
motions. ĉe quantitative study of Brownian motion using microscopy can be traced to
Jean Perrin, who in ǉǑǈǑ experimentally conėrmed Einstein’s theory of Brownian motion
[ǊǊ]. Perrin quantiėed the displacements of monodisperse, submicron emulsion droplets
of natural rubber latex; his work helped to deėnitively establish the existence of atoms ⁶.
ĉe Stokes-Einstein relation that Perrin’s work helped establish related mean-squared dis-
placements of spheres in n dimensions over a lag time τ to a diffusion constantD:

〈ΔrƦ(τ)〉 = ƦnDτ (ǉ.ǉ)

where
D =

kBT
ƪπηa

. (ǉ.Ǌ)

Here kB is Boltzmann’s constant, T the absolute temperature, η the solvent viscosity, and
a the sphere radius. ĉis relation allows the unknown viscosity of a Ěuid to be determined

⁶ĉe author commends Jean Perrin’s original work to any reader with a reading knowledge of French,
despite its length. An English translation, entitled “Brownian Movement and Molecular Reality,” was
made by Frederick Soddy and published by Taylor and Francis in ǉǑǉǈ. Perrin’s descriptions of his ex-
perimental details, including maĨers such as his preparation of a monodisperse emulsion through a serial
centrifugation process, are fascinating.
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by measuring trajectories of particles of known size undergoing Brownian diffusion, or al-
ternately (as is usually the case in dynamic light scaĨering [Ǌǋ]) for spheres diffusing in a
Ěuid of known viscosity to be sized.

In recent years research in this vein has been revitalized in two ways. First, in ǉǑǑǍ,
Mason and Weitz developed microrheology and the use of a generalized Stokes-Einstein
relationnot solely tomeasure the viscosity ηof aNewtonianĚuid, but rather the frequency-
dependent complexmodulusG∗(ω)of a viscoelasticmaterial [Ǌǌ]. Here,G∗(ω) = G′(ω)+
iG′′(ω), where the storagemodulusG′(ω)describes the elastic component of thematerial’s
stress and the loss modulus G′′(ω) describes the viscous component. While the earliest
work in microrheology was based on light scaĨering rather than microscopy [Ǌǌ], it was
not long before microscopic tracking of individual particles was used to calculate mean-
squaredisplacements and thenceG∗ via a laser deĚection scheme[ǊǍ]. Later, workers such
as Apgar et al. [Ǌǎ] and Valentine et al. [ǊǏ] realized that particle-tracking microrheology
via videomicroscopy allowed themotion ofmany particles to be observed simultaneously,
allowing for beĨer statistics, particularly in inhomogeneous environments. Microrheology
continues to be a useful tool in biophysics, in part because it allows in situmeasurements
of the mechanical properties of living cells [Ǌǐ]. Secondly, the more complex Brownian
dynamics of non-spherical particles has begun to have been explored; thework ofHan and
co-workers in Arjun Yodh’s group on the ǊD Brownian diffusion of ellipsoidal polystyrene
particles hasbeenof particular importance [ǊǑ]. Wewill explore this topic further inChap-
ter Ǎ.

Another important use of microscopy in colloid physics lies in measuring colloidal in-
teractions. All such techniques are based on observing in somemanner the statistics of the
relativemotion of interacting colloids. For a pair of particles that experience an interaction
potential U(r), the Boltzmann distribution states that the probability p(r) of ėnding the
particles separated by r is

p(r) ∝ exp
[
−U(r)

kBT

]
. (ǉ.ǋ)

For a system with many particles, a similar relation holds for the pair correlation function
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g(r) [ǋǈ] ⁷:

g(r) = exp
[
−U(r)

kBT

]
. (ǉ.ǌ)

ĉe various techniques, which we review here, differ in how they probe p(r) or g(r).
One approach is to observe motions and Ěuctuations that are entirely driven by natu-

ral thermal motion. One example of such a technique is the work of Kepler and Fraden
[ǋǉ], who studied the aĨractions between like-charged colloidal particles conėned be-
tween two plates. Kepler and Fraden measured g(r) for an dilute ensemble of particles
via video microscopy. ĉey sought to measure a pair potential Up(r) , but except in the
limit of an inėnitely dilute suspension, the U(r) extracted from Equation ǉ.ǌ will be sub-
ject to many-body contributions. ĉus, Kepler and Fraden had to combine their experi-
ments with iterative Monte Carlo simulations to extractUp(r). A more recent example of
an approach based on natural Ěuctuations is the measurement by Nikolaides et al. of the
still-mysterious like-charge aĨractions experienced by charged particles on a droplet [ǋǊ].
But, it might be argued, Kepler and Fraden’s techniques do not result in a direct measure-
ment of a pair potential. Moreover, Nikolaides’s measurement hinged on the particles on
the droplet forming a symmetric structure and on the particles being pinned to the quasi-
ǊD droplet surface. In a bulk suspension, particles would likelymove out of the focal plane
of the microscope, at which point measuring particle separations would be difficult.

A related technique that enables strictly Ǌ-bodymeasurements and overcomes the prob-
lem of particles moving out of the focal plane uses line optical tweezers. Optical trapping
was introducedbyAshkin [ǋǋ], who trapped colloidal particles in the focus of a laser beam.
If such a focused beam is rastered in a horizontal line, a particle in the trap can be conėned
to the line but leě essentially free to move along the line. If two particles are trapped in
this way, their separation distance will be governed by Equation ǉ.ǋ, and the particle sep-
aration can be monitored via microscopy. ĉis approach was taken by Crocker et al. [ǋǌ],
who used a scanning line trap tomeasure an oscillatory depletion interaction between two
large spheres in a bath of smaller spheres at high volume fraction. Similar techniques were
subsequently used to explore other interactions, such as the interaction potential between

⁷Here, as is generally the case in colloid physics, U(r) is not strictly the interaction energy between
two particles in vacuum, but is an effective interaction that coarse-grains over the solvent.
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particles coated with complementary DNA sequences [ǋǍ]. ĉe scanning line trap tech-
nique does require themeasurement and subtraction of the potential induced by the scan-
ning trap, and it does not account for optical forces which may be induced between the
trapped particles. Finally, in all of these techniques based on natural thermal motion, the
interactions that were measured were primarily aĨractive. Techniques like these are ill-
suited for measuring strong interactions, or strongly repulsive interactions, for the simple
reason that particles are highly unlikely to be found at distances whereU(r) is more than a
few kBT higher than the minimum.

A complementary technique uses blinking optical traps to manually place particles in
positions (even at separations where the particles experience a strong repulsion) and then
let them go. ĉe particle trajectories are subsequently governed by a combination of the
interaction forces and random thermal forces. ĉis was ėrst introduced by Crocker and
Grier for measuring the interaction forces between charged colloids [ǋǎ]. Subsequently
this technique was also used to study long-ranged aĨractions between charged particles
induced by conėnement [ǋǏ]. Related analysis techniques were introduced by Sainis et
al. [ǋǐ], who used blinking holographic optical traps to measure many-body electrostatic
interactions between particles in a nonpolar, oily solvent [ǋǑ]. ĉe use of optical traps to
manipulate particles, and notmerely to conėne them as in line optical tweezer techniques,
allows repulsive interactionswith strengths of tens of kBT to bemeasured. In all cases here,
microscopyplays the key role of enabling thepositionof twoormoreparticles tobe tracked
with precisions of tens of nm [ǋǌ].

ǉ.Ǌ.Ǌ ǋD MĽķŇŃňķŃńĽĹň

We have discussed how microscopy is useful to colloid physics. ĉus far, we have focused
on conventional microscopy, albeit perhaps with video recording.

Muchphysics, however, happens innotǊbut ǋ spatial dimensions. While there aremany
systems, such as particles at Ěuid-Ěuid interfaces or on very large emulsion droplets, where
the particles are at least locally two-dimensional, this is not true formost bulk suspensions.
Conėning particles to ǊD, such as with glass walls, can introduce complications relating to
charge or hydrodynamics [ǋǏ]. Moreover, much interesting self-assembly happens in ǋD.
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A particular promise of colloidal self-assembly is the possibility of building inherently ǋD
structures, and microscopic tools that can observe this in real time and with high spatial
resolutionwould be of value. Obtaining quantitative ǋD information, similar to that which
can be obtained from ǊD particle detection and tracking techniques [ǉǊ], is challenging.
In particular, depth estimation is difficult as no micrograph image is formed only by light
coming from the focal plane. As an example, we might for instance want quantitative ǋD
information about the emulsion-based self-assembly of clusters pioneered by Manoharan
[ǎ].

We do mention that there are some circumstances under which ǋD information can be
gained fromconventional ǊDmicroscopy. Several workers [ǌǈ, ǌǉ] have reported schemes
in which, essentially, the amount of defocus or blur in micrographs of spheres are used to
quantify their axial distance from the microscope focal plane. Also, Colin et al. recently
reported a means for quantifying the orientation of large aspect ratio nanowires by mea-
suring their projections onto themicroscope focal plane [ǌǊ]. ĉese techniques, however,
are not particularly general. In particular, it is difficult to observe motions beyond a ∼ǉǈ
μm range [ǌǉ], and Colin’s techniques would be difficult to apply to objects with aspect
ratios near unity.

We thus brieĚy discuss two specialized microscopies that are capable of giving quan-
titative ǋD information: total internal reĚection microscopy (TIRM) and confocal mi-
croscopy. We focus on these techniques because they have been used widely and effec-
tively in colloidal systems; we do not discuss, for instance, the multiphoton microscopies
that have proven especially useful for live-cell biological imaging.

Total internal reĚection microscopy is capable of detecting the position of spheres sev-
eral μm in diameter or larger with nm precision in the axial direction. TIRM was intro-
duced by Prieve and colleagues [ǌǋ], and its operating principle is illustrated in Figure
ǉ.Ǌ.ǉ(a). When a plane wave reĚects from an optical interface, such as that between glass
and water, and the angle of incidence θi exceeds a critcal angle, the wave is totally inter-
nally reĚected. ĉe critical angle θc is given by sin θc = nƦ/nƥ, where nƥ is the index of the
medium fromwhich thewave is incident. However, an evanescent wave (which transports
no energy on average) is present in medium Ǌ. ĉe evanescent wave propagates parallel to
the interface and decays exponentially away from the interface. ĉis evanescent wave can
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Figure 1.2.1: Schematic illustrations of (a) total internal reflection microscopy and
(b) confocal microscopy. (a): When the angle of incidence θi of an incident wave ex-
ceeds the critical angle θc = sin−ƥ(nwater/nglass), where nwater and nglass denote the
refractive indices of water and glass, the incident wave is totally internally reflected.
An evanescent wave propagates from left to right in the water and decays exponen-
tially in the vertical direction. The evanescent wave can scatter from a particle in a
manner that is highly sensitive to the height of the particle. (b): Working principle of
confocal detection. A pinhole prior to the detector enables light to be detected from
only a small spot in the sample (solid red lines). Light from nearby planes (lighter red
lines), which would contribute to out-of-focus intensity in a conventional microscope,
gets blocked by the pinhole. For clarity, we do not show the optics needed in a real
confocal microscope to excite fluorescence.

scaĨer light. A theory of the scaĨering of an evanescent wave from a sphere was worked
out by Chew et al. [ǌǌ]. Critically, the amount of light scaĨered by a sphere due to the
evanescent ėeld also varies exponentially with the height of the sphere from the interface.
ĉis allows nanometer-scale changes in the height of a particle to be detected [ǌǋ, ǌǍ, ǌǎ].

TIRM has been used to measure colloidal interactions, including the depletion interac-
tion between a sphere and a Ěat plate [ǌǏ], as well as the hydrodynamically hindered diffu-
sion of a particle near a wall [ǌǎ]. However, TIRM’s greatest strength, the exponential de-
caying evanescent ėeldwhich enables precision axial tracking, is also its greatest weakness:
typical decay lengths are around ǉǈǈ nm [ǌǎ]. Particles much further from the interface
will not appreciably scaĨer the evanescent wave. ĉe weak scaĨering cross section from
evanescent waves also requires the use of particles at the upper end of the colloidal length
scale, at least several μm in diameter.

Confocal Ěuorescence microscopy is probably the most widely used ǋD microscopy in
colloid physics today. Confocal microscopes combine point-source Ěuorescence excita-
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tion with point-like detection to build up ǋD image volumes. In a confocal microscope,
images can be recorded wherein all the detected light comes from a narrow∼ ǉǈǈ nm op-
tical section [ǌǐ]. Whenmultiple such images, each corresponding to a different axial dis-
tance, are recorded, this z-stack can be reconstructed to create a full ǋD volumetric image.
We illustrate the principle behind confocal detection in Figure ǉ.Ǌ.ǉ. In a confocal micro-
scope, a pinhole effectively allows light to be collected from a single point in the sample⁸.
ĉe pinhole blocks out-of-focus light.

Several features of confocal microscopy are relevant to colloid physics. First of all, ef-
fective ǋD confocal microscopy places signiėcant limitations on the samples used. ĉe
colloidal particles themselves need to be index-matched to the solvent; otherwise, scaĨer-
ingwillmake it impossible to imagedeep into a sample. ĉemost common systemconsists
of polymethyl methacrylate (PMMA) spheres in a mixture of decalin and cyclohexyl bro-
mide [ǌǐ], although other systems involving silica spheres are possible. Moreover, all of
these systems need to incorporate a Ěuorescent dye, most commonly inside the particles.
Most importantly, the approximately point-like detection of confocal microscopy requires
scanning both within a lateral plane and in the z direction. It can therefore take on the or-
der of seconds for a confocal microscope to fully image a ǋD volume several microns on a
side. ĉis necessarily restricts confocal microscopes to studying systems that exhibit rela-
tively slow dynamics. Much excellent work has been done using confocal microscopy to
study colloidal glasses and gels; see Prasad et al. for a review [ǉǌ]. But as we will discuss in
Chapter Ǎ, the slow speed of confocal microscopes can be a serious disadvantage in some
situations.

ǉ.ǋ DĽĻĽŉĵŀHŃŀŃĻŇĵńļĽķMĽķŇŃňķŃńŏ

ǉ.ǋ.ǉ EłķŃĸĽłĻ ǋD IłĺŃŇŁĵŉĽŃł

Digital holographicmicroscopy (DHM), the focus of this dissertation, canovercome some
of the limitations of other ǋD microscopy techniques. We argue that DHM complements

⁸ĉis discussion ignores the effects of the point spread function and the ėnite size of the pinhole in a
real confocal microscope.
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Figure 1.3.1: (a) Schematic overview of in-line DHM. A coherent plane wave from a
laser illuminates scatterers in a sample. A camera records the interference pattern, or
hologram, formed between scattered light and unscattered incident light. (b) Typical
hologram of a 1 μm diameter polystyrene sphere in water. Center of circular fringes
encodes particle x and y position (perpendicular to the optical axis). Fringe spacing
encodes particle position along z (along optical axis).

techniques such as confocal microscopy. As we will subsequently discuss, the rapid tem-
poral resolution of DHMmakes it particularly useful for observing rapid colloidal dynam-
ics or rare events. Appendix D describes the use of DHM to perform ǋD location and
single-shot particle velocimetry for polystyrene spheres Ěowing at high speed (∼ ƥ m/s)
in a microĚuidic channel; such measurements would be impossible using confocal mi-
croscopy. At the same time, we will also discuss how DHM is challenging to perform in
dense colloidal suspensions, such as those near the glass transition, but in which confocal
microscopy works well.

Figure ǉ.ǋ.ǉ(a) illustrates the working principle of in-line DHM, the technique we use.
InDHM, instead of illuminating a sample of colloidal suspensionwith an incoherentwhite
light source (or, in the case of Ěuorescence microscopy, with approximately monochro-
matic but incoherent light), we use a coherent laser for illumination. As we will describe
in further detail in Chapter ǋ, we collimate the laser beam so that the illumination can be
approximated as a planewave. Someof this incident light scaĨers fromparticles in the sam-
ple, but in a dilute suspensionmost of the incident light is not scaĨered. Subsequently, we
record the interference paĨern, or hologram, formed between the scaĨered light and un-
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Figure 1.3.2: Simulated holograms of a 1 μm-diameter polystyrene sphere in water.
z is the distance along the optical axis between the particle and the hologram plane.
As z increases, the spacing between the hologram fringes increases. Holograms are
simulated using the Lorenz-Mie formalism described in Chapter 2.

scaĨered incident light. A typical sample hologram formed by a colloidal sphere is shown
in Figure ǉ.ǋ.ǉ(b). One of the key advantages of DHM, namely rapid acquisition rates,
stems from holograms being ǊD images that are straightforward to record with conven-
tional CMOS cameras. While the work described in this thesis uses research-grade cam-
eras with frame grabbers or high-speed cameras, it is even possible to performDHMusing
commercial digital cameras [ǌǑ].

DHM is useful as a ǋD imaging technique because ǊD holograms encode ǋD infor-
mation. ĉe sample hologram in Figure ǉ.ǋ.ǉ(b) illustrates this. ĉe concentric circular
fringes have a center whose position corresponds to the particle position in the lateral (x
and y) directions, perpendicular to the optical axis. ĉe spacing of the fringes encodes the
position of the particle in z, along the optical axis. ĉis is further illustrated by the series of
simulated holograms in Figure ǉ.ǋ.Ǌ. As the distance z between the particle and the holo-
gram recording plane increases, two effects are readily noticeable. First, the spacing of the
fringes increases. ĉis may be understood by thinking of the scaĨered waves from the par-
ticles as being approximately spherical. In the limit of inėnitely large z, a spherical wave
will look planar, and there will be no phase variations leading to inteference fringes as one
traverses the hologram plane. Secondly, the contrast in the hologram fringes decreases as
z increases. ĉis is entirely due to the approximate ƥ/r dependence of the scaĨered electric
ėeld, as we will discuss in Chapter Ǌ.

In addition to particle positions, holograms also encode information about the scaĨer-
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ers themselves. As is apparent in Figure ǉ.ǋ.Ǌ, the amplitude of the hologram fringes is not
constant, but rather decreases towards the edges (or equivalently, as the scaĨering angle
increases). ĉis is because the amplitude of the hologram fringes is modulated by the an-
gular dependence of the scaĨered light from the particle: the same quantity that is probed
in static light scaĨering experiments. ĉe angular dependence of the scaĨering from a par-
ticle will depend, in general, on its size and refractive index. We illustrate this effect in
Figure ǉ.ǋ.ǋ, where we show simulated holograms of a weak scaĨerer, a Ǌǈǈ nm diameter
polystyrene sphere, and of a stronger scaĨerer, a Ǌ μm diameter polystyrene sphere. ĉe
plots of the intensity across the horizontal dashed lines clearly indicate that the fringes of
the two holograms have very different envelopes, even though they have approximately
the same fringe spacing away from the center. ĉe envelope of the fringes is approximately
set by the amplitude of the scaĨered electric ėeld, as shown by the doĨed lines. Note that
this breaks down near the center of the hologram of the strongly scaĨering sphere in Fig-
ure ǉ.ǋ.ǋ(b), for reasons we will soon discuss.

ǉ.ǋ.Ǌ HĽňŉŃŇĽķĵŀ DĹŋĹŀŃńŁĹłŉ Ńĺ DĽĻĽŉĵŀ HŃŀŃĻŇĵńļĽķ MĽķŇŃňķŃńŏ

Holography can be traced back to the ǉǑǌǐ work of Dennis Gabor, who at the time was
working on electron microscopy and was seeking ways to avoid the problems caused by
primitive electron lenses that suffered from spherical aberration [Ǎǈ]. Speciėcally, Gabor’s
proposal avoided lenses entirely and was based on a diverging incident wave. Figure ǉ.ǋ.ǌ
illustratesGabor’s proposal, which todaywewould refer to aspoint source in-line holographic
microscopy. Gabor recognized that his proposal would apply to light as well, and indeed
demonstratedhis ideabyusing amercury arc lampandapinhole to create anapproximately
monochromatic, coherent source of spherical waves [Ǎǈ, Ǎǉ]. Gabor recorded holograms
of ǊD test images and recovered his original images from the holograms by illuminating
the holograms in reverse, which is known as reconstruction. We discuss reconstruction in
more detail in Section ǉ.ǋ.ǋ.

Despite Gabor’s seminal work, holographic microscopy did not become practical until
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Figure 1.3.3: Amplitude of scattered field sets envelope of hologram fringes. Simu-
lated holograms shown of 100 nm radius (a) and 1 μm radius (b) polystyrene spheres
in water. Solid lines in plots show hologram intensity along horizontal dashed lines.
Dotted lines show amplitude of in-plane components of scattered electric field com-
puted in simulations. The dotted lines have been shifted vertically for clarity.
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Figure 1.3.4: Schematic illustration of point source in-line holographic microscopy
as proposed by Gabor. A spherical incident wave emanates from a pinhole and illumi-
nates a scatterer. Because the scatterer is downstream from the pinhole, the phase
difference between the scattered and incident waves will vary over the detector, which
will consequently record a fringe pattern.

thedevelopmentof digital holographicmicroscopy in theǉǑǑǈ’s ⁹. Evenaěer lasers became
readily available sources of intense, coherent light, recording holograms generally required
ėnely grained photographic ėlms, which were difficult to handle and time-consuming to
process prior to optical reconstruction. ĉe development of CCD cameras, along with
improvements in computing, eventuallymade it possible to record holograms digitally and
to simulate the optical reconstruction process numerically [ǍǊ].

One of the earliest works demonstrating both digital recording and numerical hologram
reconstruction was that of Schnars and Juptner [Ǎǋ]. ĉis was not microscopy: Schnars
and Juptner were imaging an ordinary gaming die. ĉe size of the die, large enough to
block a substantial amount of incident light, required the use of an off-axis rather than in-
line conėguration. Schnars and Juptner recognized at this stage one of the limitations of
CCD’s as opposed to the specialized photographic ėlms previously used for holography:
the large (∼ǉǈ μm) pixel size, almost Ǌ orders of magnitude larger than the resolution of

⁹We refer the reader interested in the intervening historical development, aswell as to the development
of related applications of holography, to Kreis’s book [ǍǊ] and the references therein.
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holographic ėlms. ĉe resulting loss of high-spatial frequency information necessarily de-
graded the imaging resolution. Still, the convenience of digital recording and numerical re-
construction, when compared with the tedium of wet-processing photographic ėlms, was
substantial.

Schnars and Juptnerwere not the onlyworkers to recognize the limitations posed by the
pixel sizes of CCDs. One solution to this problemwas to use lenses tomagnify holograms.
ĉis approach was taken by a variety of workers, including Cuche and coworkers [Ǎǌ], as
well as Zhang and Yamaguchi [ǍǍ]. ĉe approach of combining magnifying lenses and an
off-axis holographic conėguration led to some beautiful results, particularly in the area of
biologicalmicroscopy [Ǎǎ]. However, off-axis holographic setups have the disadvantage of
a much more challenging setup and alignment, and quantitatively precise reconstruction
can also be more difficult.

An alternative approach to overcome the problem of large CCD pixel sizes was intro-
duced by Kreuzer and colleagues. Kreuzer opted to use an in-line conėguration with il-
lumination by a point source, much as in Gabor’s original proposals and in Figure ǉ.ǋ.ǌ
[ǍǏ, Ǎǐ]. In particular, the since the reference wave from the point source diverges as it
propagates, it is possible to magnify the hologram fringe paĨern without any lenses what-
soever, simply by placing the detector further away. ĉis approach allowed Xu et al. to
image both colloidal [Ǎǐ] as well as biological samples [ǍǏ]. ĉe comparatively straight-
forward setup of this approach, with no lenses that might introduce optical aberrations,
was clearly advantageous over off-axis conėgurations. But Kreuzer’s lensless, point-source
conėguration is arguably not ideal. In particular, once the detector is moved far away from
the point source and the scaĨerers (to enhance the magnifying effect of free-space prop-
agation), the price paid by having detectors that might only be ∼ Ʀ cm on a side is poor
coverage of scaĨering angles. As we have seen in Figure ǉ.ǋ.ǋ, coverage of scaĨering angles
encodes information about the size and contrast of scaĨerers.

ĉe optical conėguration we use in this thesis, which has been adopted by other work-
ers (in particular David Grier’s group [ǍǑ]), combined the magnifying optics ėrst used by
Cuche et al. [Ǎǌ] with the simplicity of Kreuzer’s in-line setup [ǍǏ]. ĉis conėguration, in-
troduced by Sheng,Malkiel, andKatz [ǎǈ], was similar to the schematic in Figure ǉ.ǋ.ǉ(a),
with the insertion of a microscope objective lens between the scaĨerer and the detector.
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ĉis lens, as in prior work, served to magnify the hologram, or equivalently, to effectively
minify the detector pixels. ĉis setup allowed the effective hologram plane to remain rela-
tively close to the scaĨerers (within tens of μm), allowing for good scaĨering angle cover-
agewithhighnumerical aperture immersionobjectives, whilemaking thehologram fringes
large enough that ėnite pixel size effects were basically negligible.

ǉ.ǋ.ǋ HŃŀŃĻŇĵńļĽķ FŃŇŁĵŉĽŃł ĵłĸ RĹķŃłňŉŇŊķŉĽŃł

We now examine in greater detail the formation of a hologram and how reconstruction
works. Reconstruction techniques generally model light as a scalar wave. To understand
hologram formation, we will adopt the following physical picture. We will assume that
a scaĨerer is illuminated by an incident wave Einc. ĉis incident wave scaĨers from the
particle to create a scaĨered wave, Escat; both of these waves illumine a detector, which
records an interference paĨern. Tomodel this mathematically, throughout this section we
will assume and suppress a harmonic time dependence, e−iωt.

In general, detectors (such as the pixels of a camera, or the human eye) are sensitive not
to electric ėelds directly, but to intensity I. In particular, because the detector in an in-line
conėguration records both the scaĨered wave as well as the unscaĨered incident wave, the
intensity recorded for a hologram will be

I = |Einc + Escat|Ʀ

= |Einc|Ʀ + EincE∗
scat + E∗

incEscat + |Escat|Ʀ . (ǉ.Ǎ)

ĉis relation holds true (within the limitations of scalar wave optics) regardless of any as-
sumptionsmadeby a reconstruction technique. ĉeėrst term is aDC term: for planewave
illumination, |Escat|Ʀ gives a constant background intensity across the detector.

ĉe essential physical nature of reconstruction is illustrated in Figure ǉ.ǋ.Ǎ. ĉe fringes
of a recorded hologram essentially act as a zone plate and can focus light when illuminated.
In particular, by shining light backwards through the hologram, it is possible to reconstruct
the ėeld scaĨered by the particle, as we will show.

We now make this qualitative picture more rigorous, and it is here that the reconstruc-
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Figure 1.3.5: Schematic illustration of hologram reconstruction. A film hologram,
whose fringes act like a zone plate, is illuminated (a). The fringes cause the illumi-
nating light to be focused to the location of the source of the spherical waves that
originally formed the hologram (b). Under suitable approximations, this is the location
of the scatterer.
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tion approach begins to make approximations. First of all, one assumes that scaĨering is
weak: |Escat| � |Einc|. Consequently, the last term in Equation ǉ.Ǎ may be neglected rel-
ative to the remaining terms. Illuminating the hologram backwards is akin to multiplying
Equation ǉ.Ǎ by E∗

inc (if we had an incident plane wave, eikz, a backwards-propagating wave
would have the form e−ikz). ĉereaěer, we obtain

E∗
incI = E∗

inc |Einc|Ʀ + E∗
scat + E∗Ʀ

incEscat (ǉ.ǎ)

at the hologram plane. ĉe second term here is E∗
scat, a backwards-propagating version of

the scaĨeredwave. In particular, ifEscat is a spherical wavewith amplitudeA outgoing from
the origin,

Escat = A
eikr

−ikr
(ǉ.Ǐ)

where r is the distance between the particle and a point on the hologram plane, then

E∗
scat = A

e−ikr

ikr
. (ǉ.ǐ)

ĉis is a spherical wave converging at the origin, where the particle was. It is in this sense
that reconstruction recovers the wave scaĨered by the particle.

It is clear, however, that E∗
scat is not the only component when a hologram is illuminated

in reverse, in Equation ǉ.ǎ. ĉeėrst term, arising from theDCbackground, will once again
be constant ¹⁰. But the third term, proportional to Escat, will give rise to the twin image:
a wave that converges on the opposite side of the hologram plane as the real image from
E∗
scat. ĉis twin image problem was recognized early on by Gabor [Ǎǉ], and eliminating

it was a motivation for developing off-axis techniques. In-line reconstruction approaches
generally ignore the twin image; it is assumed that the ėeld due to the twin image near the
focal point of the real image is small.

Once we have E∗
scat at the hologram plane (from Equation ǉ.ǎ, neglecting DC and twin

image contributions), it is then necessary to propagate this ėeld from the hologram plane.
ĉe ėeld E∗

scat(x′, y′, z′) at an arbitrary point (x′, y′, z′) is related to the ėeld E∗
scat,hp at the

¹⁰If necessary, it is also possible to measure and subtract off the DC background term prior to recon-
struction.
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hologram plane via the Fresnel-Kirchoff diffraction formula [ǍǊ]:

E∗
scat(x

′, y′, z′) =
i
λ

∫ ∫
E∗
scat,hp(ξ, η)

eikρ

ρ
dξ dη. (ǉ.Ǒ)

Here λ is the wavelength of the illuminating light, ξ and η are coordinates in the hologram
plane, the integrals run over the entire hologram plane, and

ρ =
√
(ξ − x′)Ʀ + (η− y′)Ʀ + z′Ʀ. (ǉ.ǉǈ)

We have here neglected the obliquity factor z′/ρ. Since the integrand in Equation ǉ.Ǒ de-
pendsonlyon thedifferences ξ−x′ and η−y′, wemaywriteE∗

scat(x′, y′, z′) as a convolution:

E∗
scat(x

′, y′, z′) = E∗
scat,hp ? h (ǉ.ǉǉ)

where hz is the impulse response function of free space:

h(ξ − x′, η − y′) =
i
λ
eikρ

ρ
. (ǉ.ǉǊ)

Recalling the convolution theorem, thanks to the fast Fourier transform it is computation-
ally faster to compute E∗

scat(x′, y′, z′) using the transfer function H = F{h}, where F
denotes the Fourier transform:

E∗
scat(x

′, y′, z′) = F−ƥ{F{E∗
scat,hp} · H}. (ǉ.ǉǋ)

ĉe actual computational implementation is somewhat less straightforward than this; in
particular, experimentally recorded holograms are not continuous functions. Since recon-
struction is not the focus of this thesis, we refer the interested reader to Kreis [ǎǉ] for de-
tails.

ǉ.ǋ.ǌ FĽŔĽłĻ TĹķļłĽŅŊĹň

Despite the relative simplicity and above all generality of analyses of digital holograms
based on reconstruction, it eventually became clear to otherworkers in the ėeld that recon-
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Figure 1.3.6: Reconstructions of simulated holograms. (a) and (b) are for a weakly
scattering sphere suspended in water, with refractive index n = ƥ.ƨ and radius a = ƩƤ
nm. (c) and (d) are for a strongly scattering polystyrene sphere in water, n = ƥ.Ʃƭ
and a = Ʀ μm. Left column: slices in the x − y plane. Right column: slices in the
x − z plane. x − y slices are computed at the white dashed lines, and x − z slices
are computed at the vertical midplane of the x − y slices. Green dashed lines denotes
actual z position of scatterer. Scale bars, 2 μm.

struction techniques had their limitations. It had long been known, as early as Xu’s work in
lensless holography [Ǎǐ], that reconstructions of spherical particles tended to appear elon-
gated by an order of magnitude or more in the axial direction. We illustrate this effect in
Figure ǉ.ǋ.ǎ, where we display reconstructions of simulated ideal holograms. ĉe elonga-
tion is particularly noticeable for the ǌ μm-diameter polystyrene sphere in Figure ǉ.ǋ.ǎ(c)
and (d); it is markedly less severe for the weak scaĨerer in Figure ǉ.ǋ.ǎ(a) and (b). While
it would be straightforward to detect the lateral (x − y) positions of the particles with
sub-voxel precision, the precision for detecting the axial position of the particle in Fig-
ure ǉ.ǋ.ǎ(d) might be an order of magnitude worse – hundreds of nm or more.

ĉe physical origin of this effect was ėrst studied carefully by Pu andMeng [ǎǊ]. Build-
ing on work about conventional microscopy by Ovryn and Izen [ǎǋ], Pu and Meng used
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an exact scaĨering solution, the Lorenz-Mie solution for the scaĨering of a plane wave
by isolated spheres, to model the formation of holograms. By reconstructing these mod-
eled holograms, as we did in Figure ǉ.ǋ.ǎ, Pu and Meng demonstrated that the elongation
arose from thewaves scaĨeredby large (particle radius abeing comparable to or larger than
the incident wavelength λ), strongly scaĨering particles being far from spherical. Pu and
Meng also discovered another effect, which we also demonstrate in Figure ǉ.ǋ.ǎ: the in-
tensity maxima are displaced along the optical axis from the true position of the scaĨerers.
Figure ǉ.ǋ.ǎ(d) shows that this displacement can be as large as a particle diameter. Sub-
sequent workers have shown that models can be created to account for this displacement
[ǎǌ], and that the maxima in the reconstructed volume correspond to the focal caustics of
the particles [ǎǍ].

Pu and Meng’s studies demonstrated both how the challenges of reconstruction tech-
niques largely stemmed from neglecting the details of how particles scaĨered light, and
how an exact scaĨering solution could be used to model hologram formation. A seminal
step was then taken in ǊǈǈǏ when Sang-Hyuk Lee and colleagues in David Grier’s group at
NewYorkUniversity used amodel based on the Lorenz-Mie scaĨering solution not simply
tomodelhologram formation, but also toextract physical information fromexperimentally
recorded holograms through a ėĨing procedure [ǍǑ]. Using the ėĨing procedure, Lee et
al. were not only able tomeasure the ǋD position ofmicron-sized spheres with∼ǉǈ nmor
beĨer precision in all directions, but they were also able to measure the size and refractive
index of the particles.

We must brieĚy digress into the Lorenz-Mie scaĨering solution in order to explain the
model used by Lee et al.; we will postpone a more detailed discussion to Chapter Ǌ. ĉe
Lorenz-Mie scaĨering solution is a vector ėeld solution to Maxwell’s equations for scat-
tering of a plane wave by a sphere. We will assume the incident wave to be a plane wave
propagating in the positive z direction and to have polarization vector ε:

Einc = Einceikz ε. (ǉ.ǉǌ)

Akey feature is that theLorenz-Mie scaĨeredėeld,Escat, depends linearly on the amplitude
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of the incident ėeld Einc:
Escat = Eincf(r). (ǉ.ǉǍ)

Here, f(r) is the vector scaĨering amplitude of the sphere. It depends not only on the sep-
aration vector r between the sphere and a detector point, but also on the polarization and
wavelength of the incident light, the sphere radius a, and the relative indexm ≡ np/nmed,
where np is the particle refractive index and nmed is the refractive index of the surrounding
medium. With this in mind, we may re-express Equation ǉ.Ǎ for the measured hologram
intensity I in vector form:

I = |Einc + Escat|Ʀ

= |Einc|Ʀ + Einc · E∗
scat + E∗

inc · Escat + |Escat|Ʀ

= |Einc|Ʀ + Ʀ<{E∗
inc · Escat}+ |Escat|Ʀ . (ǉ.ǉǎ)

Lee et al. normalized their measured holograms by dividing by a background image of an
empty ėeld of view, which measured |Einc|Ʀ:

I
|Einc|Ʀ

= ƥ +
Ʀ<{E∗

inc · Escat}
|Einc|Ʀ

+
|Escat|Ʀ

|Einc|Ʀ
(ǉ.ǉǏ)

= ƥ + Ʀ<{f · ε e−ikz}+ |f|Ʀ (ǉ.ǉǐ)

ĉemodels ėĨed by Lee et al. (as well as by us throughout this thesis) to normalized holo-
grams follow this general form, with one exception: a scaling factor αs for every power of
Escat:

Inorm ≡ I
|Einc|Ʀ

= ƥ + Ʀαs<{f · ε e−ikz}+ αƦs |f|
Ʀ . (ǉ.ǉǑ)

ĉe nature of αs is still a maĨer of active debate and research; we will not discuss it further
at this time.

Analyzing holograms by ėĨing scaĨering solutions to themhad several clear advantages
over reconstruction techniques. First, the∼ǉǈ nm tracking precisions aĨained [ǍǑ] in the
axial direction surpassedwhat could easily be aĨainedby analyzing reconstructed volumes.
ĉe problem of intensity maxima in the reconstructed volumes being offset (Figure ǉ.ǋ.ǎ
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and [ǎǌ, ǎǍ]) was also totally eliminated. Fits of scaĨeringmodels also allowed reliable in-
formation about the size and optical contrast of the scaĨerers to be obtained directly from
holograms. ĉe ėĨing techniques developed by the Grier group also had a certain advan-
tage of convenience as compared to reconstruction techniques. Whereas reconstruction
methods required computations to back-propagate light tomany focal planes, and particle-
ėnding analysis on the resulting reconstructed volume was needed to obtain particle po-
sitions, ėĨing allowed particle positions to be precisely determined from holograms in a
single processing step. For these reasons, it seemed that ėĨing techniques might play an
important role in studies of colloids using DHM. Indeed, the Grier group quickly applied
DHMwith ėts to the Lorenz-Mie solution to studies of the size distribution of fat globules
inmilk [ǎǎ], quantifying the binding of neutravidin to biotinylated spheres [ǎǏ], andmon-
itoring the optical fractionation of spheres based on their size and refractive index [ǎǐ].

One limiting aspect of Lee et al.’s seminal work was readily apparent: since the Lorenz-
Mie solution strictly applies only to single spheres in an inėnite, perfectly homogeneous
medium, it was not clear how (or whether) ėĨing techniques could be applied to holo-
grams formed by either by nonspherical particles, or by multiple particles in close prox-
imity. Given the examples described in Section ǉ.ǉ of the rich physics exhibited by non-
spherical colloids and dense suspensions, the stage was ripe for efforts to extend this ėĨing
paradigm to new types of scaĨering models. ĉese efforts, and the scientiėc results there-
from, will be the subject of the remainder of this thesis.

ǉ.ǌ OŋĹŇŋĽĹŌ

ĉe remainder of this thesis is structured as follows. In Chapter Ǌ, we describe the mod-
els based on exact and approximate multiple sphere scaĨering solutions with which we
model holograms. We describe the details of our implementation of DHM and ėĨing in
Chapter ǋ. We describe some of the results we have obtained from imaging sphere clus-
ters containing up to six spheres as well as particle-laden emulsion droplets in Chapter ǌ,
and discuss the anisotropic Brownian diffusion of sphere dimers and trimers in Chapter Ǎ.
Finally, we summarize our results and discuss the outlook of DHM in Chapter ǎ.
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2
ModelingHolograms fromColloidal Spheres

andClustersWith ScaĨering Solutions

Recall that the fundamental equation with which we model holograms is

Inorm = ƥ + Ʀαs<{f · ε e−ikz}+ αƦs |f|
Ʀ . (Ǌ.ǉ)

Recall that f is a dimensionless scaĨered electric ėeld: Escat = EƤf, where EƤ is the ampli-
tude of the incident electric ėeld. It follows that understanding the formation of holograms
from any object, and being able to model holograms, requires a detailed understanding of
how those objects scaĨer light. We therefore turn our aĨention in this chapter to scaĨer-
ing theory as applied to the colloidal objects considered in this thesis: spheres and sphere
clusters. We begin by discussing the Lorenz-Mie solution for scaĨering by a sphere (also
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known asMie theory¹) both because of its experimental importance and because it will al-
low us to introduce ideas that will be needed for the more complex case of sphere clusters.
Wewill then consider techniques for calculating scaĨering bymultiple spheres, and ėnally
brieĚy consider scaĨering from other colloidal objects.

Ǌ.ǉ SķĵŔĹŇĽłĻ ĺŇŃŁ IňŃŀĵŉĹĸ SńļĹŇĹň

Ǌ.ǉ.ǉ LŃŇĹłŐ-MĽĹ SŃŀŊŉĽŃł: SķĵŔĹŇĹĸ FĽĹŀĸň

We begin by qualitatively outlining the process of obtaining the Lorenz-Mie solution for
the scaĨering of a plane wave by a sphere. While we tend to treat the Lorenz-Mie solu-
tion as the paradigmatic model for hologram formation by colloidal spheres, we should
recognize that there are some inherent assumptions. First, we assume that the particles
are spherical: we neglect any surface roughness (polystyrene spheres, in particular, are not
atomically smooth) or asphericity. We also assume that the particle are optically homo-
geneous. Finally, we assume that the incident beam is sufficiently well-collimated that it
may be regarded as a plane wave, even though it is in actuality a Gaussian beam ². ĉis is
not to undermine the importance of the Lorenz-Mie solution, but to emphasize that some
physical assumptions underlie its use.

Wewill notworkout the detailedderivationof theLorenz-Mie solution, butwewill give
an overview and highlight a few aspects that are important for our research. ĉe general
plan is as follows:

ǉ. Determine the eigenfunctions of the Helmholtz equation ∇ƦE + kƦE = Ƥ for a

¹ĉe term “Mie theory” is a personal pet peeve of the author. As Kerker [ǎǑ] argues, Ludvig Lorenz
certainly had priority over GustavMie in publishing the solution for scaĨering of a plane wave by a sphere.
Moreover, in the author’s opinion, the Lorenz-Mie solution is a purely mathematical solution, with no in-
herent physical content, within the framework of Maxwell’s electrodynamics. In contrast, there is consid-
erable physical content in the theory of special relativity, or Maxwell’s theory of electromagnetism, or in
a quantum ėeld theory like quantum electrodynamics.

²A formalism known as generalized Lorenz-Mie theory (see [Ǐǈ] for a review) can handle Gaussian
beams, essentially by regarding them as a suitable superposition of plane waves. We do not consider the
maĨer further here.
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spherical geometry³. ĉese will be vector spherical harmonics (VSHs), which we
will describe.

Ǌ. Expand the incident plane wave in VSH.

ǋ. Write the internal and scaĨered ėelds as an expansion in VSH.

ǌ. Apply boundary conditions: the components of the total electric ėeld E and the
total magnetic ėeld H tangent to the sphere must be continuous. ĉe boundary
conditions determine the scaĨering expansion coefficients.

Ǎ. Formulate computationally useful (in particular, numerically stable) algorithms for
calculating the scaĨering expansion coefficients.

Our treatment and notation here will generally follow that of Bohren & Huffman [Ǐǉ], a
standard reference on the subject, whose notation ėnds wide acceptance.

Step ǉ of this program is to ėnd the VSH.ĉenatural coordinate system to use is spheri-
cal coordinateswith origin at the center of the scaĨering sphere. Manipulating vector ėelds
is cumbersome, so the trick is to deėne vector ėeldsM andN in relation to a scalar ėeld ψ:

M = ∇× (ψr) (Ǌ.Ǌ)

and
N =

∇×M
k

. (Ǌ.ǋ)

It can be shown thatM andN will satisfy the vector Helmholtz equation if ψ satisėes the
scalar Helmholtz equation. Subsequently, we separate variables⁴ to determine ψ. ĉe end
product, the VSH in Bohren & Huffman’s notation, is:

M(j)
emn = − m

sin θ
sin(mφ)Pmn (cos θ)z

(j)
n (ρ)θ̂

− cos(mφ)
dPmn (cos θ)

dθ
z(j)n (ρ)ϕ̂, (Ǌ.ǌ)

³We remind the reader that theHelmholtz equation arises fromassuming a harmonic timedependence
e−iωt for the ėelds.

⁴ĉe problem of determining ψ is highly analogous to the inėnite square well in spherical coordinates
in quantum theory.
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M(j)
omn =

m
sin θ

cos(mφ)Pmn (cos θ)z
(j)
n (ρ)θ̂

− sin(mφ)
dPmn (cos θ)

dθ
z(j)n (ρ)ϕ̂, (Ǌ.Ǎ)

N(j)
emn =

z(j)n (ρ)
ρ

cos(mφ)n(n+ ƥ)Pmn (cos θ)r̂

+ cos(mφ)
dPmn (cos θ)

dθ
ƥ
ρ
d
dρ

[ρz(j)n (ρ)]θ̂

− m sin(mφ)
Pmn (cos θ)

sin θ
ƥ
ρ
d
dρ

[ρz(j)n (ρ)]ϕ̂, (Ǌ.ǎ)

N(j)
omn =

z(j)n (ρ)
ρ

sin(mφ)n(n+ ƥ)Pmn (cos θ)r̂

+ sin(mφ)
dPmn (cos θ)

dθ
ƥ
ρ
d
dρ

[ρz(j)n (ρ)]θ̂

+ m cos(mφ)
Pmn (cos θ)

sin θ
ƥ
ρ
d
dρ

[ρz(j)n (ρ)]ϕ̂. (Ǌ.Ǐ)

ĉis notation may seem intimidatingly cumbersome. ĉe Pmn (cos θ) are the associated
Legendre functions deėned in the usual way ⁵. ĉe indices e and odenote either an even az-
imuthal angle dependence for ψ (∼ cos(mφ) or an odd dependence (∼ sin(mφ)). ρ = kr
is a dimensionless radial variable. z(j)n (ρ) denote solutions to the radial equation obtained
by separating the Helmholtz equation for ψ. From Sturm-Liouville theory, there are two
families of solutions: the spherical Bessel functions jn(ρ) and the sphericalNeumann func-
tions yn(ρ). Alternately one may use linear combinations of the spherical Bessel and Neu-
mann functions, the spherical Hankel functions:

h(ƥ)n (ρ) = jn(ρ) + iyn(ρ) (Ǌ.ǐ)

⁵ĉere is a good argument for indexing the VSH with azimuthal quantum number ` instead of n. Alex
Small points out that thismakes explicit the connections to the quantum theory of angularmomentum for
photons. ĉe author is inclined to agree, but here with some reluctance retains n because of its widespread
use in scaĨering literature.
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h(Ʀ)n (ρ) = jn(ρ)− iyn(ρ) (Ǌ.Ǒ)

ĉe most useful of these are jn(ρ) and h
(ƥ)
n (ρ). Unlike yn(ρ), jn(ρ) is ėnite at ρ = Ƥ. More-

over, the h(ƥ)n (ρ) asymptotically behave like outgoing spherical waves for large ρ:

h(ƥ)n (ρ) ∼ (−i)n
eiρ

iρ
(Ǌ.ǉǈ)

and so these are physically meaningful for scaĨering. We use j = ƥ to denote VSH with
z(j)n (ρ) = jn(ρ) and j = Ƨ to denote VSH with z(j)n (ρ) = h(ƥ)n (ρ). Note that theM have no
radial components while theN do. It can be proven that these form amutually orthogonal
eigenbasis; see [Ǐǉ] for some of the details.

ĉe next step in the Mie solution is to expand the incident plane wave in VSH. To best
make use of spherical symmetry, we assume that the incident wave propagates in the z
direction. Without loss of generality, we also assume that the wave is x polarized. Bohren
and Huffman then show that the expansion of Einc = EƤeikzx̂ in VSH is

Einc =
∞∑
n=ƥ

En(M(ƥ)
oƥn − iN(ƥ)

eƥn) (Ǌ.ǉǉ)

where
En ≡ EƤin

Ʀn+ ƥ
n(n+ ƥ)

. (Ǌ.ǉǊ)

ĉere are several important physical implications along the way. First, from the geometry
of spherical coordinates,

x̂ = sin θ cos φr̂+ cos θ cos φθ̂ − sin φϕ̂, (Ǌ.ǉǋ)

which combined with the orthogonality of sines and cosines kills off two of the four pos-
sibilities in Equations Ǌ.ǌ-Ǌ.Ǐ and requiresm = ƥ. ĉe limitation tom = ƥ has signiėcant
implications for the design and performance of Mie codes as Equation Ǌ.ǉǉ and all other
ėeld expansions contain a single sum over n as opposed to double sums over both n andm.
Finally, we use only a radial dependence on jn(ρ) because a plane wave at the origin must
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clearly be ėnite.
Next, we denote the ėeld inside the particle as Eint, and the scaĨered ėeld as Escat. ĉe

ėeld outside the particle is thus ⁶ Einc + Escat. We write both Eint and Escat as expansions
in the VSH. ForEint, the form of the plane wave expansion (Equation Ǌ.ǉǉ) along with the
requirement for ėniteness at the origin requires

Eint =
∞∑
n=ƥ

En
(
cnM(ƥ)

oƥn − idnN(ƥ)
eƥn
)
. (Ǌ.ǉǌ)

Meanwhile, since we know that scaĨering results in outward-going waves, we require that
the scaĨered wave Escat have radial dependence on h(ƥ)n (ρ):

Escat =
∞∑
n=ƥ

En
(
ianN(ƥ)

eƥn − bnM(Ƨ)
oƥn
)
. (Ǌ.ǉǍ)

ĉe an, bn, cn, and dn are unknown coefficients. For each order n there are ǌ unknowns, but
also ǌ boundary conditions: equality of θ and φ components of E andH across the spher-
ical interface. In particular, an and bn are termed scaĨering coefficients. ĉese coefficients
depend only on two dimensionless parameters: the relative index m ≡ nparticle/nmedium
and the size parameter x ≡ ka where a is the sphere radius, k = Ʀπnmed/λƤ, and λƤ is the
vacuum wavelength.

Application of the boundary conditions give expressions for an and bn. ĉe expressions
for these use the Riccati-Bessel functions, which we will rely on extensively later:

ψn = ρjn(ρ) (Ǌ.ǉǎ)

ξn = ρh(ƥ)n (ρ) (Ǌ.ǉǏ)

⁶ĉis is a standard assumption in scaĨering theory. It is certainly valid in the far ėeld for an incident
plane wave of inėnite extent. Whether this truly applies for DHM is currently the subject of research
related to the nature of αsc.
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With these in hand, we get

an =
mψn(mx)ψ

′
n(x)− ψn(x)ψ

′
n(mx)

mψn(mx)ξ
′
n(x)− ξn(x)ψ′

n(x)
(Ǌ.ǉǐ)

bn =
ψn(mx)ψ

′
n(x)− mψn(x)ψ

′
n(mx)

ψn(mx)ξ
′
n(x)− mξn(x)ψ′

n(x)
(Ǌ.ǉǑ)

where the primes denote differentiation with respect to the argument.
ĉus the Lorenz-Mie problem is essentially solved; the special functions appearing in

the expressions above for an and bn are all well-known. However, it must be noted that the
forms above for an and bn are ill-suited to computation. In particular, jn(z) tends to diverge
for large complex arguments (as might arise for large, strongly absorbing particles). ĉe
problems are avoided by rewriting the expressions in terms of logarithmic derivatives:

D(ƥ)
n (z) =

ψ′
n(z)

ψn(z)
, D(Ƨ)

n (z) =
ξ′n(z)
ξn(z)

. (Ǌ.Ǌǈ)

Caremust also be taken in the computation of the logarithmic derivatives andother special
functions to avoid numerical instability. We refer the reader to the discussions in Bohren
&Huffman for further details. Wemention that in our implementation of the Lorenz-Mie
solution inHoloPy,weuse the recommended formsbasedonD(ƥ)

n . Any computed solution
must also truncate the inėnite series expansion at some point; we use the widely accepted
criteria of Wiscombe to determine the number of terms to keep,Nmax [ǏǊ]:

Nmax = x+ ƨ.ƤƩxƥ/Ƨ + Ʀ. (Ǌ.Ǌǉ)

Ǌ.ǉ.Ǌ SŉĵłĸĵŇĸ AńńŇŃŎĽŁĵŉĽŃłň ĵłĸ DHM

We have just described the relatively easy part of computing the Lorenz-Mie solution: ob-
taining the scaĨering coefficients. ĉis need only be done once for any given particle; the
more time-consuming part comes from calculating Escat at many points to model a holo-
gram. To discuss this, we must ėrst introduce some scaĨering geometry and the concept
of the scaĪering plane.
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Figure 2.1.1: Geometry of scattering plane showing incident and scattered wavevec-
tors kinc and kscat. We consider components of the incident and scattered electric
fields parallel to and perpendicular to the scattering plane.

We will assume the laboratory system to consist of a ėxed set of axes, as usual with z
being the direction of propagation of the incident wave. As illustrated in Figure Ǌ.ǉ.ǉ, it is
useful to consider scaĨeringnotwith respect to the laboratory coordinates butwith respect
to a plane deėned by the wavevectors of the incident and scaĨered electric ėelds.

Most scaĨering experiments are performed in the far ėeld, where kr � ƥ. Since for
visible light, k ≈ ƥƤƫ m−ƥ, for a detector located at a macroscopic distance (such as in a
goniometer-based light scaĨering instrument), the far-ėeld approximation will be a good
one. In this approximation, one may write the incident and scaĨered ėelds in terms of a
complex ƨ × ƨ amplitude scaĨering matrix:(

Einc,‖

Einc,⊥

)
=

eikr

−ikr

(
SƦ SƧ
Sƨ Sƥ

)(
Escat,‖

Escat,⊥

)
. (Ǌ.ǊǊ)

In the far-ėeld limit, the waves are assumed to be purely transverse, the radial components
ofN fall off as ƥ/ρƦ and are neglected. ĉe radial dependence is to be asymptotically that of
a spherical wave, and the amplitude scaĨeringmatrixSdepends only on angles and the par-
ticle properties. For the Lorenz-Mie problem, symmetry requires the off-diagonal terms
SƧ and Sƨ to be ǈ ⁷. It may be shown by considering the forms of the VSH that

Sƥ =
∞∑
n=ƥ

Ʀn+ ƥ
n(n+ ƥ)

(anπn + bnτn) (Ǌ.Ǌǋ)

⁷See van de Hulst [Ǐǋ] as well as the chapter by Hovenier and van der Mee in [Ǐǌ] for a much more
extensive discussion on symmetries and their consequences for S.
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SƦ =
∞∑
n=ƥ

Ʀn+ ƥ
n(n+ ƥ)

(anτn + bnπn) (Ǌ.Ǌǌ)

where
πn(θ) =

Pƥn(cos θ)
sin θ

(Ǌ.ǊǍ)

and
τn(θ) =

dPƥn(cos θ)
dθ

. (Ǌ.Ǌǎ)

We note that the scaĨered waves are not spherical waves because SƦ and Sƥ depend on θ.
ĉis recipe, unfortunately, doesnotquiteworkout for the caseofDHM.Weoěen record

holograms at a z distance of as low as∼ ƥƤ μm. For ǎǎǈ nm light in water, this amounts to
kz ∼ ƥƤƤ, which is large but not quite in the far-ėeld limit. In particular, if we examine the
next-to-leading order asymptotic expressions for for h(ƥ)n (ρ), we ėnd [ǏǍ]:

h(ƥ)n (ρ) ≈ (−i)n
eiρ

iρ

(
ƥ +

in(n+ ƥ)
Ʀρ

+O(ρ−Ʀ)

)
(Ǌ.ǊǏ)

Given that for micron-sized spheres, the expansions may go up to order n = ƥƩ or more,
it is clear that the next-to-leading order term is comparable to the leading term. We have
found it necessary, therefore, to incorporate the full radial dependence on h(ƥ)n (kr), making
S dependent on both kr and θ. We obtain the followingmodiėed expressions for Sƥ and SƦ
by looking at the VSH expansion for Escat (Equations Ǌ.ǉǍ, Ǌ.ǎ, and Ǌ.Ǎ):

Sƥ(ρ, θ) = (−iρe−iρ)
∞∑
n=ƥ

in
Ʀn+ ƥ
n(n+ ƥ)

(
ianπn(θ)

[ρh(ƥ)n (ρ)]′

ρ
− bnτn(θ)h(ƥ)n (ρ)

)
(Ǌ.Ǌǐ)

SƦ(ρ, θ) = (−iρe−iρ)
∞∑
n=ƥ

in
Ʀn+ ƥ
n(n+ ƥ)

(
ianτn(θ)

[ρh(ƥ)n (ρ)]′

ρ
− bnπn(θ)h(ƥ)n (ρ)

)
. (Ǌ.ǊǑ)

ĉese expressions “undo” the radial dependence assumed by Equation Ǌ.ǊǊ so that they
may be substituted in for the conventional expressions. ĉey reduce to the conventional
forms (Equations Ǌ.Ǌǋ and Ǌ.Ǌǌ) if the asymptotic expressions for h(ƥ)n (ρ) are substituted.
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Figure 2.1.2: Difference between holograms simulated using full h(ƥ)n (kr) radial de-
pendence and asymptotic eikr/ikr radial dependence. Hologram computed for a parti-
cle with m = ƥ.Ʀ + ƥƤ−Ƨi, x = ƥƤ, at z = ƥƩ μm.

Using the full radial dependence can signiėcantly affect calculated holograms as well
as ėts to data. Figure Ǌ.ǉ.Ǌ shows the difference between a hologram computed with the
full radial dependence and with asymptotic radial dependence. Both holograms have a
DC level of ǉ, so the differences between them are up to ǉǈƻ, particularly near the forward
direction. Comparing best-ėt parameters obtained by ėĨingmodels to experimental holo-
grams shows that there can be differences of tens of nm in the best-ėt z position. All the
holograms we model in this thesis therefore include the full radial dependence.

Recently we have also incorporated the radial components of Escat into our Lorenz-Mie
calculations. Near normal incidence, the radial components point nearly in the z direction,
and thus cannot be responsible for depositing energy into a detector (since the Poynting
vectorE×H is perpendicular toE). ĉismay not be true, however, at very large scaĨering
angles, or for detectors that are not oriented perpendicular to kinc. Noting that only the
terms in Escat proportional to an will have any radial component, and recalling that the
initial assumption of x polarization in the plane wave expansion (Equation Ǌ.ǉǉ) means
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that Einc,‖ = EƤ cos φ, we have

Escat,r = Einc,‖anin+ƥ(Ʀn+ ƥ) sin θπn(θ)
h(ƥ)n (ρ)

ρ
. (Ǌ.ǋǈ)

While the inclusion of the radial component of Escat is currently included in HoloPy, we
ėnd that it does not make much difference in hologram modeling, resulting in differences
in best-ėt z of several nm atmost, which are comparable or smaller than the typical particle
tracking uncertainty.

Ǌ.ǉ.ǋ RĵĸĽŃŁĹŉŇĽķ QŊĵłŉĽŉĽĹň

We pause to aĨend to certain radiometric quantities that are of some importance for our
work – these are quantities that involve integration of scaĨered power in some way. We
imagine surrounding our spherical particle with a large imaginary surface (such that we
are in the far ėeld) and integrate the Poynting vector due to the external ėelds (incident
and scaĨered) over this surface. ĉe rate at which energy is lost inside the surface is

Wa = −
∫

S · da. (Ǌ.ǋǉ)

If we divide this by the incident irradiance Ii, which for a z-propagating incident ėeld is
the z component of its Poynting vector, we get something with units of area. ĉis is the
absorption cross section, Cabs. In a similar way, considering the scaĨered power, we can
deėne the scaĨering cross section:

Cscat =
ƥ
Ii

∫
Sscat · da (Ǌ.ǋǊ)

where Sscat is calculated with the scaĨered ėeld. ĉe extinction cross section Cext is given
by the sum of the scaĨering and absorption cross sections: Cext = Cscat + Cabs; Cext is
related to the total energy removed from the incident beam, by absorption and scaĨering.
One also frequently encounters these cross sections non-dimensionalized as efficienciesQ,
where the non-dimensionalization comes fromdividing by some geometric cross sectional
area of the particle. For a sphere this is naturally πaƦ, but for more complex particles (such
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as sphere clusters) conventions can vary.
We can also characterize how homogeneously a sphere scaĨers light. Recall that the

electric ėeld radiated from a point dipole scaĨerer is (for polarization perpendicular to
the scaĨering plane) independent of θ. A large particle, by contrast, tends to scaĨer most
strongly in the forward direction. We can quantify this with the asymmetry parameter
〈cos θ〉. If we deėne a dimensionless vector scaĨering amplitude X such that Escat =

(eikr/(−ikr))EƤX, then it can be shown that a suitable integral over ƨπ of solid angle gives
the scaĨering cross section:

Cscat =

∫
|X|Ʀ

kƦ
dΩ. (Ǌ.ǋǋ)

Consequently |X|Ʀ/kƦCscat is normalized with respect to integration over solid angle, and
the asymmetry parameter is deėned such that

〈cos θ〉 ≡
∫

|X|Ʀ

kƦCscat
cos θ dΩ. (Ǌ.ǋǌ)

For a dipole scaĨerer, 〈cos θ〉 = Ƥ, whereas for a very large sphere scaĨering mainly in the
forward direction, 〈cos θ〉 approaches ǉ.

Light carries not only energy but momentum p. Light can therefore exert forces on ob-
jects, such as in optical tweezers [ǋǋ]. One such effect that will maĨer in our experiments
is radiation pressure, which can be qualitatively thought of as incident photons pushing
a scaĨerer in the direction of propagation. Our discussion here of the radiation pressure
cross section follows van de Hulst [Ǐǋ]. From our previous discussion, the rate at which
energy is removed from the incident beam is IiCext. ĉe momentum of any such photons
that are absorbed will clearly be transfered to the particle. But photons that scaĨer from a
particle with scaĨering angle θ still carry forward momentum proportional to cos θ. Aver-
aging over all of solid angle, IiCscat〈cos θ〉will be proportional to the power emiĨed in the
forward direction by the scaĨered photons. ĉerefore, themomentum lost by the incident
light is will be proportional to Cext − Cscat〈cos θ〉. Consequently, we deėne the radiation
pressure cross section Crp as

Crp = Cext − Cscat〈cos θ〉. (Ǌ.ǋǍ)
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IiCrp has units of power. Since the energy and momentum of light are related by ƥ/c, the
change in momentum per unit time, or radiation pressure force Frp, is given by

Frp =
IiCrp

c
. (Ǌ.ǋǎ)

Another important result related to radiometry is the optical theorem,which relatesCext

to the far-ėeld scaĨering amplitude in the forward direction. We mention it here because
we will need it in our discussion ofMie superposition. For the case of Lorenz-Mie scaĨer-
ing,

Cext =
ƨπ
kƦ

Re[S(Ƥ)] (Ǌ.ǋǏ)

where S is either nonzero element of the amplitude scaĨeringmatrix S, which are identical
at θ = Ƥ.

Expressions for Cext, Cscat, and the asymmetry parameter 〈cos θ〉 for the Lorenz-Mie
problem are given in standard references like Bohren & Huffman [Ǐǉ]. ĉey all involve
summations over the scaĨering coefficients an and bn; we do not discuss them further ex-
cept to say that they are implemented in the standard ways in HoloPy.

Ǌ.ǉ.ǌ LĵŏĹŇĹĸ PĵŇŉĽķŀĹň

A closely related problem to that of scaĨering by a homogenous sphere is that of scaĨering
by layered particles. ĉese codes in general work by expanding the scaĨered ėeld in each
layer of the particles. Bohren&Huffman give a code for two layers, BHCOAT [Ǐǉ]. Algo-
rithms that can accomodatemultiple layers are considerablymore general, however, as any
refractive index proėle for a sphere that depends only on the radius n(r) can be approxi-
mated with many uniform layers. One of the ėrst such algorithms was due to Bhandari
[Ǐǎ]; further developments were made by Mackowski et al. [ǏǏ], whose code was report-
edly stable for particles containing up to ǉǈǈ layers. Another keywork, which used the idea
of using Taylor expansions to compute ratios of Riccati-Bessel functions in adjacent layers,
was that of Kai andMassoli [Ǐǐ]. We here brieĚy describe the algorithmwe have adopted,
due to Yang [ǏǑ]. Yang showed that his algorithm could be stably applied to larger particles
with more layers than the Kai and Massoli algorithm [ǏǑ].
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Yang’s code is based on expanding the electric ėelds inside the layers in the same vector
spherical harmonics that apply in the Mie solution. A different set of coefficients apply
inside each layer, which we index by l. For the innermost layer, containing r = Ƥ, the wave
functions must be regular at the origin, so the radial dependence of ėeld Eƥ is on spherical
Bessel functions jn:

Eƥ =
∞∑
n=ƥ

En

(
c(ƥ)n Mƥ

oƥn − id(ƥ)n N(ƥ)
eƥn

)
(Ǌ.ǋǐ)

where En is deėned as in the Mie problem. For layers beyond the ėrst, recall that there
two solutions to the radial equation. Normally, we have physical grounds for eliminating
one: either regularity at the origin, or in the case of the scaĨered ėeld, that the waves be
outgoing spherical waves with h(ƥ)n (kr) radial dependence. For l > ƥ, wemust include both
solutions of the radial equation. ĉus, the internal ėeld El is given by

El =
∞∑
n=ƥ

En

(
c(l)n Mƥ

oƥn − id(l)n N(ƥ)
eƥn + ia(l)n N(Ƨ)

eƥn − b(l)n MƧ
oƥn

)
. (Ǌ.ǋǑ)

Note that the basis is, strictly speaking, not linearly independent, since h(ƥ)n (kr) = jn(kr)+
iyn(kr); the coefficients are nonetheless unique. Expansions of the incident and scaĨered
ėelds proceed as in the Mie problem, and boundary conditions provide four equations to
be solved for the unknown coefficients a(l)n , b(l)n , c(l)n , and d(l)n for each n and l. In Yang’s
algorithm, a recursive procedure is used to determine ratios of the coefficients at layer l+ ƥ
from those at layer l. We refer the reader to the original paper for the rather notationally
and algebraically involved details. In the end, the relevant coefficients are wriĨen in terms
of logarithmic derivatives of ψn and ξn, for which there are stable recursion relations [ǏǏ],
and the ratio

Qn(zƥ, zƦ) =
ψn(zƥ)
ξn(zƥ)

ξn(zƥ)
ψn(zƥ)

(Ǌ.ǌǈ)

which can be stably calculated by upwards recursion.
Note that Yang’s algorithm results in external scaĨering coefficients an and bn that are

exactly identical in form to those of the Lorenz-Mie problem. Consequently, all results de-
pending only on the scaĨering coefficients for the Lorenz-Mie problem (such as formulae
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for radiometric quantities) can be applied without modiėcation.
We have developed code based on Yang’s algorithm and incorporated it into HoloPy.

ĉe code allows the calculation of differential scaĨering cross sections as well as holo-
grams and radiometric quantities. We have used this code, in conjunction with turbidime-
try measurements, to characterize core-shell particles consisting of a polystyrene core sur-
rounded by a shell of poly(N-isopropylacrylamide-co-acrylic acid) hydrogel (PNIPAM)
[ǐǈ]. When these particles are dispersed in water, the shells are highly swollen and nearly
index-matched. By comparing Cscat for the core-shell particles and the cores alone, we de-
termined that the refractive indexmismatch between the shells and the solventwas atmost
of order ƥƤ−Ƨ.

ĉese particles, which have amuch smallerCscat than homogenous polystyrene spheres
of the same radius, may be particularly useful for studies of the self-assembly of colloidal
clusters. It is hoped that the greater separation of their scaĨering cores will ease the task
of determining initial particle positions through reconstruction. We note here that the lay-
ered sphere code may be important for analyzing holograms of such particles because dif-
ferences in scaĨering due to a nearly-matched shell will be most apparent in the forward
direction, where DHM is particularly sensitive. Figure Ǌ.ǉ.ǋ shows differential scaĨering
cross sections (polarization perpendicular to the scaĨering plane) for a ǉǏǈ nm diameter
polystyrene core alone and surrounded by uniform layers. For near-perfect index match-
ing, differences between the scaĨering intensity for the core only (blue line) and the core-
shell particle (green) are most apparent for θ < ƦƤ◦. For a larger index mismatch (red),
the scaĨering of the shell dominates that of the core.

It has recently come to our aĨention that we are not the only workers aside fromYang to
have wriĨen code based on his algorithm andmade it publicly available. Peña and Pal have
released a code inC, scaĨnlay, that uses this method [ǐǉ]. Our implementation inHoloPy
has some advantages in terms of usability, but scaĨnlay may be useful if maximum speed
is a priority. We are moreover heartened to ėnd someone else agreeing with us about the
superiority of Yang’s algorithm.
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Figure 2.1.3: Angular dependence of scattering for incident polarization perpendicu-
lar to scattering plane for a 170 nm diameter polystyrene shell surrounded by uniform
shells. For a n index mismatch of ƥƤ−Ʀ, the shell scattering dominates the core, while
for near-perfect matching, differences are most apparent near the forward direction.

Ǌ.Ǌ SķĵŔĹŇĽłĻ FŇŃŁMŊŀŉĽńŀĹ SńļĹŇĹň: MĽĹ SŊńĹŇńŃňĽŉĽŃł

ĉe simplest approach to calculating the ėelds scaĨered bymultiple spheres is a technique
wewill callMie superposition. ĉismerely involves superposing the ėelds calculated from
the Lorenz-Mie solution for each of the spheres, taking into account the phase differences
arising from the displacement of the spheres along the optical axis. Mie superposition as-
sumes that only a plane wave illuminates each sphere. It completely neglects electromag-
netic coupling, including multiple scaĨering, between the spheres. Escat calculated from
Mie superposition is the lowest-order approximation to the exact multisphere superposi-
tion approach we will discuss next.

To quantify the validity of Mie superposition for calculating Escat, we propose a dimen-
sionless ėgure of merit. Mie superposition assumes that the exciting ėeld at any sphere,
Eex, is approximately equal to the incident plane wave Einc. Eex for any given sphere i will
be equal to the sum of the incident plane wave and the scaĨered waves from every other

ǌǊ



sphere at i:

Eex,i = Einc +
N∑
j 6=i

Escat,j. (Ǌ.ǌǉ)

For Mie superposition to be valid, |Escat,j|must be much smaller than |Einc|. ĉis requires
the particles to be far enough apart that their near ėelds do not couple. ĉen, |Escat,j| scales
approximately as |Einc|S/kR, where R is a typical interparticle distance and S denotes the
magnitudeof the amplitude scaĨeringmatrix of sphere j in theLorenz-Mie solution. Recall
from the optical theorem (Equation Ǌ.ǋǏ) that the forward scaĨering amplitude is given
by Re[S(Ƥ)] = kƦCext/ƨπ = xƦCext/ƨ, where x is the size parameter. ĉus, we propose the
criterion that if

Qextx
Ʀ/kR � ƥ, (Ǌ.ǌǊ)

|Escat,j| � |Einc| and Mie superposition should be valid.

Ǌ.ǋ SķĵŔĹŇĽłĻFŇŃŁMŊŀŉĽńŀĹSńļĹŇĹň: MŊŀŉĽňńļĹŇĹSŊńĹŇńŃňĽŉĽŃł

Clearly, theMie superposition approach will not be valid in many cases, particularly when
particles are close together. We now describe an alternate approach that lets us compute
Escat exactly in such cases; this multisphere superposition (also known as T-matrix) ap-
proach underlies most of the results in this thesis.

We begin once again by describing the basis functions used. Since we are once again
dealing with spheres, the natural bases are once again vector spherical harmonics. How-
ever, workers who have implemented these techniques (in particularMackowski [Ǐǌ, ǐǊ])
use a different convention for VSH than the one we described for Lorenz-Mie scaĨering.
Our conventions will follow those in the users’ guide for SCSMFO, as our work relies on
that code. Mackowski’s VSH are of the formNν

mnp(r). Speciėcally,

N(ν)
mnƦ(r) =

√
Ʀn+ ƥ
n(n+ ƥ)

(n− m)!
(n+ m)!

∇×
(
rψ(ν)

mn(r)
)

(Ǌ.ǌǋ)

N(ν)
mnƥ(r) = ∇× N(ν)

mnƦ(r) (Ǌ.ǌǌ)
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where
ψ(ν)
mn(r) = zn(r)Pmn (cos θ)e

imφ (Ǌ.ǌǍ)

with radial dependence given by zn = jn for ν = ƥ and zn = h(ƥ)n for ν = Ƨ. ĉe NmnƦ

are roughly equivalent to Bohren & Huffman’s M, and Mackowski’s VSH with p = ƥ are
roughly equivalent to the B&H N. Note that the φ dependence is now in complex expo-
nentials (withm allowed to run from−n to n) instead of in sines and cosines. ĉe angular
dependence of ψ(ν)

mn is almost identical to the spherical harmonics Yml (θ, φ) familiar from
quantum mechanics, differing only by a factor of ƥ/

√
ƨπ and the Condon-Shortley phase

factor.
A key step in themultisphere superpositionmethod involves relating the scaĨered ėelds

of one sphere, in a basis of VSH centered at that sphere, to a basis of VSH centered on
another sphere. ĉis is accomplished via translation theorems that express VSH centered
about origin `′ in terms of a sumof VSH centered about origin `, which is possible because
any set of VSH form a complete basis:

N(ν′)
mnp(r`′) =

∞∑
l=ƥ

l∑
k=−l

Ʀ∑
q=ƥ

A``′

klqmnpN
(ν)
klq(r`). (Ǌ.ǌǎ)

ĉe coefficients A``′
klqmnp depend on r`′ − r`′ , as does the type of radial dependence ν to be

summed over. ĉe coefficients are tedious to write out, and their derivation is a mathe-
matical tour de force. So we merely give the references here [ǐǋ, ǐǌ].

Armed with the VSH and the translation theorems, we may proceed. We assume as
before that Einc may be expanded in VSH:

Einc =
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

pmnpN
(ƥ)
mnp. (Ǌ.ǌǏ)

We gain some necessary insight from revisiting the Lorenz-Mie problem. In that problem,
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we expressed Escat as a sum over VSH:

Escat =
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

amnpN(Ƨ)
mnp

=
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

ānppmnpN
(Ƨ)
mnp. (Ǌ.ǌǐ)

Here the ānp are the traditional Lorenz-Mie coefficients (Equations Ǌ.ǉǐ and Ǌ.ǉǑ). We do
not rehash the proofs here⁸, but the key physical insight is that Lorenz-Mie scaĨering can
be viewed as a process where some exciting wave hits a sphere, generating some scaĨering
response. ĉe plane wave pmnp coefficients describe the excitation, and the Lorenz-Mie
coefficients ānp give the response to incident VSHof order n and type p. If we now imagine
a different exciting ėeld (the physical nature of which we have not yet speciėed):

Eex =
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

fmnpN
(ƥ)
mnp, (Ǌ.ǌǑ)

from the linearity of Maxwell’s equations it follows that the coefficients for the scaĨering
response will be given by fmnpānp, with the boundary conditions on the sphere implicitly
taken care of automatically.

ĉis is precisely the idea that underlies multisphere superposition. ĉe fundamental
assumption is that the total scaĨered ėeld from NS spheres, Escat, can be wriĨen as a sum
of scaĨered ėelds from each sphere `:

Escat =

NS∑
`=ƥ

Escat,` (Ǌ.Ǎǈ)

⁸ĉere are some subtle differenceshere extendingbeyondadifferent convention forVSH; inparticular,
the pmnp plane wave coefficients can be formulated for a plane wave propagating in any direction and with
arbitrary polarization. ĉeconventions used in our discussion of theLorenz-Mie solution simplifymaĨers
greatly.
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where Escat,` can be wriĨen as a sum of VSH centered about sphere `:

Escat,` =
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

a`mnpN
(Ƨ)
mnp(r`). (Ǌ.Ǎǉ)

We will consider the exciting ėeld Eex,` at sphere ` to be the sum of the incident ėeld and
the scaĨered ėelds from every other sphere at `:

Eex,` =
∑
n,m,p

p`mnpN
(ƥ)
mnp(r`) +

NS∑
`′=ƥ
`′ 6=`

∑
n,m,p

a`
′

mnpN
(Ƨ)
mnp(r

′
`). (Ǌ.ǍǊ)

ĉe ėrst term is just the incident ėeld at sphere ` (there may be phase differences between
different spheres), and the second termcontains a sumoverNS−ƥ expansions overdifferent
VSH. ĉis is a mess, but one that can be rectiėed using the translation theorems. It turns
out that translating type ν = Ƨ VSH beyond the center-to-center distance between origins
turns them into type ν = ƥ:

Eex,` =
∑
n,m,p

p`mnp +
NS∑
`′=ƥ
`′ 6=`

∑
k,l,q

A``′

mnpklqa
`′

klq

N(ƥ)
mnp. (Ǌ.Ǎǋ)

We remark that this breaks down if any of the spheres overlap; thus multisphere superpo-
sition cannot apply in this case (though the spheres need not touch.) Our exciting coeffi-
cients fmnp are in the big parentheses. It follows that the scaĨering response coefficients for
sphere `will be fmnpā

`
np, where the superscript ` denotes theMie coefficients for sphere `:

a`mnp =

p`mnp +
NS∑
`′=ƥ
`′ 6=`

∑
k,l,q

A``′

mnpklqa
`′

klq

 ā`np (Ǌ.Ǎǌ)

wherewe already dealt with detailed boundary conditions in solving the Lorenz-Mie prob-
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lem and are now reaping the fruits of linearity. Algebraic rearrangement then leads to

a`mnp − ā`np
NS∑
`′=ƥ
`′ 6=`

∑
k,l,q

A``′

mnpklqa
`′

klq = ā`npp
`
mnp. (Ǌ.ǍǍ)

On the leě hand side, the scaĨering coefficients a`mnp are all unknown. But on the right
hand side, the plane wave and Mie coefficients are known. ĉerefore, provided that all
expansions are truncated to some upper limit, this expression is a linear system that can be
solved for the unknown coefficients.

ĉere are several ways to solve this system. ĉe one that is most physically meaningful
is the Born approximation, also known as order-of-scaĨering. We assume that the scat-
tering coefficients are given, to lowest order, by the Mie scaĨering coefficients, with some
correction:

a`mnp ≈ ā`npp
`
mnp +

ƥ a`mnp + . . . (Ǌ.Ǎǎ)

wherewe explicitly show the ėrst-order correction. Ifwe substitute this intoEquation Ǌ.Ǎǌ,
we can show that the ėrst-order correction comes from the right side approximated to ze-
roth order:

ƥa`mnp = ā`np
∑
k,l,q

A``′

mnpklqā
`′

lqp
`′

klq. (Ǌ.ǍǏ)

ĉis can be continued to higher orders. Note that the zeroth order is precisely Mie super-
position.

Once the scaĨering coefficients for each sphere aredetermined, it is possible to apply the
translation theorems once more to calculate two ėnal set of expansion coefficients amnp,‖
and amnp,⊥ corresponding to incident polarization parallel to or perpendicular to the scat-
tering plane⁹. Some furthermanipulation (and observation of the VSH) allows us to write

⁹ĉis is especially confusing in the users’ guide to SCSMFO, scsmfo.ps. SCSMFO returns coefficients
of the type amnp,ν (Equation ǉǑ in the users’ guide) which get turned into the parallel and perpendicu-
lar coefficients via Equations Ǌǈ and Ǌǉ. But the angles in those two equations should be φ + γ rather
than γ. Here γ is an Euler angle for rotating the cluster and φ is the lab frame spherical coordinate to
the detector point relative to the cluster center of mass, with incident propagation in the z direction. ĉe
added complexity in SCSMFO comes from leĨing it handle multiple orientations of the cluster with as
liĨle computational redundancy as possible.
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down expressions for the amplitude scaĨering matrix S in terms of these coefficients and
angular functions, much as in the Lorenz-Mie solution. ĉis time, due to the lack of spher-
ical symmetry, there are off-diagonal elements in S as well. ĉis translation of coefficients
makes the code more efficient for dense clusters of spheres, but may be disadvantageous
for widely separated clusters, since the further away a VSH is translated, the more terms
are needed to represent it to the same level of precision.

We must once again incorporate the exact radial dependence on h(ƥ)n (kr). Working this
out requires us to work out the explicit vector components of N(Ƨ)

mnp (something not in
Mackowski’s papers). Neglecting the non-radiative radial ėeld components for the mo-
ment, one can show aěer considerable but straightforward algebra and vector calculus that

N(Ƨ)
mnp = eimφ

(
iτmnp(θ) θ̂ − τmnƧ−p(θ) ϕ̂

)
Rnp (Ǌ.Ǎǐ)

where
Rnƥ(ρ) = − i

ρ
d
dρ

(
ρh(ƥ)n (ρ)

)
, (Ǌ.ǍǑ)

RnƦ(ρ) = h(ƥ)n (ρ), (Ǌ.ǎǈ)

τmnƥ(θ) =
ƥ√
Emn

dPmn (cos θ)
dθ

, (Ǌ.ǎǉ)

and
τmnƦ(θ) =

ƥ√
Emn

mPmn (cos θ)
sin θ

(Ǌ.ǎǊ)

with
Emn ≡

n(n+ ƥ)
Ʀn+ ƥ

(n+ m)!
(n− m)!

. (Ǌ.ǎǋ)

We quote the modiėed results¹⁰ for the elements of S:

Sƥ = iρe−iρ
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

Rnp(ρ)amnp,⊥τmn(Ƨ−p)(θ)eimφ (Ǌ.ǎǌ)

¹⁰ĉese differ slightly from the versions in Ref. [ǐǍ] by including the factors to “undo” the assumed
asymptotic radial dependence in Equation Ǌ.ǊǊ.
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SƦ = ρe−iρ
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

Rnp(ρ)anmp,‖τnmp(θ)eimφ (Ǌ.ǎǍ)

SƧ = ρe−iρ
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

Rnp(ρ)amnp,⊥τmnp(θ)eimφ (Ǌ.ǎǎ)

Sƨ = iρe−iρ
∞∑
n=ƥ

n∑
m=−n

Ʀ∑
p=ƥ

Rnp(ρ)anmp,‖τmn(Ƨ−p)(θ)eimφ. (Ǌ.ǎǏ)

For completeness’ sake, we also address the radial dependence of the VSH. OnlyN(Ƨ)
mnƥ has

a radial component. ĉe derivation of this involves calculating the curl of Equation Ǌ.Ǎǐ.
ĉere is once again much tedious algebra; the only tricky bit is that one needs to use the
associated Legendre differential equation to eliminate second derivatives with respect to
cos θ. When the dust clears, we are leě with

(
N(Ƨ)

mnƥ
)
r =

n(n+ ƥ)
m

eimφ sin θτmnƦ(θ)
h(ƥ)n (ρ)

ρ
. (Ǌ.ǎǐ)

From this, we can conclude that the radial scaĨered ėeld is

(Escat)r =
∑
ν=‖,⊥

∞∑
n=ƥ

n∑
m=−n

amnƥ,ν
n(n+ ƥ)

m
eimφ sin θτmnƦ(θ)

h(ƥ)n (ρ)
ρ

Einc,ν. (Ǌ.ǎǑ)

We brieĚy remark on radiometric quantities for multisphere superposition as imple-
mented in HoloPy. ĉis is somewhat trickier than in Lorenz-Mie scaĨering since all these
quantities depend the relative orientation between the sphere cluster and the incident po-
larization state. ĉe polarization-dependent forward scaĨering amplitude is easy to calcu-
late, so we obtain Cext via the optical theorem. We obtain Cscat by summing up the amnp
coefficients, much as we do in the Mie solution, except that there is a polarization depen-
dence. ĉere is no closed-form solution for Cabs, so we just compute Cext − Cscat. Finally,
there being no closed form for 〈cos θ〉 for polarized illumination, we have no alternative
but to use numerical quadrature. ĉe original Mackowski code implements a closed-form
calculation for unpolarized incident illumination, but we have not implemented this in
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HoloPy.

Ǌ.ǌ OŉļĹŇ AńńŇŃĵķļĹň

We have gone through a considerable amount of labor in this chapter, but in a sense our
portfolio of scaĨering techniques is still quite limited. We can calculate anything we want
for isotropic, isolated spheres, or spheres that have a radially varying refractive index. Using
multisphere superposition, we can also calculate holograms frommultiple spheres or from
sphere clusters. ĉough this has not been done, it would be straightforward to extend the
multisphere superposition code to layered spheres – we would just change the response
coefficients ānp from the Lorenz-Mie coefficients to the output of Yang’s algorithm. But
we are still stuck with spherical objects.

Exact scaĨering solutions are possible for symmetric scaĨerers not composedof spheres
using what are called T-matrix methods, or extended boundary condition methods. See
[Ǐǌ, ǐǎ] for good reviews. ĉese codes in general require numerically computing integrals
of expressions involving VSH inside a particle. ĉey are therefore most readily applied to
axisymmetric particles such as ellipsoids and circular cylinders; a publicly available code
is [ǐǏ]. Numerical issues make such codes impractical, however, for either very large par-
ticles (size parameters>∼ ƩƤ) or particles with extreme aspect ratios (such as very long,
thin cylinders).

A completely different approach is to avoid trying to compute a scaĨeredėeld expansion
over some set of basis functions. One of the most useful such approaches is the discrete
dipole approximation (DDA). ĉe DDA models completely arbitrary scaĨerers (which
need not have any regular geometric shape, and whose composition can vary arbitrarily)
as an array of point dipoles. ĉese dipoles respond to an incident ėeld as well as to the
ėelds produced by all the other dipoles. By solving self-consistently for all the dipole po-
larizations, the scaĨered ėeld can be computed. We refer the reader to the seminal review
by Draine and Flatau [ǐǐ] and to a more recent review by Yurkin and Hoekstra [ǐǑ]. A
DDA code, ADDA (Amsterdam Discrete Dipole Approximation) has been incorporated
into HoloPy [Ǒǈ]. While the DDA is extremely general, it requires tremendous computa-
tional resources. FiĨing models based on the DDA to holograms of particles much larger
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than ǉ μm is at present impractical, but sinceDDA calculations are parallelizable, it may be
possible to improve on this in the future.
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3
PerformingDigital HolographicMicroscopy

In this chapter we describe some of the experimental methods by which we record and an-
alyze digital holograms. Wepay particular aĨention to features that enable the experiments
to be described in subsequent chapters.

ǋ.ǉ IłŋĹŇŉĹĸHŃŀŃĻŇĵńļĽķMĽķŇŃňķŃńĹ

We perform all the DHM experiments in this thesis on a holographic microscope built on
the body of a Nikon TE-Ǌǈǈǈ inverted microscope (Figure ǋ.ǉ.ǉ). We describe here the
main features of this microscope.
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Figure 3.1.1: Diagram of digital holographic microscope.

ǋ.ǉ.ǉ IŁĵĻĽłĻ OńŉĽķň

We must provide a collimated, clean incident beam for holographic imaging. In our appa-
ratus, light from a ǎǍǐ nm laser diode (Opnext HLǎǍǋǍMG with Stanford Research Sys-
tems LDC Ǎǈǉ current and temperature controller) is coupled to the microscope through
a single-mode ėber. ĉe ėber circularizes the elliptical diode beam and spatially ėlters it.
Light is then collected by a ǉǈx, ǈ.ǊǍ NA Newport objective, and collimated by a ǈ.ǍǑ NA
long working distance condenser (Nikon). For imaging, we use either a ǎǈx, ǉ.ǊǈNAPlan
Apo water immersion objective (Nikon) for experiments in aqueous samples, or a ǉǈǈx,
ǉ.ǌǈ NA Plan Apo VC oil immersion objective (Nikon) for experiments with emulsions.
We choose the objective and immersion liquid to minimize spherical abberations due to
the indexmismatch between the glass coverslip and themedium in the sample. Images are
captured by a Photon Focus MVD-ǉǈǊǌE-ǉǎǈ camera.

Ourmicroscope is also capable of conventional bright-ėeld imaging, as themirrorwhich
steers the imaging beam into the condensor is on a Ěipmount and can swing out of theway.

ǋ.ǉ.Ǌ OńŉĽķĵŀ TŇĵńńĽłĻ

Our holographic microscope also contains an optical tweezer. Light from a ėber-coupled
ǐǋǈ nm laser diode (Sanyo DL-ǐǉǌǊ-Ǌǈǉ, with ĉorlabs TCMǉǈǈǈT temperature con-
troller and LDǉǊǍǍ current controller) is collected by another ǉǈx, ǈ.ǊǍ NA Newport ob-
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jective. ĉe light then passes through the back aperture of the ǎǈx Nikon objective used
for imaging and is focused in the sample. We use the trap only to isolate particles and form
clusters in our samples; it remains off during the measurements.

ǋ.ǉ.ǋ MĽłĽŁĽŐĽłĻ RĵĸĽĵŉĽŃł PŇĹňňŊŇĹ FŃŇķĹň: LĵňĹŇ PŊŀňĽłĻ

ĉe incident illumination system has received custom adaptations for studying the diffu-
sion of colloidal clusters. In Chapter Ǌ we discussed radiation pressure forces and the radi-
ation pressure cross section Crp. As it turns out, radiation pressure from the imaging laser
can create measurable perturbations that affect DHM measurements.

ĉe ėrst experimental evidence for radiation pressure being a concern came from qual-
itative observations of particle diffusion. Polystyrene spheres appeared to sediment while
being observedwithDHM–particles, and especially larger clusters, tended to consistently
sink towards the imaging plane in a manner inconsistent with a Brownian process. Inade-
quate density matching seemed like the most obvious culprit, but the effect persisted de-
spite the addition of increased amounts of DƦO. We observed the sedimentation in a sam-
ple containing ǎǌƻ v/v DƦO. Subsequently, upon centrifuging a macroscopic volume of
the sample at (ƥ.ƨ × ƥƤƨ)g rcf, we found that the particles had creamed to the top of the
sample.

We show through an order-of-magnitude estimate that radiation pressure forcesmay be
comparable to gravitational forces on polystyrene spheres in water. Recall from Chapter Ǌ
that the radiation pressure force on a sphere of radius a is given by

Frp =
nmedIiCrp

c
(ǋ.ǉ)

whereCrp is the radiation pressure cross section, andwe have accounted for the increase in
momentum of a photon propagating with an increased wavevector k in a medium of index
nmed. Imaging studies suggest that the ƥ/e radius of our imaging beam may be as small as
ǉǈǈ μm;with ǎǈmWof power, using this as an estimate on the beam size gives an intensity
of roughly Ʀ× ƥƤƪ W/m. For a ǉ.ǋ micron polystyrene sphere in water illuminated by ǎǎǈ
nm light, we ėnd 〈cos θ〉 ∼ Ƥ.ƭƦƪ andQscat ∼ Ƨ.Ƨƭ, giving a radiation pressure efficiency
Qrp ∼ Ƥ.ƦƩ. Consequently, the force on such a particle is on the order of Ƨ × ƥƤ−ƥƩ N.
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In contrast, the same particle suspended in water (with a density mismatch of Ǎǈ kg/mƧ)
would experience a net force due to gravity and buoyancy of Ʃ.ƪ × ƥƤ−ƥƪ N. Clearly, the
radiation pressure forces can be problematic.

An intense laser is helpful for acquiring enoughphotons such that exposure times can be
kept short, whichminimizesmotion blur. Typical frame times for diffusionmeasurements
might be ǌǈ ms, with an actual exposure time of ǉǍ μs. It was obvious that decreasing the
duty cycle of the imaging laser would straightforwardly provide a thousandfold decrease
in the time-averaged radiation pressure force.

We decrease the duty cycle by using a laser diode current controller (LDCǍǈǉ, Stanford
Research Systems) that accepts a modulation input with up to ǉ MHz bandwidth. ĉe
PhotonFocus camera has a “camera strobe” feature that can output a square wave pulse,
with polarity and width controlled by soěware, when the shuĨer is activated. We use this
strobe signal as the master timing signal. ĉe effective output circuit is shown in Figuer
ǋ.ǉ.Ǌ. ĉe camera contains an opto-coupler driving the base of a transistor switch. ĉe
user needs to supply a pull-up resistor to a voltage rail. ĉis was accomplished via a custom
cable built by D. Kaz, who used the same ǉǊ.Ǎ V rail that powers the camera with a ǋ.ǋ kΩ
pull-up resistor; the strobe output signal comes across a BNC-terminated coaxial cable.
We built a box containing the ǉ.Ǎ kΩ resistor shown in the diagram, which acts as a voltage
divider, reducing the strobe signal to a∼ ƨ V ĈL-level signal¹.

ĉe strobe signal then triggers a single square wave pulse from a Tektronix AFG ǋǈǊǊB
arbitrary waveform generator (AWG) operating in “burst” mode. By adjusting the period
of this square wave, we control the amount of time in each exposure during which the laser
is on. ĉe peak-to-peak amplitude of the AWGpulse is typically ǎ V.ĉis pulse then drives
themodulation input of the LDC Ǎǈǉ, where the laser current increases by ǊǍmA per volt
supplied. By operating the laser at a current of ǊǈmA(below lasing threshhold), this signal
causes the current to rise to ǉǏǈmA (full power). One critical detail is that themodulation
input of the LDCǍǈǉ has a low input impedance near Ǌ kΩ – a discussionwith an engineer

¹Kaz’s cable wiring reverses the polarity of the signal (such that the signal is active high when set in
soěware to be active low.) One could argue that this is dubious electronics practice, especially given that
there is a real likelihood of ground loops, but in practice we have not observed any problems, and theĈL
trigger input of our AFG ǋǈǊǊB function generator appears to be differential.
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Figure 3.1.2: Schematic diagram of camera strobe circuit.

at SRS revealed that this was to keep the RC time constant associated with the input low.
We performedmeasurements of the imput impedance atDCby supplying known voltages
from an Agilent EǋǎǋǈA DC power supply and measuring the output across a voltage di-
vider formed by a known Ǌk resistor and the unknown input impedance. ĉe calibration
curve is shown in Figure ǋ.ǉ.ǋ; its slope shows that the unknown impedance is ǉ.Ǒ kΩ. It
is critical to correctly set this load impedance in the AWG controls.

Figure ǋ.ǉ.ǌ shows the results of this system in an oscilloscope capturewith three traces:
the camera strobe signal (yellow, set for a width much longer than the exposure time, so
that its falling edge is not seen); a ǉǍ μs-wide pulse from the AWG (blue), and the output
laser power as measured by a photodiode (purple). Some roll-on and roll-of is noticeable
in the photodiode signal, but in practice this is not problematic. Since using this pulsing
system, we have not observed perturbations due to radiation pressure ².

ǋ.ǉ.ǌ VĵŀĽĸĵŉĽŃł Ńĺ PŊŀňĽłĻ SŏňŉĹŁ

Subsequent to the design of the pulsing system, and its widespread use in experiments
(including thework discussed inChapter Ǎ), weperformed further experiments to validate

²One might remark that a disadvantage of this system is that the laser duty cycle is slaved to the frame
rate. ĉis could cause unwanted thermal Ěuctuations if the frame rate needs to be changed during a mea-
surement. We have not found this to be a problem, most likely due to the very short duty cycle when
operating at typical frame rates of ǊǍ–ǉǈǈ fps.
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Figure 3.1.3: Output of a voltage divider formed by a known 2k resistor and the
unknown input impedance. The slope of the best-fit line is 0.4871, from which we
obtain an input impedance of 1.9k.

Figure 3.1.4: Timing of laser pulses captured by a Tektronix TDS 2024B storage os-
cilloscope. Channel 1 (yellow) shows the TTL-level strobe signal; its width is 100 μs.
Channel 2 (blue) shows the 6V signal sent to the LDC 501 modulation input. Channel
3 (magenta) shows the output laser power, in arbitrary units, detected by a Thorlabs
PDA 36A amplified silicon photodetector, where the laser has been attenuated with
an ND 3 filter.
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the following: that the pulsing system changes the Brownian dynamics in a measurable
way, and that the anomalousdriěsweobservedwere in fact due to radiationpressure forces.
While themeasurementswe discuss inChapter Ǎ indirectly validate the system, wewanted
to check these points directly.

To verify these points, we observed the Brownian dynamics of an aqueous suspension
of colloidal spheres with andwithout pulsing the imaging laser. We studied Ǌ μm-diameter
sulfate polystyrene spheres (Invitrogen). We chose to study spheres because their radia-
tion pressure cross section is independent of the particle orientation, which is not the case
for clusters of spheres, and chose the particle size such that the driě we posited was due
to radiation pressure was observable, but such that the particles remained Brownian. We
suspended the particles in a ǉǈmMNaCl solution containing ǌǏ.ǍƻDƦOv/v, and veriėed
the density matching through centrifugation for Ǌǈ minutes at ƥ.ƨ × ƥƤƨg rcf.

While performing the experiments, the presence of the driěwhen the imaging laser was
continuously on and its absence when the laser was pulsed was manifestly evident. Figure
ǋ.ǉ.Ǎ illustrates a typical z trajectorywith continuous illumination and indicates that ėĨing
a line allows us to measure an average driě velocity. We further quantiėed the driě by
computing 〈Δz(τ)〉 for a ǏǍ s trajectory on two different particles, during one of which
the laser was continuously on (Figure ǋ.ǉ.ǎ). For continuous (cw) illumination, for all τ,
〈Δz〉 is negative and differs from ǈ by several standard deviations. Moreover, 〈Δz〉 scales
linearly with τ, as expected for Brownianmotion in a uniform force ėeld. ĉe data in ǋ.ǉ.Ǎ
also facilitate a more precise measurement of the average driě velocity 〈vz〉: we measure
〈Δvz〉 = −Ƥ.Ʀƪƫ ± Ƥ.Ƥƥƭ μm s−ƥ. In contrast, we do not observe a downward driě with
pulsed illumination. ĉedata suggest a small upwardsdriě, but 〈Δz〉 lies close to a standard
deviation fromǈ for all τ. Clearly, thedynamics change signiėcantlywhen the imaging laser
is pulsed.

ĉe average driě velocity 〈vz〉 is the most directly accessible manifestation of the force
we aĨribute to radiation pressure. Wenow show that the driě velocitywemeasure is in rea-
sonable agreement with expectations. By balancing the radiation pressure force Frp against
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Figure 3.1.5: z position of a 2 μm-diameter polystyrene sphere under continuous
wave illumination. The particle exhibits a downwards drift (in the direction of imaging
laser propagation) from which we extract an average drift velocity.
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Figure 3.1.6: Average z displacement 〈Δz(τ)〉 for two 2 μm-diameter spheres, one
illuminated with continuous wave (cw) illumination and the other with pulsed illumi-
nation. Solid line for cw data is a linear fit that allows the average drift velocity 〈vz〉
to be determined.

ǍǑ



Stokes drag, we conclude that the magnitude of the average driě velocity is given by

|〈vz〉| =
Frp

ƪπηa
. (ǋ.Ǌ)

Here as usual a is the sphere radius and η the Ěuid viscosity. As discussed in Chapter Ǌ,
Frp =

nmedIiCrp
c , where Ii is the incident intensity assuming a uniform plane wave and Crp is

the sphere’s radiation pressure cross section ³.
ĉe incident intensity Ii requires experimental determination. We know the power Pi

incident on the sample throughmeasuring the power of the imaging laser (∼ǍǈmW), but
the intensity will depend on the beam size. Our imaging laser beam is by design a TEMǈǈ
Gaussian beam, with an intensity proėle I(r) at the waist taking the form

I(r) = IƤ exp
(
− rƦ

ƦσƦ

)
(ǋ.ǋ)

where σ describes the beam radius ⁴. Integrating I(r)over area to determine the total power
in the beam gives P = ƦπIƤσƦ. We will assume that the particles being imaged are roughly
in the center of the beam and take IƤ as the intensity incident on them. Consequently, we
conclude that the expected driě velocity is

|〈vz〉| =
nmedPiCrp

ƥƦπƦσƦηac
, (ǋ.ǌ)

where σ is to be determined by an experimental measurement.
Figure ǋ.ǉ.Ǐ shows an experimental determination of the beam proėle: we image the

beam using the same objective as in the holographic experiments, but with ǉx rather than
ǉ.Ǎx magniėcation, and ėt a ǊD Gaussian. We determine σ = ƬƩ μm. Given that our Ǌ
μm-diameter spheres haveCrp = Ƭ.Ƭƨƫ× ƥƤ−ƥƧ mƦ, and assuming an approximate solvent
viscosity of ǉ cP, we ėnd from Eq. ǋ.ǌ that we expect |〈vz〉| = Ƥ.ƦƧ μm s−ƥ. ĉis is within

³ĉere is a tricky question of whether the factor fo nmed should be included or not, concerning the
deėnition ofmomentum for light in amedium. See the review article byMilonni andBoyd [Ǒǉ] for further
details.

⁴Note that our σ differs from the traditional waist diameter wƤ in the theory of Gaussian beams by a
factor of Ǌ: wƤ = Ʀσ.
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Figure 3.1.7: Experimental determination of beam radius σ: experimental image of
beam, best-fit Gaussian, and residuals. We determine σ = ƬƩ μm.

about ǉǈƻof the experimentally determined value; we are therefore conėdent that thedriě
is indeed due to radiation pressure.

ǋ.ǉ.Ǎ Dĵŉĵ AķŅŊĽňĽŉĽŃł

We acquire data from the Photon Focus camera using a frame grabber (EPIX PIXCI Eǌ)
connected to a compute using a CameraLink bus. ĉe frame grabber is controlled by a
custom application programmed in Visual Studio. It is impossible for data to be wriĨen to
hard disk rapidly enough; images are therefore stored in ĆM and subsquently writen to
hard disk. We can acquire up to about ǉǊ,ǈǈǈ ǍǉǊ×ǍǉǊ images before ėlling the memory
buffer.

As the user interface of the custom control program leaves much to be desired, an over-
haul is currently under way.

ǋ.Ǌ SĵŁńŀĹ PŇĹńĵŇĵŉĽŃł

We image our samples in glass cells made from a standard microscope slide and a ƺǉ cover
slip. Because the high NA objectives we use for DHM have a short working distance, we
use ƺǉ cover slips to enable us to image as deep as possible. We typically use Ǐǎ-μm strips
of Mylar A (DuPont Teijin) as spacers between the glass surfaces. ĉe strips allow us to
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make relatively thick sample chambers (so that particles or clusters can undergo Brownian
motion with minimal perturbations due to boundaries) while keeping the refracting glass
surfaces as parallel as possible. We clean the glass surfaces either with a pyrolysis oven or
a plasma cleaner to make the surfaces hydrophilic. We carefully rinse them with Millipore
water and dry them with compressed ultra-high purity nitrogen to minimize dust, which
can be a huge problem due to the large depth of ėeld of DHM. We typically also heat the
Mylar strips slightly their glass transition temperatureTg at ǉǈǈ ◦C in an oven, under com-
pression with weights, to ĚaĨen them and any cut edges as much as possible.

We usually prepare a “sandwich” with the slide on the boĨom, the Mylar spacers, and
then the coverslip, and pin this together along the top and boĨom edges with binder clips.
ĉen, we apply Norland ǎǈ UV-curing epoxy to the corners where the slide, Mylar strips,
and coverslip meet. We cure this brieĚy under a UV lamp to pin the corners and sub-
sequently seal the top edges (parallel to the Mylar strips) with Norland epoxy; the sides
remain open. It is subsequently easy to ėll these cells with aqueous solutions via capillary
action; they typically hold ∼ ƦƤ μL of Ěuid. Aěer we ėll the sample holders, we seal the
side edges with Devcon Ǎ-minute epoxy. Figure ǋ.Ǌ.ǉ shows a typical sample holder, the
only difference being that the chamber has been ėlled with a solution of red food coloring
(Allura Red AC).

As we will discuss in the next chapter, we study some systems where a depletion force
due to PNIPAM hydrogel particles binds clusters together. In these experiments, we pre-
vent depletion interactions between the PS particles and the glass surfaces by coating both
the slides and cover slips used with PNIPAM. ĉis is done by ėrst silanizing the glass
surfaces by immersion in a ǉƻ w/w solution of ǋ-methylacryloxypropyl-trimethoxysilane
(Ǒǐƻ, Sigma) in anhydrous ethanol for Ǌǌ hours at room temperature. Next, the surfaces
are rinsed with ethanol, dried with compressed nitrogen, and heated in an oven at ǉǉǈ◦ C
for one hour. Finally, the slides and coverslips are immersed in an aqueous suspension of
ǉǈǈ-nm-diameter PNIPAM particles for at least Ǌǌ hours at room temperature. Aěer this
procedure, the PNIPAM particles do not desorb from the surfaces.
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Figure 3.2.1: Photograph of a typical sample holder. The chamber has been filled
with red food coloring for visualization. The Mylar strips run horizontally, and the
sample holder is filled either from the right or the left.

ǋ.ǋ FĽŔĽłĻMŃĸĹŀň ŉŃHŃŀŃĻŇĵŁňŌĽŉļHŃŀŃPŏ

ǋ.ǋ.ǉ GĹłĹŇĵŀ DĹňĽĻł Ńĺ CŃĸĹ

Our hologram analysis code is publicly available as the package HoloPy in Launchpad:
https://launchpad.net/holopy. HoloPy contains certain core modules for image
input/output, basic image processing, and visualization. HoloPy relies on Python and
NumPy/SciPy; there are also extensions in Fortran ǏǏ and Ǒǈ that are needed to perform
scaĨering computations.

ĉe scientiėc bulk of HoloPy consists of threemain portions: code for optical propaga-
tion, scaĨering computations, and ėĨing. ĉe propagation code (which performs recon-
structions as a special case) uses the convolution approach to the Fresnel-Kirchoff integral.
ĉe scaĨering module performs Lorenz-Mie (including layered sphere and Mie superpo-
sition calculations), multisphere superposition, and DDA calculations. ĉe ėĨing mod-
ule provides a default Python-based Levenberg-Marquardt ėĨer, nmpfit, based on Craig
Markwardt’s IDL code [ǑǊ]. It is also possible to use other ėĨers with HoloPy.

ǎǋ
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ǋ.ǋ.Ǌ PĵŇĵŁĹŉĹŇĽŐĽłĻ MŊŀŉĽ-PĵŇŉĽķŀĹ CŃłĺĽĻŊŇĵŉĽŃłň

ĉere are several ways to parameterize hologram models that contain multiple particles.
ĉe obvious way is to ėt for the ƧN coordinates of N particles. ĉis is necessary when
the particles are far apart and move freely, as they do in the emulsion system. FiĨing with
all ƧN coordinates is necessary in clusters where the particle position Ěuctuations are large
enough that they cannot be described as perturbations from some reference (such aswhen
clusters rearrange [Ǒ]), but can require numerical tricks like allowing the particles to pass
through each other. ĉus, when the particles have manifest constraints, we ėnd it more
effective to reduce the number of degrees of freedom in the ėt by explicitly incorporating
the constraints.

In particular, we can treat colloidal clusters as (essentially) rigid bodies. Instead of ėt-
ting for ƧN coordinates, we can ėt for three center-of-mass coordinates and atmost ǋ Euler
angles. In some cases we can also incorporate internal degrees of freedom for small per-
turbations away from a rigid reference structure. For every cluster we consider, we deėne
a reference orientation; the exact orientation of the reference orientation is irrelevant and is
chosen for convenience.

Our Euler angle convention requires some discussion. We deėne Euler angles in an ac-
tive, zyz picture. A cluster forming a given hologram is in some conėguration in the labo-
ratory frame, and the Euler angles deėne an active rotation of the cluster from its reference
orientation to its actual orientation. Speciėcally, we rotate the cluster ėrst by an angle α
about the laboratory z axis, second by β about the laboratory y axis, and lastly by γ about
the laboratory z axis. ĉe rotation matrixR that describes this is

R = RγRβRα

=

cos γ − sin γ Ƥ
sin γ cos γ Ƥ
Ƥ Ƥ ƥ


 cos β Ƥ sin β

Ƥ ƥ Ƥ
− sin β Ƥ cos β


cos α − sin α Ƥ

sin α cos α Ƥ
Ƥ Ƥ ƥ

 . (ǋ.Ǎ)
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Multiplying this out, we obtain

R =

cos α cos β cos γ − sin α sin γ − sin α cos β cos γ − cos α sin γ sin β cos γ
cos α cos β sin γ + sin α cos γ − sin α cos β sin γ + cos α cos γ sin β sin γ

− cos α sin β sin α sin β cos β

 .

(ǋ.ǎ)
Wedeėne this rotationmatrix as acting from the leě on a column vector (which in practice,
describes the coordinates of a particle relative to the cluster COM).ĉe angles are deėned
such that a positive rotation is clockwise if viewed from the origin looking along the positive
direction of the associated axis⁵.

Note that usual deėnitions for the Euler angles constrain β to the interval [Ƥ, π], which if
α and γ are constrained to [Ƥ, Ʀπ] allows for a one-to-one mapping between ǋ Euler angles
and rotation matrices. For ėting purposes, we let the angles take any value, with Equation
ǋ.ǎ deėning the rotation. Also, note that α and γ are modulo Ʀπ, while β is not modulo π.

For colloidal dimers (or anyother axisymmetric object), only twoEuler angles aremean-
ingful. We enforce α = Ƥ and allow β and γ to vary continuously. We deėne the reference
conėguration to have the rotational symmetry axis be the x axis, allow both particle sizes
to vary, and also allow for a nonzero gap distance between the particles.

For trimers, we allow all three particle sizes to vary, as well as a gap distance between all
three particles. ĉe reference conėguration is as shown in Figure ǋ.ǋ.ǉ, with all particles in
the xy plane. ĉe three spheres have radii aƥ, aƦ, and aƧ, and gƥƦ denotes the gap distance
between particles ǉ and Ǌ. We deėne rƥƦ = aƥ + aƦ + gƥƦ and deėne rƥƧ and rƦƧ similarly. rƥƦ
points at a ƪƤ◦ angle from the y axis, as shown. Initially, particle ǉ has coordinates (Ƥ, Ƥ),
particle Ǌ has coordinates (rƥƦ

√
Ƨ/Ʀ, rƥƦ/Ʀ), and particle ǋ has coordinates (rƥƧ sin(Ʀπ/Ƨ −

δ),−rƥƧ cos(Ʀπ/Ƨ − δ))where

cos δ =
rƦƥƦ + rƦƥƧ − rƦƦƧ

ƦrƥƦrƥƧ
. (ǋ.Ǐ)

⁵ĉis convention is new toHoloPy Ǌ.ǈ. Previous incarnations of the codeweremore heavily tied to the
Euler angle conventions of scsmfoǉb.for, which uses a passive rotation picture. Previous interpretations of
the rotations as an active transformation thus had rotation angles signed in the opposite sense. While the
new convention breaks backwards compatability, it makes much more sense.
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Figure 3.3.1: Reference configuration for rigid trimer.

We then numerically shiě the coordinates so that the center of mass lies at (Ƥ, Ƥ). We can
apply a similar parameterization to a trimer whose particles are in a linear chain, where
instead of specifying gƦƧ we specify the subtended angle δ.

Euler angles are not the only way to parameterize SO(ǋ), the group of rigid body rota-
tions. Quaternions are another possibility, which have the advantage of avoiding the phe-
nomenon of gimbal lock: when β = Ƥ or Ʀπ, only the sum α+ γmaĨers, not the two angles
independently. FiĨing with quaternions (which have ǌ parameters) requires a minimizer
capable of handling implicit constraints between ėt parameters, but if implemented may
be more effective.

ǋ.ǋ.ǋ RŊłłĽłĻ FĽŉň

Levenberg-Marquardt ėĨers, likenmpfit as principally used in thiswork, require an initial
guess for the ėt parameters. ĉere are two ways we obtain them. First, we can manually
adjust ėt parameters such as positions and orientation angles, perhaps guided by recon-
structions. Second, we can use a “bootstrap”method for a time series of holograms, where
the best-ėt parameters of one frame are used as the initial guess for the next.

Recently, we have found that ėĨing a randomly chosen fraction of the pixels in a holo-
gram – as low as ǉƻ for single spheres – is surprisingly effective. In a sense this is not
surprising since we are typically trying to determine∼ ƥƤ ėt parameters from a ƦƤƤ× ƦƤƤ
hologram; the ėĨing problem is grossly overdetermined. Typically, what we do is to use
themanual guessingmethod to determine initial guesses for one frame, and then use boot-
strapping to do a rough ėt to ǉǈƻ of the pixels. Subsequently the rough ėt results can be
used as an initial guess for a ėt to all the pixels. ĉis stage is embarassingly parallelizable.
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While HoloPy runs on local desktop computers for development and testing, manual
guessing, and small batch jobs, the majority of heavy-duty hologram analysis is done on
the Odyssey computational cluster, where we use up to hundreds of Ǌ.ǋ-GHz, ǎǌ-bit pro-
cessors simultaneously.

ǋ.ǋ.ǌ QŊĵłŉĽĺŏĽłĻ ŉļĹ GŃŃĸłĹňň Ńĺ FĽŉ

Aěer ėĨing a scaĨeringmodel to a hologram,wequantitatively conėrm the ėt of themodel
by examining two statisticalmeasures of the goodness-of-ėt. ĉeėrstmeasure, chi-squared
per pixel χƦp, is the quantity the ėĨing algorithm aĨempts to minimize:

χƦp =
ƥ
N

N∑
i=ƥ

(Iholo − Ifit)Ʀ. (ǋ.ǐ)

ĉe sums run over all N pixels of the recorded normalized hologram Iholo and the best-
ėt model hologram Ifit. For any given hologram, comparing χƦp to an expected noise level
allows us to assess whether deviations between the recorded hologram and best-ėt model
are due to instrumental noise or to a systematic error in the model’s description of the
underlying data. Assuming noise in the least signiėcant bit of an ǐ-bit camera, we would
expect χƦp values greater than (ƥ/ƦƩƩ)Ʀ = ƥ.Ʃƨ × ƥƤ−Ʃ to have originated from systematic
errors.

ĉe second statistical measure we use was the coefficient of determination RƦ. We de-
ėned RƦ as

RƦ = ƥ −
∑N

i=ƥ(Iholo − Ifit)Ʀ∑N
i=ƥ(Iholo − Īholo)Ʀ

= ƥ −
∑N

i=ƥ(Iholo − Ifit)Ʀ∑N
i=ƥ(Iholo − ƥ)Ʀ

(ǋ.Ǒ)

where Īholo is the mean value of the recorded hologram, which is ǉ by our normalization
[Ǒǋ]. RƦ measures the fraction of the variation of the recorded hologram from its mean
value that is captured by the best-ėt model, independent of the amount of variation in the
hologram. Whereas χƦp varies signiėcantly across physical systems that differ in scaĨering
cross section and hence hologram fringe amplitude, RƦ does not. ĉerefore, we use RƦ to
assess the validity of the scaĨering models with which we ėt holograms. In particular, as
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wediscuss in the next chapter,RƦ helps to assess the validity of using theMie superposition
approximation.
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4
ImagingMultiple Colloidal Particles

ĉis chapter discusses our imaging of multiple colloidal particles with DHM in two con-
texts: colloidal clusters and particles on emulsion droplets. We discuss how we produce
and image clusters of differentmorphologies, and discuss the internal dynamics of clusters
that have internal degrees of freedom. ĉe anisotropic Brownian dynamics of clusters, a
major topic in itself, will be deferred to Chapter Ǎ. We will then discuss what we can learn
about DHM as well as interparticle interactions from looking at emulsion droplets.

ǌ.ǉ CŃŀŀŃĽĸĵŀ CŀŊňŉĹŇň

ǌ.ǉ.ǉ IłŉŇŃĸŊķŉĽŃł

We have already discussed the importance of colloidal clusters for self-assembly in Chap-
ter ǉ. Aside from these, however, clusters are also among the simplest examples of non-
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spherical colloidal particles, which may be more common than monodisperse spheres in
real suspensions. As such, they provide an important test case for the utility of DHM to go
beyond isolated spheres. Wewill particularly emphasize in this Chapter the importance of
multisphere superposition.

ǌ.ǉ.Ǌ MĵĿĽłĻ CŀŊňŉĹŇň

We have three main ways to make colloidal clusters: using depletion forces in combina-
tion with optical tweezers, using van der Waals forces and optical tweezers, and through
arrested aggregation (also knownas salting-out quenching.) ĉe laĨer two techniques pro-
duce clusters that are essentially rigidly bonded together; with the ėrst technique, it is pos-
sible tomake clusters that have internal degrees of freedomor evenundergomorphological
changes.

Depletion forces arise entropically due to excluded volume effects in suspensions of
bidisperse spheres or spheres and polymers. ĉe effect is schematically illustrated in Fig-
ure ǌ.ǉ.ǉ. ĉe size of the smaller particles sets the thickness of an excluded volume layer
around the large particles into which the centers of the smaller particles are sterically for-
bidden from entering. When two large spheres come close to each other, their excluded
volumes overlap, resulting in a larger free volume for the small spheres. ĉis then lowers
the free energy of the system and gives rise to an effective aĨraction between the spheres.
A model for the depletion interaction was ėrst formulated by Asakura and Oosawa (AO)
[Ǒǌ, ǑǍ]. ĉeAOmodel is formulated for the potential at center-to-center separation r be-
tween two large hard spheres of radius aL, dispersed in a gas of small hard spheres of radius
aS at volume fraction φ:

UAO(r) =
kBTφ
(Ʀas)Ƨ

(ƦaS + ƦaL − r)Ʀ
(
ƦaS + ƦaL +

r
Ʀ

)
(ǌ.ǉ)

for ƦaL < r < Ʀ(aL + aS). For larger r, UAO(r) = Ƥ. We give the AO model here to
illustrate the overall scaling of the effect, but we note that it fails to model what happens
when the small spheres are not dilute [ǋǌ, Ǒǎ] or when the particles do not interact as hard
spheres.
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Figure 4.1.1: Cartoon of experimental system and of the depletion interaction.
Shaded area around each polystyrene sphere shows the excluded volume around each
sphere, set by the radius of the depletant particles (here, made of PNIPAM hydrogel).
The centers of the depletant particles cannot enter the shaded areas.

We perform experiments with two different systems of depletants. One system is based
on poly-N-isopropylacrylamide (PNIPAM) hydrogel particles, which are highly swollen
at room temperature and are effectively index-matched in an aqueous solution. ĉe system
containsǈ.ǑǑ-μm-diameter, surfactant-free, sulfate-stabilizedpolystyrene(PS) spheres (In-
vitrogen) andǐǈ-nm-diameter PNIPAMhydrogel particles, synthesized according to [ǑǏ].
ĉe volume fraction of PS in the sample is Ʀ × ƥƤ−Ʃ, and the approximate weight frac-
tion of PNIPAM is ǈ.ǈǍ. We use equal proportions of HƦO andDƦO to density-match the
polystyrene spheres, andwe add ǉǍmMNaCl to screen electrostatic interactions and ǈ.ǉƻ
w/w Pluronic PǉǊǋ triblock copolymer surfactant to stabilize the particles. Because the
PNIPAM is index-matched, we treat everything in the system other than the PS particles
as an optically homogeneous solvent with refractive index n = ƥ.ƧƧƨƭ, as measured with
an Abbé refractometer. As we will discuss, the depth of the potential well in this system is
several kBT at room temperature.

ĉe other system consists of a dilute suspension of monodisperse, ǉ.ǋ-μm-diameter
surfactant-free, sulfate-stabilized polystyrene spheres (Invitrogen) at a volume fraction of
Ƭ× ƥƤ−ƪ in an aqueous solution containing ǍmMNaCl and ǊǌǎmM sodium dodecyl sul-
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fate (SDS). Because the SDS concentration is far above the critical micelle concentration
[Ǒǐ], the SDS formsmicelles, which act as depletants. ĉemicelles should be spheres with
a diameter of about ǌ nm.

Wealsomake clusters fromǉ.ǋ-μm-diameter surfactant-free, sulfate polystyrene spheres
(Invitrogen). ĉese particles are suspended at a volume fraction of about Ƭ× ƥƤ−ƨ in a ǈ.ǉ
M NaCl solution. ĉis reduces the stability conferred by the charged sulfate groups on
the particles, which allows the particles to bind irreversibly to each other due to a van der
Waals force when brought close together.

In all of these cases, we use the optical trap in the invertedNikonmicroscope described
in Chapter ǋ to assemble the particles. We grab individual particles with the trap, and then
pull all the spheres into the trap focus. ĉis is relatively easier to do with the two depletion
systems, but is much more ėnicky with the van der Waals system. In particular, anecdotal
experience suggests that the charge on the particles can vary based on preparation condi-
tions such as washing, and that charges (or the lack thereof) on glass sample holders can
affect whether particles can be easily bound together in free-energyminimizing conėgura-
tions in the bulk. ĉe other inherent disadvantage of the optical trap method for making
clusters is that it is not scalable.

Consequently, weuse a differentmethod, basedon arrested aggregation, tomakedimers
and trimers of sulfate polystyrene spheres [ǑǑ]. We make dimers from ǉ.ǋ-μm diameter
spheres and trimers from ǉ-μm diameter spheres. We transfer these particles into a ǊǍǈ
mM NaCl solution to screen the charge of the stabilizing sulfate groups and start the ag-
gregation, then we decrease the ionic strength by quenching with deionized water (Mil-
lipore) aěer ǉ minute to arrest the aggregation. We then suspend the resulting mixture
of single particles, dimers, and larger clusters in a density-matched solvent consisting of
Ǎǈƻ v/v DƦO and Ǎǈƻ v/v HƦO with a salt concentration of ǉ mM. ĉe arrested aggrega-
tionmethod produces a range of cluster sizes and geometries, ranging from single particles
to aggregates of many spheres. ĉis is not a problem for our diffusion experiments with
DHM since they study single clusters, whose geometry we can verify in situ with bright
ėeld microscopy and check post hoc by ėĨing hologram models.

Figure ǌ.ǉ.Ǌ shows bright-ėeldmicrographs of someof the clusters produced using opti-
cal tweezers anddepletionwithSDSmicelles. Weare able toproduce geometries including
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Figure 4.1.2: Bright field micrographs of clusters made from 1.3-μm diameter
polystyrene spheres, recorded with a 60× 1.20 NA water immersion objective. Clusters
bound by depletion forces induced by SDS micelles. Ball-and-stick models, indicating
cluster geometry and orientation, are a guide to the eye. Scale bar 5 μm. ns denotes
the number of spheres in each cluster. a) Tetrahedron (ns = ƨ). b) Trigonal bipyramid
(ns = Ʃ). c) Polytetrahedron (ns = ƪ).

tetrahedra with ns = ƨ spheres, trigonal bipyramids with ns = Ʃ, and polytetrahedra with
ns = ƪ. Figure ǌ.ǉ.ǋ shows a mixture of single spheres, dimers, trimers, and larger clusters
from the arrested aggregation method dried on a glass coverslip.

ǌ.ǉ.ǋ CŀŊňŉĹŇ HŃŀŃĻŇĵŁň ĵłĸ AłĵŀŏňĽň

We ėrst show that we can record and model holograms of clusters whose shape is essen-
tially constant. We study a dimer of ǉ micron spheres bound by a depletion interaction
induced by PNIPAM hydrogel particles in Figure ǌ.ǉ.ǌ. ĉe dimer model allows one re-
fractive index for both particles, both particle radii, the center-of-mass position, Ǌ Euler
angles, the interparticle separation, and αsc to vary. We ėnd excellent agreement between
the experimental hologram and the best-ėt model, with a per-pixel χƦ of Ƨ.Ʃƭƪ × ƥƤ−ƨ.
Similarly, Figure ǌ.ǉ.Ǎ shows the comparison between the experimental hologram and the
best-ėtmodel for a trimer of ǉmicron spheres produced by using the optical trap to rigidly
bind particles together. ĉe trimer hologrammodel varies one refractive index, one sphere
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Figure 4.1.3: Clusters made from 1.3 μm-diameter polystyrene spheres and arrested
aggregation technique [99]. The technique produces a range of cluster sizes. Scale
bar, 10 μm.

radius, the three center-of-mass coordinates, three Euler angles, and αsc. For this hologram
and best-ėt model, the normalized χƦ is ƪ.ƩƩƪ× ƥƤ−ƨ. Note, however, that the values of χƦ

per pixel are larger thanwhatwewould expect due to noise: for noise in the least signiėcant
bit of an ǐ-bit camera, we would expect χƦ values on the order of (ƥ/ƦƩƩ)Ʀ = ƥ.Ʃƨ × ƥƤ−Ʃ.

Figure ǌ.ǉ.ǎ compares recorded and best-ėt model holograms, calculated with multi-
sphere superposition, for tetrahedral, trigonal bipyramidal, and polytetrahedral clusters.
ĉese clusters are bound by depletion forces induced by SDS micelles. Qualitatively, we
observe excellent agreement between the recorded and best-ėt holograms. In particular,
the best-ėt models reproduce the highly non-axisymmetric fringes in the recorded holo-
grams, which depend strongly on the cluster orientations. ĉe quality of the agreement
is conėrmed by the RƦ values of the ėts, which are close to ǉ (Table ǌ.ǉ.ǉ). Also, the ėt-
ted particle radii are close to the manufacturer’s reported value of ǎǍǈ nm. However, the
values of χƦp we observe are an order of magnitude larger than what we would expect due
to camera noise, and indicate that further improvements to ėts will depend on modeling
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Figure 4.1.4: Hologram of a dimer composed of 1 micron spheres, held together
by a depletion interaction induced by PNIPAM hydrogel particles. (a) Comparison
of the recorded hologram (solid black lines) to the best fit, as calculated from the
multisphere superposition scattering model (red symbols), along the three dashed lines
indicated. (b) Recorded hologram. (c) Best fit model. The blue diagram above the
holograms shows a rendering of the particle positions from the fit. The upper sphere
is rotated 34.9◦ into the page. The rendering is oriented so that the incident light
direction is into the page.
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Figure 4.1.5: Hologram of a trimer of 1.3 micron spheres produced by binding
charged spheres in an optical trap. (a) Comparison between the recorded hologram
(solid black line) and the best fit, as calculated from the multisphere superposition
scattering model (red symbols), along the three dashed lines indicated. (b) Recorded
hologram. (c) Best fit. The blue diagram above the holograms shows a rendering of
the particle positions from the fit. The leftmost sphere is rotated 38.3◦ into the page.
The rendering is oriented so that the incident light direction is into the page.
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additional physical phenomena or improving the convergence of the ėĨer.
We emphasize that with these clusters, the use of multisphere superposition is criti-

cal. Figure ǌ.ǉ.Ǐ shows that there are qualitative differences between simulated holograms
where Escat is computed with multisphere superposition and with Mie superposition. Ac-
cording to our criterion in Equation Ǌ.ǌǊ, we have in this case (for individual spheres with
x = ƥƤ andm = ƥ.Ʀ + ƥƤ−ƨi)

QextxƦ

kR
≈ (Ƨ.ƪƬƧ)(ƥƤƦ)

ƦƤ
= ƥƬ.ƨ, (ǌ.Ǌ)

so it is not surprising that the Mie superposition approximation is inadequate.
Aswemight expect from these estimates,Mie superposition totally fails to ėt holograms

from the multi-particle clusters discussed in Figure ǌ.ǉ.ǎ. ĉere, the constituent spheres
have a relative index m ≈ ƥ.Ʀ and size parameter x ≈ Ƭ.Ƨ. A ėt to the polytetrahedron
hologram of Figure ǌ.ǉ.ǎc using a Mie superposition model yields χƦp = Ʃ.Ƨƭ × ƥƤ−Ƨ and
RƦ = Ƥ.ƨƪƧ (Figure ǌ.ǉ.ǐ). ĉese values are much poorer than the values associated with
themultisphere superpositionmodel. Moreover, qualitative differences between the best-
ėt Mie superposition model and the experimental hologram are readily apparent.

Using these ėĨing techniques, we can also characterize clusters that have internal de-
grees of freedom. We give two illustrations of this: ėrst, with the depletion-bound dimer
in Figure ǌ.ǉ.ǌ, and second with a trimer where there is a large gap between two of the
particles.

In the ėrst case, recall that our model allows the determination of the center-to-center
distance between the particles. We can invert the Boltzmann distribution of center-to-
center separations to determine the pair potential U(r), shown in Figure ǌ.ǉ.Ǒ. ĉe mea-
sured potential is qualitatively consistent with what we expect for this system. At short
range, we expect a van derWaals aĨraction and an electrostatic repulsion. ĉe sumof these
two competing interactions should lead to a potential well, which is what we observe.

Wedonotmakeaquantitative comparisonbetweenourmeasuredpotential andamodel
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Figure 4.1.6: Recorded and best-fit model holograms of rigid clusters. The third
column compares the recorded holograms (solid lines) to the best-fit models (open
symbols) along the color-coded dashed horizontal lines shown in the holograms. The
renderings in the rightmost column show the cluster orientations determined from the
fits. In the renderings, the incident light propagates into the page. a) Tetrahedron
(ns = ƨ). b) Trigonal bipyramid (ns = Ʃ). c) Polytetrahedron (ns = ƪ).
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Table 4.1.1: Fitted radii and goodness-of-fit statistics χƦp and RƦ for rigid clusters
holograms in Figure 4.1.6.

Cluster Radius (nm) χƦp RƦ

Tetrahedron ƪƫƤ ± ƧƤ ƥ.ƥƬ × ƥƤ−Ƨ ǈ.ǑǊǋ
Trigonal bipyramid ƪƨƤ ± ƧƤ ƭ.ƨƬ × ƥƤ−ƨ ǈ.Ǒǉǈ
Polytetrahedron ƪƩƤ ± ƦƤ ƥ.Ʀƨ × ƥƤ−Ƨ ǈ.ǐǏǏ

Figure 4.1.7: Comparison between simulated hologram calculated using multisphere
superposition method and simulated hologram computed from Mie superposition, for
a dimer composed of 1.57 μm polystyrene spheres in water with 658 nm incident illu-
mination. As shown in the blue rendering, the upper particle is rotated 45◦ into the
page. The rendering is oriented so that the incident light direction is into the page.
(a) Hologram intensity along red dashed lines in (b) and (c). The hologram calcu-
lated from a multisphere superposition solution (blue) differs qualitatively from the
hologram calculated by superposing the Lorenz-Mie solution for two spheres (green)
due to near-field coupling. (b) Simulated hologram computed from T-matrix code. (c)
Simulated hologram calculated by Lorenz-Mie superposition.
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Figure 4.1.8: Fit of polytetrahedron hologram in Figure 4.1.6c performed using Mie
superposition. a) Recorded hologram (shown again for ease of comparison). b) Best-
fit model determined from Mie superposition. c) Comparison between recorded holo-
gram (solid lines) and Mie superposition model (open symbols) along the dashed lines
in the holograms. d) Rendering showing cluster orientation determined by Mie super-
position fit. The incident light propagates into the page.
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Figure 4.1.9: Measured pair potential for a colloidal dimer. Only differences in U(r)
are relevant; the actual values are arbitrary. The measured potential is qualitatively
consistent with an attractive depletion force and an electrostatic repulsion. The bin
width of the histogram of particle center-to-center separations, from which we deter-
mine the distribution of separations and the potential, is 11.7 nm.
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potential, such as the Asakura-Oosawa potential [Ǒǌ], [ǑǍ], because our system does not
conformwell to existing depletionmodels: our depletants are not hard spheres, nor is their
concentration low. Moreover, we never observed the dimer break apart. ĉus only differ-
ences in U are meaningful, as we are unable to observe the particles at large separations
where they are non-interacting. Also, the results depend strongly on the ėĨed radii: the
particle radii are encoded in low spatial frequency variations in themagnitude of the holo-
gram fringes, which can lead to a large uncertainty, on the order of ǉǈ-ǉǈǈ nm. ĉis is why
there are a few frames in which the measured separation distance is smaller than ǈ.ǑǍ μm.
Using theDHMwithmultisphere superposition scaĨeringmodels to accurately determine
pair potentials will require optimizing the ėĨing technique and improving the ėdelity of
the low spatial frequencies in the holograms.

Nonetheless, the results are promising and qualitatively consistent with our expecta-
tions: the range of the measured potential is on the order of the depletant size, and the
depth of the well is several kBT, consistent with our observations that the dimers do not
break apart for at least several minutes.

Finally, we examine a cluster of ǉ.ǋ μm spheres, bound by depletion from SDSmicelles,
that is not a free-energyminimum. Namely, we examine a cluster where three particles are
bound in a linear chain, but where the two end particles are not close enough to interact.
We show an experimental hologram and a best-ėt model hologram in Figure ǌ.ǉ.ǉǈ. Here,
the three particles subtend an angle of ǉǉǉ.ǉ◦. ĉese results indicate how clusters whose
geometries are changing can be studied in detail using DHM and scaĨering solutions, as
Perry and co-workers have subsequently done [Ǒ].

ǌ.Ǌ PĵŇŉĽķŀĹň Ńł EŁŊŀňĽŃłDŇŃńŀĹŉň

ǌ.Ǌ.ǉ IłŉŇŃĸŊķŉĽŃł

Particles on liquid-liquid interfaces, and particularly on droplets, are of interest for several
reasons. Particles and droplets can be used to build useful materials such as colloidosomes
[ǉǈǈ], whose potential applications includedrugdelivery. Emulsions can also be stabilized
by colloidal particles; these are known as Pickering emulsions [ǉǈǉ]. In such emulsions,
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Figure 4.1.10: Bent trimer hologram. (a) Rendering of particle positions and orien-
tations determined from best-fit model. (b) Recorded hologram. (c) Best-fit model.
(d) Comparison of experimental hologram (solid lines) with best-fit model (open sym-
bols) along the horizontal dashed lines.

particles bound to the droplet interface can prevent the droplets fromcoalescing. Howone
might either stabilize emulsions with particles, or destabilize particle-laden emulsions (as
in oil recovery) is of great industrial importance.

More importantly,muchof the fundamental physics governing the interactionsbetween
particles at liquid-liquid interfaces remains poorly understood. ĉere is a classic equilib-
rium picture due to Young that describes the binding of an isolated particle to an interface.
ĉis is illustrated in Figure ǌ.Ǌ.ǉ(a) for a sphere at an oil-water interface. Young’s equation
balances the horizontal forces due to three competing surface tensions: oil-water (γow),
particle-oil (γpo), andparticle-water (γpw). Balancing the forces along the three-phase con-
tact line gives rise to Young’s equation for the contact angle θc:

cos θc =
γpw − γpo

γow
. (ǌ.ǋ)

ĉere is another way to derive this, via an energetic argument, by minimizing the free en-
ergy of the particle-interface system as a function of the contact angle [ǉǈǊ]. In so doing,
one may derive the free-energy difference between the sphere of radius a being wholly in
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one phase initially (say, the oil) and then siĨing at the interface:

ΔF = −πaƦγow(ƥ − cos θc)Ʀ. (ǌ.ǌ)

A qualitative way to think about this that the particle removes area from an energetically
costly oil-water interface (with a typical surface tension of γow ∼ ƨƤ mN/m. Pulling a
particle with a = ƥ μm off such an interface will cost on the order of ƥƤƥƤkBT at room tem-
perature¹. But this picture fails to capture what happens when multiple particles lie on an
interface. Figure ǌ.Ǌ.ǉ(b)-(g) illustrate some of the possible effects. ĉese include aĨrac-
tions due to capillary deformations due to gravity [ǉǈǌ], electric ėelds [ǋǊ], and surface
roughness [ǉǈǍ]; electrostatic repulsions due to asymmetric counterion clouds [ǉǎ] or
patches of trappedwater [ǉǈǎ]. Most theoretical and experimental works have considered
Ěat interfaces, but curvature (as on a spherical droplet) may change the physical picture,
inducing for instance new capillary effects [ǉǈǏ, ǉǈǐ]. While all of these possibilities have
been suggested, some remain controversial and a detailed physical understanding is still
lacking.

ĉus, experimental studies of particles on emulsion dropletsmay lead to a beĨer under-
standing of interparticle interactions at liquid-liquid interfaces. In particular, the systems
we will consider here typically have small numbers (< ƥƤ) of micron-sized particles on
droplets several μm in diameter. ĉese differ from systems with many particles that are es-
sentially jammed on the droplet surface, where topology rather than interparticle interac-
tions govern the formation of spherical crystals with defects [ǉǈǑ]. ĉese droplets are also
small enough that they cannot be considered locally Ěat; curvature maĨers. Our particle-
laden droplets will also serve as a test bed for DHM, and in particular its ability to study
systems of many particles that have no interparticle constraints (unlike rigid clusters), as
well as the Mie superposition approximation.

¹Kaz et al. recently showed that this equilibrium picture is insufficient, and that colloidal particles
logarithmically relax to their equilibrium contact angles on a very clean interface [ǉǈǋ]. ĉe relaxation
of individual particles that penetrate liquid-liquid interfaces continues to be under active investigation by
A. Wang.
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Figure 4.2.1: Illustrations of interactions between colloidal particles at liquid-liquid
interfaces. (a) Geometry for Young’s equation. (b) Gravitational forces on large par-
ticles cause them to deform the interface, resulting in an attraction (the “Cheerios
effect.”) (c) At an air-water interface, charged groups on the portions of particles in
the water can dissociate. The resulting dipoles lead to repulsion. (d) At an oil-water
interface, patches of water can lead to repulsions through the oil. (e) Electric fields
from charged particles can deform the interface. (f) Contact line undulations due to
particle surface roughness or a patchy charge distribution (exaggerated for clarity) can
result in capillary multipole interactions. (g) Particles with patchy charge form dipoles
with a component parallel to the interface.
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Figure 4.2.2: Bright field micrograph of decane droplet with 4 PMMA spheres on
its surface, recorded under 100× magnification and differential interference contrast
(DIC). Here, a slight index mismatch between the decane and the continuous phase
makes the droplet visible under DIC. Scale bar 5 μm.

ǌ.Ǌ.Ǌ SĵŁńŀĹ PŇĹńĵŇĵŉĽŃł

We prepare emulsion droplets laden with colloidal spheres by dispersing a suspension of
microspheres in oil into an aqueous continuous phase. We suspend ǈ.ǐ μmdiameter poly-
methyl methacrylate (PMMA) spheres coated with poly(ǉǊ-hydroxystearic acid) stabi-
lizer [ǉǉǈ, ǉǉǉ] in decane at a mass fraction of Ʀ.ƥ × ƥƤ−Ƨ. ĉe aqueous continuous phase
contains ǈ.Ǌƻ w/w Pluronic PǉǊǋ triblock copolymer surfactant and Ǎǎƻ w/w glycerol.
ĉe glycerolmatches the refractive index of the continuous phase to that of decane, so that
only the PMMA spheres scaĨer light. We prepare the emulsions by mixing ǈ.Ǎ mL of the
PMMA-containing decane with Ǌǈ mL of the continuous phase in a ǌǈ mL scintillation
vial and shearing the mixture for ǋ minutes at ǑǍǈǈ rpm with an Ika TǑ Basic homoge-
nizer equipped with a SǊǍN-ǐG dispersing tool. Aěer emulsiėcation, we dilute the emul-
sion to ǉǏƻ v/v with additional continuous phase. A micrograph of a typical emulsion
droplet, laden with ǌ particles but with the continuous phase slightly mismatched to allow
the droplet to be seen, is shown in Figure ǌ.Ǌ.Ǌ.

While the emulsion droplets are index-matched², we cannot simultaneously match the

²We check the index-matching with an Abbé refractometer. ĉe match is close, typically to Ʃ × ƥƤ−ƨ

on the refractometer. Still, this does not account for either the variation of the refractive indices of either
the decane or the continuous phase with temperature, or with wavelength.
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density of the dispersed and continuous phases. Consequently, the less-dense oil droplets
tend to cream to the top glass surface of the sample holders. ĉis is problematic for two
reasons. First, nearby glass surfaces may affect the interparticle interactions. Secondly,
scaĨered light may back-reĚect off the glass surface. Consequently, we use negative dielec-
trophoresis (NDEP) to keep the particle-laden droplets away from the top of our sample
cells. ĉe following expression is usually quoted for the dielectrophoretic force on a spher-
ical particle of radius awith dielectric permiĨivity εp in amediumof permiĨivity εm [ǉǉǊ]:

FDEP = ƦπεmaƧ
(

εp − εm
εp + Ʀεm

)
(∇EƦ). (ǌ.Ǎ)

ĉe term in parentheses is the Clausius-MossoĨi factor for the particle’s effective polariz-
ability. For oil (εr ∼ ƥ) in water (εr ∼ ƬƤ) this factor is negative, and due to the large
dielectric constant of water this factor CM ∼ Ƥ.Ʃ. Hence we speak of negative dielec-
trophoresis: oil droplets in water will be repelled from an electric ėeld gradient. We do
not discuss the derivation of this here, but note that this is only approximately valid for our
droplets since the derivation assumes that the droplets are much smaller than the length
scale of variations in the electric ėeld E. Note that the aƧ dependence of the force helps
to ensure that the forces on a micron-diameter colloidal particle will be at more than ǉǈǈ
times smaller than the forces on a Ǎ micron droplet.

It is clear that to maximize the NDEP effect, a large gradient of EƦ is needed. ĉis can
be donewith an interdigitated geometry, schematically illustrated in Figure ǌ.Ǌ.ǋ, in which
adjacent conducting strips have voltages applied to them that are ǉǐǈ◦ out of phase. We
apply anACėeld instead of aDCėeld to prevent electro-osmosis. Amodel due toMorgan
et al., assuming a ǉDperiodic paĨern of very long conducting strips, allows us tomodel the
electric ėelds of our devices [ǉǉǋ]. Following Morgan’s model³, the maximum downward
(y) component of ∇EƦ occurs centrally between conducting strips of width d to which a
potential VƤ is applied. ĉe gradient is given by

∇(EƦ)y = − ƥƪVƦ
Ƥ

πdƧ
cosh ŷ√

Ʀ cosh(Ʀŷ)
arctan

(
ƥ√

Ʀ sinh ŷ

)
(ǌ.ǎ)

³ĉe following may be derived using Equations ǉǑ and Ǌǈ in Morgan’s paper [ǉǉǋ].
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Figure 4.2.3: Schematic illustration of NDEP devices produced by etching ITO-
coated glass slides. Voltages applied to adjacent interdigitated conducting strips are
180◦ out of phase. The resulting NDEP force, calculated using [113], is illustrated in
the vector plot.

where ŷ = πy/Ʀd.
Weuse photolithography andwet etching to prepare interdigitated electrode arrayswith

a ǌǈ μm spacing between adjacent electrodes on microscope slides coated with a ǋǈ nm
layer of ITO (Delta Technologies, CB-ǑǈIN coating). We spin-coat the ITO surface of
the slides with Shipley Sǉǐǉǋ positive photoresist at Ǎǈǈǈ rpm and soě bake the slides
on a ǉǉǍ◦C hot plate for ǉ minute. We ėrst deėne the electrode paĨern by exposing the
photoresist to UV light through a photomask (ǉǍǈ mJ/cmƦ exposure at ǌǈǍ nm), then
develop the photoresist by immersion in Microposit MF CD-Ǌǎ developer for ǉ minute
at room temperature. Following an overnight hard bake in a Ǒǈ◦C oven, we etch away the
excess ITO with an aqueous solution containing ǌǈƻ v/v HCl and ǉǈƻ v/v HNOƧ for ǉǊ
minutes at room temperature. ĉe NDEP devices are typically operated by applying a ǉǈ
V peak-to-peak, ǋǈǈ kHz square wave with an arbitrary waveform generator (Agilent AFG
ǋǈǊǊB). Diffraction from the edges of the ITO electrodes was negligible.

Figure ǌ.Ǌ.ǌ shows a typical NDEP device; the ǌǈ μmelectrode paĨerning is not visible.
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Figure 4.2.4: Photograph of sample holder with NDEP devices fabricated on a 75
mm wide slide.

ĉe edges of the ITO pads (from which the electrodes run horizontally) are visible. We
use copper tape and conductive silver paint to ensure a good electrical contact between
the waveform generator and the devices. Figure ǌ.Ǌ.Ǎ shows a device in action; with a ǉǍ V
peak-to-peak square wave, ∼ ƥƤ μm-diameter droplets can be repelled about ǋǈ μm from
the top of the sample cell.

ǌ.Ǌ.ǋ RĹňŊŀŉň: IŁĵĻĽłĻ PĵŇŉĽķŀĹ-LĵĸĹł DŇŃńŀĹŉň

Here we show that our ėĨing techniquesmay also be applied tomultisphere systems with-
out a ėxed geometry. Figure ǌ.Ǌ.ǎ shows a hologramof six particles bound to the surface of
a decane droplet and a best ėt model calculated using Mie superposition. Again, the qual-
itative agreement between the fringes of the recorded hologram and the best-ėt model is
good. Quantitatively, we found χƦp = ƫ.Ʀƭ × ƥƤ−Ʃ and RƦ = Ƥ.Ƭƥƥ. χƦp was much lower
than the values we obtained for the clusters, primarily because the peak amplitude of the
hologram in Figure ǌ.Ǌ.ǎ was signiėcantly smaller than the peak amplitudes of the cluster
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Figure 4.2.5: ITO devices with decane emulsion droplets. Continuous phase is par-
tially index mismatched for visibility; the AC field is on. (a) Field of view focused at
the top of the sample cell. Droplets visible where there is ITO (and consequently,
where E is approximately uniform; no droplets are in focus in the region between the
electrodes. (b) Same field of view, focused 30 μm below (a). Droplets, some with
PMMA particles, are visible in the region between the ITO electrodes. Micrographs
recorded at 40x magnification with DIC. Scale bar, 20 μm.

holograms in Figure ǌ.ǉ.ǎ. ĉe value of RƦ indicates that the ėt was slightly worse than the
ėts for the clusters. However, because we knew the particles were bound to the surface of
a spherical droplet, we independently tested the accuracy of the ėĨed particle positions.
While we could not directly image the decane droplet, which was index-matched to the
continuous phase, we ėt the surface of a sphere to the particle coordinates, as shown in
Figure ǌ.Ǌ.ǎd. ĉe average difference between the radial distance of each particle from the
droplet center and the ėĨed droplet radius was ƪƤ ± ƪƤ nm. Differences of this scale are
comparable to previously reported precisions for DHM [ǍǑ, ǐǍ], and may be partially ac-
counted for by variations in the interfacial contact angle between different particles [ǉǈǋ].

To determine whether the slightly worse value of RƦ obtained in this ėt is due to the
Mie superposition approximation, we examine the validity of this approximation in further
detail.

To conėrm thatMie superposition is a suitable means for analyzing holograms like that
in Figure ǌ.Ǌ.ǎ, in which multiple weakly scaĨering spheres are situated several diameters
apart, we ėt a model based on multisphere superposition to the same hologram. ĉe mul-
tisphere superposition ėt yielded χƦp = Ƭ.ƤƬ × ƥƤ−Ʃ and RƦ = Ƥ.ƫƭƤ, comparable to the
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Figure 4.2.6: Holograms of six PMMA spheres on a decane droplet. a) Recorded
hologram. b) Best-fit model. c) Comparison between recorded hologram (solid lines)
and best-fit model computed using Mie superposition (open symbols) along the
dashed horizontal lines in the holograms. d) Rendering showing the sphere positions
determined by fitting the holograms. The incident light propagates into the page, and
the scale bar is 1 μm. The larger blue sphere is a guide to the eye; its position and
diameter, 4.35 μm, were determined by fitting a sphere to the coordinates of the six
particles. The small red sphere indicates the particle showing the largest discrepancy
in position along the optical axis between fits to Mie superposition and multisphere
superposition.
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Mie superposition ėts. Differences between ėĨed particle coordinates in the two in-plane
directions, perpendicular to the optical axis, were atmost ǊǊ nm. ĉe largest difference be-
tween ėĨed coordinates along the optical axis was ǉǍǌ nm. ĉe sphere showing the largest
displacement along the optical axis is highlighted in red in Figure ǌ.Ǌ.ǎd. ĉe size of these
differences, as well as the lack of improvement in the goodness-of-ėt using themultisphere
superposition code, indicate that Mie superposition is an appropriate approximation. We
conclude that the smaller RƦ values for this system stem from physical effects—such as
weak scaĨering by the decane droplet—that neither multisphere superposition nor Mie
superposition account for.

Further insight into the applicability of Mie superposition comes from examining the
particle showing the largest coordinate difference along the optical axis. As shown in Fig-
ure ǌ.Ǌ.ǎd, the largest difference occured when two particles nearly occluded one another.
In such a conėguration, the assumption that the ėeld incident on each sphere is simply the
illuminating plane wave is clearly invalid, as the colloidal spheres scaĨer most strongly in
the forward direction. ĉeėeld incident on the occluded sphere should therefore include a
signiėcant component of the scaĨered ėeld from the ėrst sphere. Whereas themultisphere
superposition solution accounts for this multiple scaĨering effect, Mie superposition does
not.

We can check our dimensionless ėgure of merit, Equation Ǌ.ǌǊ. Taking the ėĨed drop
diameter of ǌ.ǋǍ μm as a typical interparticle spacing for PMMA spheres like those in the
droplet experiments, we ėnd QextxƦ/kR = Ƥ.ƥƥ, in agreement with our previous conclu-
sion that the Mie superposition approximation is accurate for this sample. However, if
we consider the sphere shown in red in Figure ǌ.Ǌ.ǎd, using the nearest-neighbor distance
of ǉ.ǉǑ μm for R yields QextxƦ/kR = Ƥ.ƧƩ. ĉis larger value indicates that Mie super-
position is a poorer approximation for this particle, as borne out by the ǉǍǈ nm differ-
ence in the ėĨed position fromMie superposition andmultisphere superposition. In con-
trast, for the polystyrene spheres used in the cluster experiments, which are separated from
each other by approximately a particle diameter, QextxƦ/kR = ƥƧ. We therefore conclude
thatQextxƦ/kR should be approximately Ƥ.ƥ or smaller for Mie superposition results to be
trusted to a precision of ƥƤƤ nm or beĨer.
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Figure 4.2.7: Autocorrelation of u for four particles on a decane droplet. Solid line:
best fit to exponential decay.

ǌ.Ǌ.ǌ DŏłĵŁĽķň Ńł ĵ DŇŃńŀĹŉ

Finally, we discuss some preliminary data suggesting that these PMMA spheres are non-
interacting. We study four particles moving on a ǌ.ǋǋ μm-diameter droplet. In particular,
we examine the autocorrelation of the normalized distance u from a best-ėt droplet center
(determined from ėĨing the particle positions) to the particle center. Figure ǌ.Ǌ.Ǐ shows
the results obtained from Ǌǈǈǈ holograms. We ėt these data to an exponential decay with
decay constant ƦDr = (ƫ.Ƭ ± ƥ.ƥ) × ƥƤ−Ʀ s−ƥ. As we will describe in much more detail
in the next chapter, the exponential decay is indicative of rotational diffusion – what we
would observe if the particles were completely noninteracting.

While these measurements do not reveal anything about particle interactions at liquid-
liquid interfaces, thesemeasurements do demonstrate thatDHMwith scaĨering solutions
is a potential means by which such interactions can be measured.
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5
Anisotropic ǋDDiffusion of Colloidal

Clusters

Ǎ.ǉ IłŉŇŃĸŊķŉĽŃł

In this sectionwediscussmeasurements of diffusion tensors for anisotropic colloidal parti-
cles: clusters composed of approximately identical spheres. ĉis work has beenmotivated
by several primary considerations. First, diffusion may be highly relevant to colloidal self-
assembly. Recent theoretical work by Holmes-Cerfon and co-workers has indicated that
the kinetics self-assembly in colloidal systems with short-ranged interactions may be pri-
marily governed by diffusion rather than by energy barriers [ǉǉǌ]. Second, diffusion con-
stants can be theoretically difficult to predict. As we discuss in more detail in this chapter,
such predictions require solving the Stokes creeping Ěow equations, which is only possible
for spheres or highly symmetric particles such as ellipsoids [ǉǉǍ] or sphere dimers [ǉǉǎ] in
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unbounded Ěuids. In contrast, during self-assembly, anisotropic colloidal particles diffuse
near other particles and boundaries. Analytical techniques are of minimal help here, and
so experimental measurements would be of value. Finally, diffusion and Brownian mo-
tion are fundamental physical processes; our work here includes some of the ėrstmeasure-
ments of heretofore unmeasured aspects of Brownian motion. Our work here focuses on
single clusters rather than ensembles. While bulk techniques such as depolarized dynamic
light scaĨering [ǉǉǏ] can be used to measure diffusion in colloidal systems, it is difficult
to resolve the multiple diffusional timescales exhibited by anisotropic particles using such
techniques.

ĉe author’s interest in anisotropic colloidal diffusion was ignited by the seminal work
of Han and co-workers in Arjun Yodh’s group at the University of Pennsylvania. Han et
al. studied the anisotropic diffusion of micron-sized polystyrene ellipsoids diffusing in a
quasi-ǊD geometry using video microscopy [ǊǑ]. Subsequent work by this group showed
how the conėning ǊDwalls played a large role in themeasured anisotropic diffusion, and in
particular enhanced the anisotropy beyondwhat could be observed in ǋD [ǉǉǐ]. Anthony
et al. also studied the ǊD diffusion of anisotropic ǊD sphere clusters all of whose particles
lay in a plane [ǉǉǑ].

Measuring ǋD anisotropic colloidal diffusion is more challenging due to the need for a
ǋD quantitative microscopy technique, as described in Chapter ǉ. Several measurements
using confocal microscopy have been reported in the literature. Mukhija and Solomon
measured the diffusion of ellipsoids in ǋD [ǉǊǈ]. Hunter et al. studied themotion of tetra-
hedral sphere clusters [ǉǊǉ]. While tetrahedral clusters diffuse isotropically, like spheres, it
is possible to track their rotationalmotions, andHunter’s workwas primarilymotivated by
the possiblity of using such particles to study the dynamics of glassy colloidal suspensions
primarily consisting of spheres. While techniques based on confocal microscopy are quite
general, it is usually only possible to study slow diffusional processes due to the necessary
acquisition times. Mukhija and Solomon embedded polymethyl methacrylate ellipsoids
in a solvent containing cyclohexyl bromide, decalin, and polydimethylsiloxane with a vis-
cosity of Ǌ Pa s, more than three orders of magnitude larger than that of water. Hunter’s
work used clusters made from spheres Ǌ.ǌǍ μm in diameter [ǉǊǉ]. ĉese particles were
more than double the size of the particles used in these experiments; by dimensional anal-
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ysis, the rotational diffusion of such particles would be more than ǐ times slower due to
size effects alone. We mention this not to be critical of these workers, but because the
timescales affect the precision to which elements of the diffusion tensor can be measured,
a key advantage of our techniques.

Digital holographic microscopy has been used to study anisotropic diffusion as well.
Cheong and co-workers in David Grier’s group measured the rotational diffusion of long
copper oxide nanorods using DHM and reconstruction techniques [ǉǊǊ]. ĉese tech-
niques, however, would be difficult to apply to systems that did not have large aspect ratios.
Fung et al. reported measurements of the diffusion of a colloidal sphere dimer bound by a
weak depletion interaction in the ėrst report of usingDHM in conjunction with scaĨering
solutions for anisotropic particles [ǐǍ]. However, the focus in that work was onmeasuring
translational, rotational, and vibrational degrees of freedom for a single cluster, and not on
making high-precision measurements of colloidal diffusion for rigid clusters, which is the
focus of this chapter.

Recentlywediscovered that similarmeasurements havebeenmadebyDanielaKraě and
co-workers at NYU [ǉǊǋ]. Our measurements and ėndings, which are in agreement with
theirs, complement theirs. Kraě et al. have considered a wider range of clusters than we
have using confocalmicroscopy, and in fact havemeasured translation-rotation coupling in
clustersmadeout of spheres of different sizes [ǉǊǋ]. Aswe shall discuss, ourmeasurements
have some advantages, in particular high precision.

Ǎ.Ǌ TļĹŃŇŏ Ńĺ AłĽňŃŉŇŃńĽķ BŇŃŌłĽĵłMŃŉĽŃł

We describe the derivation of certain essential results in the theory of anisotropic Brow-
nian motion. Our discussion of Fick’s Law and D will mostly follow Brenner [ǉǊǌ]. We
will next discuss the friction tensor following Brenner [ǉǊǌ], Happel and Brenner [ǉǊǍ],
and Harvey and García de la Torre [ǉǊǎ]. Finally, we will discuss the generalized Stokes-
Einstein relation following Harvey [ǉǊǏ]; see Brenner [ǉǊǌ, ǉǊǐ] for another approach.
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Ǎ.Ǌ.ǉ GĹłĹŇĵŀĽŐĹĸ FĽķĿ’ň LĵŌ ĵłĸ ŉļĹ DĽĺĺŊňĽŃł TĹłňŃŇD

We begin by considering a colloidal particle that is an arbitrary rigid body, neglecting (for
example) any vibrational or soě modes that may exist in systems such as sphere clusters.

To fully describe the position and orientation of such a particle, we need six coordinates.
ĉese coordinateswill consist of three spatial coordinates and three orientation angles. We
will thus describe the particle via its position qi in this six-dimensional space, where qƥ, qƦ,
and qƧ will be position coordinates and qƨ, qƩ, and qƪ will be spatial coordinates¹. While
we could choose our generalized coordinates qi in an arbitrary way, we will make our lives
simple by choosing a particular representation: coordinates ėxed to the particle. We will
choose an origin O inside the particle and three orthogonal Cartesian axes ėxed to this
origin; call these axis vectors uƥ, uƦ, and uƧ. While these axes move in space as the par-
ticle undergoes Brownian motion, we can describe any ėnite displacement of the particle
between instants tƥ and tƦ in terms of the components along ui at tƥ. Similarly, we can de-
scribe an inėnitesimal Brownian rotation of the particle in terms of three rotations about
the ui. Note that such rotations must be inėnitesimal, as ėnite rotations do not commute
(see, for instance, the discussions in Goldstein [ǉǊǑ].) We will use these body coordinates
as our generalized coordinates qi.

We next consider an ensemble ofN identical particles undergoing Brownian diffusion.
We deėne a generalized particle current density Ji such that the Ěux integral∫

Ji dƪA (Ǎ.ǉ)

gives the number of particles crossing a generalized area of the six-dimensional space per
unit time. We can also deėne a particle density σ(qi, t), such that∫

σ(qi, t) dƪqi (Ǎ.Ǌ)

gives the number of particles in the volume dƪqi. Obviously this must be N if the limits
are extended to all of the ǎ-dimensional conėguration space. With these concepts in hand,

¹ĉroughout this Sectionwewill restrict our conventional boldface vector notation v to quantities that
are ǋ-dimensional vectors or pseudovectors.
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we can now deėne the diffusion tensorD, or in index notation Dij, as a set of proportion-
ality constants in a generalized Fick’s law relating the current density Ji to the generalized
gradient of σ:

Ji = −Dij ∂σ
∂qi

(Ǎ.ǋ)

where we have adopted the summation convention on repeated indices. We also postulate
a continuity equation for the particle density σ:

∂σ
∂t

+
∂Ji

∂qi
= Ƥ. (Ǎ.ǌ)

Here the second term is a generalization of the divergence. Combining Equations Ǎ.ǋ and
Ǎ.ǌ leads us to the diffusion equation:

∂σ
∂t

= Dij ∂Ʀσ
∂qi∂qj

. (Ǎ.Ǎ)

Either Equations Ǎ.ǋ or Ǎ.Ǎ may be viewed as the deėnition of Dij. It can be shown that
Dij is both symmetric and positive-deėnite; we refer the reader to Brenner [ǉǊǌ] for the
proofs.

ĉis means of deėning Dij, while rigorous, does not lead to a straightforward physical
intepretation or away to experimentallymeasureDij. We nowproceed to prove the follow-
ing correlation relation for displacements in the generalized coordinates over a short time
interval τ:

〈Δqi(τ)Δqj(τ)〉 = ƦDijτ. (Ǎ.ǎ)

As previously discussed, this will only apply over intervals τ short enough such that any an-
gular diffusion of the particles is inėnitesimally small. We will proceed following Brenner
with an approach in the spirit of the Fokker-Planck equation [ǉǋǈ].

Wewill consider a particle initially with coordinates qi and consider the probability that
due to Brownian motion over an interval τ, its coordinates will change by Δqi. We will
deėne a transition probability densityW(Δqi; τ) such that the probability that the coordi-
nates qi change by an amount between Δqi and Δqi + dΔqi is given byW(Δqi; τ)dΔqi. By
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conservation of probability density, we can evaluate the change in σ in terms ofW:

σ(qi; t+ τ) =
∫

σ(qi + Δqi; t)W(−Δqi, τ) dΔqi

=

∫
σ(qi + Δqi; t)W(Δqi, τ) dΔqi (Ǎ.Ǐ)

where the integrals run over ǎ dimensions and the second line follows fromBrownian steps
in either directionbeing equally likely. WenowTaylor expandboth sidesof this expression:

σ(qi; t) +
∂σ
∂t

τ + . . . =∫ (
σ(qi; t) +

∂σ
∂qi

Δqi +
ƥ
Ʀ

∂Ʀσ
∂qi∂qj

ΔqiΔqj + . . .

)
W(Δqi; τ) dΔqi. (Ǎ.ǐ)

Because W is normalized, the ėrst term on the RHS of Equation Ǎ.ǐ is just σ(qi; t). In
addition, as a probability densityW allows the computation of ensemble averages:

〈Δqi〉 =
∫

ΔqiW(Δqi; τ) dΔqi. (Ǎ.Ǒ)

Proceeding in like manner, we arrive at

σ +
∂σ
∂t

τ = σ +
∂σ
∂qi

Δqi +
ƥ
Ʀ

∂Ʀσ
∂qi∂qj

〈ΔqiΔqj〉. (Ǎ.ǉǈ)

However, 〈Δqi〉 = Ƥ. ĉerefore, aěer division by τ, we are leě with

∂σ
∂t

=
ƥ
Ʀ
〈ΔqiΔqj〉

τ
∂Ʀσ

∂qi∂qj
. (Ǎ.ǉǉ)

Comparison with the diffusion equation, Equation Ǎ.Ǎ immediately yields the desired re-
sult:

〈Δqi(τ)Δqj(τ)〉 = ƦDijτ. (Ǎ.ǉǊ)

Note that this derivation, based on Taylor expansions, and this result are only valid in the
limit of short time intervals τ and small generalized displacements Δqi. ĉis result both
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allows us to interpretD in terms of correlated displacements and allows us ameans tomea-
sureD, as we will later discuss.

Ǎ.Ǌ.Ǌ TļĹ FŇĽķŉĽŃł TĹłňŃŇR

Wenow turn to the problemof the hydrodynamic drag forces and torques exerted on small
particles moving slowly in Ěuids. For the beneėt of the reader, we recall the full Navier-
Stokes equation for a Ěuid ofmass density ρwith an Eulerian velocity ėeld u(r, t), pressure
ėeld p, and viscosity η:

ρ
(
∂u
∂t

+ u · ∇u
)

= −∇p+ η∇Ʀu. (Ǎ.ǉǋ)

ĉe nonlinear terms in the Navier-Stokes equation make it impossible to solve exactly. A
common scheme for solving it approximately is to consider the relative size of the inertial
terms, on the LHS, with the viscous term proportional to η via the Reynolds number:

Re =
ρuL
η

(Ǎ.ǉǌ)

where L is a typical length scale in the Ěow problem. For Ěow due to moving colloidal
particles,Re is small, and that means the inertial terms can be neglected. We get the Stokes
equation:

∇Ʀu =
ƥ
η
∇p. (Ǎ.ǉǍ)

Combined with the continuity equation for an incompressible Ěuid, ∇ · u = Ƥ, these
equations with suitable boundary conditions describe the Ěuid problem. Note that these
equations are linear in the Ěuid velocity u.

What we need to calculate is the Ěuid forces and torques on a particle that is moving
with linear velocity v and angular velocity ω. ĉe reader is reminded of the Stokes drag
force F and torque T on a sphere of radius a (see Happel and Brenner for details [ǉǊǍ]):

F = −ƪπηa v; T = −ƬπηaƧω. (Ǎ.ǉǎ)

ǑǑ



We will not prove it here, but the linearity of the Stokes equations essentially guarantees
that the drag force and torque will be linear in v and ω even for an arbitrary particle; once
again, see Happel and Brenner [ǉǊǍ] for the proof. ĉe end result is that the following
relations hold:

F = −K · v− Ctr · ω (Ǎ.ǉǏ)

T = −C · v−Ω · ω. (Ǎ.ǉǐ)

Here,K is the translational resistance tensor,Ω the rotational resistance tensor, andC the
coupling tensor. ĉese are all Ƨ×Ƨ tensors; they depend linearly on the Ěuid viscosity η and
the particle geometries. All elements of the tensor will depend on the choice of coordinate
basis, andΩ andC are origin-dependent [ǉǊǍ]. We canwrite these two equations in terms
of one big matrix: (

F
T

)
= −

(
K Ctr

C Ω

)(
v
ω.

)
(Ǎ.ǉǑ)

We will refer to (
K Ctr

C Ω

)
(Ǎ.Ǌǈ)

as the resistance tensorR. Some other authors call this the friction tensor instead.

Ǎ.Ǌ.ǋ TļĹ GĹłĹŇĵŀĽŐĹĸ SŉŃĿĹň-EĽłňŉĹĽł RĹŀĵŉĽŃł

We now derive a generalization of the Stokes-Einstein relation that will connect the diffu-
sion tensorD and the resistance tensorR.

In the derivation of the conventional Stokes-Einstein relation for a sphere, somedynam-
ical information is needed. In particular, it is necessary to account for both the frictional
Stokes forces due to Ěuid viscosity that damp out themotion of a diffusing particle, as well
as the random Ěuctuating forces a particle experiences due to molecular kicks from the
Ěuid. One way of doing this is by writing Newton’s second law with a Ěuctuating force;
this is called the Langevin equation [ǉǋǈ]. ĉis approach is somewhat cumbersome to ap-
ply for the case of arbitrary particles we need to consider here. We will follow an approach

ǉǈǈ



due to Harvey [ǉǊǏ] that is rooted in Lagrangian dynamics. We will model the random
thermal kicks by assuming that at intervals Δt, the diffusing particle gets a random initial
generalized velocity: ui(Ƥ) = q̇i(Ƥ). ĉe Lagrangian will allow us to compute how this
initial kick decays based on R. ĉen, we will calculate the average kinetic energy of the
particle and relate that result toD. Finally, we will use the equipartition theorem to bring
in kBT and tie everything together.

We begin with a brief foray into an aspect of Lagrangian dynamics that was unfamiliar
to the author. We here follow Goldstein’s treatment [ǉǊǑ]. ĉe reader is probably familiar
with the concept of the Lagrangian L of a system:

L = K− U (Ǎ.Ǌǉ)

where K is the kinetic energy and U is the potential energy. One expresses L in terms of
generalized coordinates qi and their time derivatives, and equations of motion follow from
Lagrange’s equation:

d
dt

(
∂L
∂q̇i

)
− ∂L

∂qi
= Ƥ. (Ǎ.ǊǊ)

In the usual applications of the Lagrangian approach to dynamics (central force motion,
free particles in quantum mechanics, or the sorts of diabolical inventions one ėnds in me-
chanics textbooks involving things like blocks with aĨached springy pendula sliding down
inclined planes), the systems involved are frictionless or otherwise have no dissipative
forces. Mechanical energy is conserved. It turns out, however, that if there are dissipa-
tive forces that are linear in the generalized velocities, it is possible to adopt the Lagrangian
approach. One deėnes a Rayleigh dissipation function [ǉǊǑ]

F =
ƥ
Ʀ
Rijuiuj (Ǎ.Ǌǋ)

where ui is the ǎ-dimensional generalized velocity and Rij is the resistance tensor. ĉen,
Lagrange’s equations become

d
dt

(
∂L
∂q̇i

)
− ∂L

∂qi
= −∂F

∂q̇i
. (Ǎ.Ǌǌ)
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We will begin using this approach by computing the Lagrangian of an arbitrary parti-
cle in a Ěuid. We will neglect gravitation (or assume that the particle is density-matched)
and also assume that there are no external forces (like an electric ėeld) that give rise to a
potential energy. So L consists only of the kinetic term, K. ĉis term can be wriĨen

K =
ƥ
Ʀ
Mijuiuj (Ǎ.ǊǍ)

whereMij is a ƪ × ƪ symmetric matrix with dimensions of mass whose elements depend
on the particle geometry [ǉǊǑ]. We will not prove its existence or give a recipe for its cal-
culation here. Substitution into the relevant form of Lagrange’s equations (Equation Ǎ.Ǌǌ)
yields

ƥ
Ʀ
Miju̇j = − ƥ

Ʀ
Rijuj (Ǎ.Ǌǎ)

where the dot denotes a time derivative. ĉis gives a system of six ėrst-order equations of
motion for ui, which have an exponential solution:

ui(t) = exp
(
−M−ƥ

ij Rjkt
)
uk(Ƥ). (Ǎ.ǊǏ)

If we wish to know the generalized displacement Δqi that occurs during the time step Δt,
we can integrate our solution forui(t). Herewemake an additional assumption: we assume
the damping forces are large enough that the particle essentially comes to rest prior to the
end of the time step. (We will make a post hoc check of this assumption at the end of the
derivation.) If so, then we can extend the limit of integration to∞:

Δqi =
∫ Δt

Ƥ
ui(t) dt (Ǎ.Ǌǐ)

≈
∫ ∞

Ƥ
exp
(
−M−ƥ

ij Rjkt
)
uk(Ƥ) (Ǎ.ǊǑ)

= R−ƥ
ij Mjkuk(Ƥ). (Ǎ.ǋǈ)

Now we compute the average kinetic energy during one time step Δt. Using Equations
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Ǎ.ǊǍ and Ǎ.ǊǏ,

K =
ƥ
Δt

∫ Δt

Ƥ
K(t) dt =

ƥ
ƦΔt

∫ Δt

Ƥ
exp(−M−ƥ

ij Rjkt)uk(Ƥ)Mi` exp(−M−ƥ
`mRmnt)un(Ƥ).

(Ǎ.ǋǉ)
ĉematrix elements in this expression canbe rearrangedbecauseMij andRij are symmetric
tensors². Aěer much algebra and rearranging of indices,

K =
ƥ

ƦΔt

∫ Δt

Ƥ
uk(Ƥ)Mkl exp

(
−ƦM−ƥ

`mRmnt
)
un(Ƥ). (Ǎ.ǋǊ)

Wewill once again extend the upper limit of integration to inėnity, fromwhich we obtain³

K =
ƥ

ƨΔt
uk(Ƥ)Mk`R−ƥ

`mMmnun(Ƥ). (Ǎ.ǋǋ)

Using Equation Ǎ.ǋǈ,

ƨKΔt = uk(Ƥ)Mk`Δq` (Ǎ.ǋǌ)

= ΔqkRk`Δq` (Ǎ.ǋǍ)

where we have inserted the identity tensor. ĉis object should be thought of as the matrix
product of a six-element row vector qk, the matrix Rk`, and the column vector q`. But ex-
ploiting the symmetry of the resistance tensor, we can rearrange this in terms of the tensor
(ΔqΔq)kl, the outer product of Δqk and Δq`:

ƨKΔt = R`k(ΔqΔq)kl. (Ǎ.ǋǎ)

We now perform an average over many time steps Δt in the trajectory. ĉis allows us to
invoke equipartition: each of the ǎ quadratic terms in the kinetic energy, corresponding to
a degree of freedom, has a value of ƥ

ƦkBT. Ensemble-averaging (ΔqΔq)kl also enables us to
write this displacement-correlation tensor in terms of the diffusion tensorD for a temporal

²Working this out is rather tedious; the key is to Taylor-expand the matrix exponential and to work
with each piece in the expansion.

³Again, this may be proved by a Taylor expansion of the matrix exponential.
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displacement Δt (Equation Ǎ.ǎ):

ƨ · ƧkBTΔt = ƦR`kDk`Δt. (Ǎ.ǋǏ)

ĉe right hand side is a trace; we have

ƪkBT = Tr (RD) . (Ǎ.ǋǐ)

To move forward we must make several other assumptions. First, as symmetric tensors,
both R and D are diagonalizable by the spectral theorem of linear algebra⁴. On physical
grounds, we assert that the basis that diagonalizes R will also diagonalize D; thus in this
basis, RD is diagonal. Asserting that by equipartition, thermal energy is equally shared
among all elements of this eigenbasis and also noting that these are ǎ-dimensional tensors
allows us to assert thatRD = kBTI. Hence, the generalized Stokes-Einstein relation

D = kBTR−ƥ (Ǎ.ǋǑ)

follows.
ĉis admiĨedly rather sketchy derivation hinges on the ability to choose a time step Δt

satisfying two conditions:

ǉ. Δtmust be large enough that the particle generalized velocity froman initial thermal
kick is completely damped out. In multiple places we extended time integrals to
inėnity, which would be incorrect if this did not hold.

Ǌ. Δt must be short enough that displacements are small enough so that it is valid to
relate correlations in the generalized displacements toD.

We can do an order-of-magnitude check of these conditions for a diffusing colloidal
sphere. For a sphere of radius a and mass m undergoing one-dimensional translation in

⁴ĉis discussion does not imply that translation-rotation coupling or the coupling tensor C always
vanish. See the discussion of the screw-propeller in Chapter Ǎ of Happel & Brenner. We may choose
principal axes that diagonalize K, Ω, and C individually, but then R will not be diagonal. ĉe eigenbasis
for R will be a set of generalized displacements combining translation and rotation.
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a Ěuid of viscosity η, the equation of motion following an initial velocity v(Ƥ) is

v(t) = v(Ƥ) exp
(
−ƪπηa

m
t
)
. (Ǎ.ǌǈ)

We can thus deėne a damping timescale τdamp ≡ m/ƪπηa. We want τdamp to be much
smaller than the time τtrans for a particle to translate a small fraction of its radius, say Ƥ.Ƥƥa.
Since Stokes-Einstein gives 〈ΔxƦ〉 = ƥƤ−ƨaƦ = ƦDτtrans, we have

τtrans = ƥƤ−ƨaƦ
ƪπηa
ƦkBT

. (Ǎ.ǌǉ)

Balancing these timescales, we ėnd

τtrans
τdamp

= ƥƤ−ƨ Ʀƫ
Ʀ
π
aηƦ

kBTρ
(Ǎ.ǌǊ)

where ρ is the particle mass density. Inserting typical values for a polystyrene sphere with
radius a = ƥ μm gives τtrans/τdamp ≈ ƥƤƤ, so our conditions are satisėed.

Ǎ.ǋ SŏŁŁĹŉŇĽĹň ĵłĸ TļĹĽŇ CŃłňĹŅŊĹłķĹň

We now turn to a discussion of the effects of symmetry on the tensors D and R. In light
of the generalized Stokes-Einstein relation, we will restrict ourselves to a discussion of R,
since the properties ofDwill follow from it. Our discussion in general follows that inHap-
pel and Brenner [ǉǊǍ]. We will outline the approach and then describe its application to
spheres, dimers, and trimers.

Happel andBrenner’s symmetry arguments considerwhathappenswhen thebasis (prin-
cipal axes in Cartesian space) that is used to describe K, Ω, and C changes. If the particle
has a symmetry such that it looks geometrically identical under a change of basis, then
the change of basis must leave K, Ω, and C unchanged. Let A denote the change-of-basis
matrix whose columns are the new basis vectors expressed in the old basis. ĉen, a general
matrixMmaybe expressed in the newbasis asM′ = AMA−ƥ. ĉe translation tensorK and
the rotation tensorΩ transform in exactly this way; the coupling tensor is a pseudotensor
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Figure 5.3.1: Symmetries of colloidal clusters. (a): A dimer of identical spheres con-
tains three perpendicular planes of reflection symmetry (dashed lines, and the plane
of the figure), as well as an axis of continuous rotational symmetry (red line). (b) A
trimer of identical spheres has two planes of reflection symmetry and a threefold rota-
tional symmetry axis (green). (c) A trimer with one sphere of a different size has only
two planes of reflection symmetry. Inset shows orientation of axes.

and so it transforms with a factor of the determinant:

C′ = det(A)ACA−ƥ. (Ǎ.ǌǋ)

Oneof the simplest basis transformations is inversionabout the z axis, forwhich the change-
of-basis matrix is

A =

ƥ Ƥ Ƥ
Ƥ ƥ Ƥ
Ƥ Ƥ −ƥ

 (Ǎ.ǌǌ)

ĉis matrix allows us to see how the submatrices of R are constrained for a particle with
reĚection symmetry across the xy plane.

ĉe simplest colloidal particle, a sphere, canbe treated thisway, although thismachinery
is not strictly necessary. It suffices to note that a sphere looks identical along any set of
orthogonal axes centered at the sphere center. It can then be shown that C = Ƥ, and that
K = KI andΩ = ΩI, where I is the Ƨ × Ƨ identity.

We next consider a dimer of two identical spheres. A dimer of two identical spheres
has three perpendicular planes of symmetry, as illustrated in Figure Ǎ.ǋ.ǉ(a). It also has an
axis of continuous rotational symmetry. As a consequence, the sub-matrices ofR have the
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following form [ǉǊǍ]:

K =

K‖ Ƥ Ƥ
Ƥ K⊥ Ƥ
Ƥ Ƥ K⊥

 ; Ω =

Ω‖ Ƥ Ƥ
Ƥ Ω⊥ Ƥ
Ƥ Ƥ Ω⊥

 (Ǎ.ǌǍ)

andC = Ƥ (if computed about the center of reaction.)
Trimers of three identical spheres have two orthogonal symmetry planes as well as a

threefold symmetry axis (Figure Ǎ.ǋ.ǉ(b)). Happel & Brenner treat the case of two or-
thogonal symmetry planes; these symmetries forceK andΩ to be diagonal

K =

Kƥ Ƥ Ƥ
Ƥ KƦ Ƥ
Ƥ Ƥ KƧ

 ; Ω =

Ωƥ Ƥ Ƥ
Ƥ ΩƦ Ƥ
Ƥ Ƥ ΩƧ

 (Ǎ.ǌǎ)

and most ofC to be zero

C =

Ƥ Ƥ Ƥ
Ƥ Ƥ CƦƧ

Ƥ CƧƦ Ƥ

 . (Ǎ.ǌǏ)

Happel & Brenner do not treat the case of a discrete symmetry axis, and so we work it out
here both for completeness and to illustrate the general approach. We will ėrst work out
the change-of-basis matrix for an arbitrary rotation by an angle θ about the z axis; we will
requireK,Ω, andC to be invariant under rotations of θ = Ʀπ

Ƨ and ƨπ
Ƨ . ĉematrixA is given

by

A =

 cos θ sin θ Ƥ
− sin θ cos θ Ƥ

Ƥ Ƥ ƥ

 (Ǎ.ǌǐ)

and its inverse by

A−ƥ =

cos θ − sin θ Ƥ
sin θ cos θ Ƥ
Ƥ Ƥ ƥ

 . (Ǎ.ǌǑ)
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We now computeK′ = AKA−ƥ withK from Equation Ǎ.ǌǎ:

K′ =

 Kƥ cosƦ θ + KƦ sinƦ θ −Kƥ sin θ cos θ + KƦ sin θ cos θ Ƥ
−Kƥ sin θ cos θ + KƦ sin θ cos θ Kƥ sinƦ θ + KƦ cosƦ θ Ƥ

Ƥ Ƥ KƧ

 .

(Ǎ.Ǎǈ)
For this to be identical to Equation Ǎ.ǌǎ, we must have

(−Kƥ + KƦ) sin θ cos θ = Ƥ. (Ǎ.Ǎǉ)

Since sin θ cos θ is nonzero for θ = Ʀπ
Ƨ and ƨπ

Ƨ , it follows thatKƥ = KƦ. ĉe same argument
gives Ωƥ = ΩƦ. Turning our aĨention toC′, we ėnd from Equation Ǎ.ǌǏ,

C′ =

 Ƥ Ƥ CƦƧ sin θ
Ƥ Ƥ CƦƧ cos θ

CƧƦ sin θ CƧƦ cos θ Ƥ

 . (Ǎ.ǍǊ)

It follows that CƦƧ and CƧƦ are both ǈ, and henceC vanishes entirely.
As we will subsequently discuss, we will also examine the possibility of weak symmetry

breaking due to particle polydispersity for the case of a trimer. ĉe simplest way to model
polydispersity is to have two spheres of the same size and one of a different size, as shown
in Figure Ǎ.ǋ.ǉ(c). In this case we have only the two planes of reĚection symmetry, and
Equations Ǎ.ǌǎ and Ǎ.ǌǏ apply. Note that the tensor components corresponding tomotion
along the x and y axes are now different, which gives us a way to search for this symmetry
breaking. Having all three particles of different sizes would result in there being a single
plane of reĚection symmetry, and there would be off-diagonal elements inK andΩ. ĉese
would be quite challenging to measure, however, as would the coupling terms that would
also become nonzero. Finally, we note that the axisymmetry of a dimer makes detecting
particle size differences from measurements ofD orR impossible.
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Ǎ.ǌ TļĹŃŇĹŉĽķĵŀ PŇĹĸĽķŉĽŃłň ŃĺD ĵłĸR

Computing the resistance tensor is in general a difficult task. Analytical solutions are gen-
erally possible only in cases where a suitable curvilinear coordinate system exists in which
the Stokes equation (Equation Ǎ.ǉǍ) can be solved by separation of variables. ĉe canoni-
cal example here is the sphere (seeHappel and Brenner [ǉǊǍ] or any standard text on Ěuid
dynamics for details.) Perrin computed the frictional forces on an ellipsoid [ǉǉǍ], andNir
and Acrivos found a solution for two touching spheres, which need not be the same size
[ǉǉǎ]. We rely heavily on the Nir and Acrivos solution to assess our dimer data, and so we
quote the results here. Nir and Acrivos found for the drag torque for a rotation perpendic-
ular to the dimer long axis,

T = −Ʀƭ.ƭƦπηaƧ. (Ǎ.Ǎǋ)

For translational drag along the axis,

F‖ = −ƫ.ƫƨƤπηa (Ǎ.Ǎǌ)

and perpendicular to the axis
F⊥ = −Ƭ.ƪƭƥπηa. (Ǎ.ǍǍ)

ĉe constants have been numerically computed via quadrature of complicated integrals
of Bessel functions [ǉǉǎ]. Aside from these geometries, however, numerical methods are
generally necessary. Finite-element methods are in principle capable of great generality
[ǉǋǉ–ǉǋǋ], but they can be time-consuming and inherently approximate.

Rather than explicitly solving the Stokes equations for some arbitrary geometry, itmight
occur to the reader that it might be possible to build up an arbitrary particle from subunits
made of particles for which the Stokes equations can be solved. ĉis intuition would be
correct, particularly for the sphere clusters we are interested in. We use a version of this
idea known as shell modeling, in which particles composed of spherical or ellipsoidal sub-
units are represented by shells composed of small spherical beads. An example of a shell
representation is given in Figure Ǎ.ǌ.ǉ. Of course, the Stokes forces on each of the beads
will not solely be given by the Stokes drag ƪπηa, but rather will also include hydrodynamic
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Figure 5.4.1: Shell model generated by HYDROSUB [134] for the computation of
the resistance tensor of a trimer of three identical spheres each with a diameter of
1.3 μm. The model consists of 2000 beads; note the inherent roughness of the bead
representation, particularly near the poles of the colloidal spheres. Rendering produced
by FirstGlance in Jmol (http://firstglance.jmol.org).

interactions, whereby the Ěow ėeld around any given subunit, will be affected by the Ěow
ėelds caused by all other subunits.

Shell models are necessary because the approximations required to treat the hydrody-
namic interactionsbetween spherical subunits assume that the subunit radius ismuch smaller
than the inter-subunit separations. Consider just the case of two spheres separated by a dis-
tance R. ĉe force on sphere ǉ, Fƥ, in the Stokes approximation will depend on both the
velocity of sphere ǉ, vƥ, as well as the velocity of sphere Ǌ vƦ:

Fƥ = −ƪπηavƥ − T−ƥvƦ. (Ǎ.Ǎǎ)

Here T is a Ƨ × Ƨ hydrodynamic interaction tensor. ĉe simplest approximation for T,
which considers the particles to be points, is the Oseen tensor [ǉǋǍ]:

T =
ƥ

Ƭπη|R|

(
I+

RR
|R|Ʀ

)
(Ǎ.ǍǏ)

where the second term contains an outer product in the numerator. ĉere are corrections
to the Oseen tensor due to Rotne and Prager of order aƦ/|R|Ƨ [ǉǋǍ–ǉǋǏ], but the point
remains that the subunit size needs to be small compared to the separation. Hence shell

ǉǉǈ
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modeling is necessary, and representing each sphere in a cluster as a single bead is inappro-
priate.

We perform the shell modeling hydrodynamic simulations using in this thesis using the
code HYDROSUB [ǉǋǌ]. ĉe accuracy of these simulations is approximately ǉƻ from
prior studies comparing the shell models to systems such as spheres and ellipsoids where
there are analytical solutions forR [ǉǋǏ, ǉǋǐ].

Ǎ.Ǎ MĹĵňŊŇĽłĻD

We now turn our aĨention to measuring the elements of the diffusion tensorD. Much as
we partitioned R into blocks describing translational, rotational, and coupling forces, due
to the generalized Stokes-Einstein relationD can be partitioned in a similar way:

D =

(
Dtt D†tr

Dtr Drr

)
. (Ǎ.Ǎǐ)

Dtt describes translational diffusion, Drr rotational diffusion, andDtr translation-rotation
coupling ⁵.

Conceptually, the Dtt translation block is the easiest to measure; we can simply apply
the displacement correlation tensor (Equation Ǎ.ǎ). In particular, to measure a diagonal
elementDi ofDtt, we can calculate a cluster-frame mean-squared displacement:

〈ΔxƦi (τ)〉 = ƦDiτ. (Ǎ.ǍǑ)

Here we use Δxi to denote a cluster-frame displacement (as opposed to qi, a generalized
displacement that could be either a translation or a rotation.) From DHM, we obtain for
each of the two holograms from which we calculate a displacement a set of orientational
Euler angles and a center-of-mass position. ĉe lab-frame cluster axis vectors ui based on

⁵ĉere are some subtle differences betweenD and R that we have ignored, having to do with origins.
One naturally describes R using an origin at the center of reaction, where the coupling tensor C is sym-
metric, sinceC andΩ are origin-dependent. ĉe diffusion tensorD is naturally described at the center of
diffusion, whereDtr is symmetric. ĉese are not necessarily the same point; see [ǉǊǎ] for details. Also, as
discussed by Harvey, inD it is theDrr block that is independent of origin [ǉǊǎ].
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the orientation in the ėrst frame are calculated. ĉen we calculate the laboratory-frame
displacement Δxlab and obtain the cluster-frame displacements Δxi by resolving Δxlab into
components parallel to the cluster axis vectors⁶.

Measuring the diagonal elements of the rotational block requires some additional theo-
retical development, since Equation Ǎ.ǎ only applies for short lag times and small angular
displacements (the notion of a ėnite vector angular displacement is ill-deėned, since ė-
nite rotations do not commute [ǉǊǑ].) It turns out that we can characterize the diagonal
elements of Drr, Dr,i, by calculating autocorrelations of the cluster axis vectors ui as they
diffuse in the laboratory frame [ǉǋǑ]:

〈ui(t) · ui(t+ τ)〉 = exp

Dr,i −
∑
j

Dr,j

 τ

 . (Ǎ.ǎǈ)

ĉis was ėrst worked out using operator techniques by Favro [ǉǋǑ]; it is also possible but
tedious to work this out using tensor techniques [ǉǊǌ]. We will indicate where this comes
from, as well as show how this reduces to an axis mean-squared displacement (as in Equa-
tion Ǎ.ǎ) via a primarily physical argument. We will (neglecting translation-rotation cou-
pling) derive a distribution function for rotational diffusion and then show how Equation
Ǎ.ǎǈ follows from it; this distribution will also turn out to be critical for assessing our ex-
perimental data.

Weėrst considerwhathappens for isotropic rotational diffusion, suchas that for a sphere,
and then generalize. ĉis rotational diffusion will be characterized by a single rotational
diffusion constant,Dr. Let us consider an imaginary ensemble of identical particles under-
going rotational diffusion, and observe the motion of one body axis ui. Suppose also that
we prepare the ensemble such that at t = Ƥ, ui lies at the same point on the unit sphere for
every particle; choose this to be at θ = Ƥ in polar coordinates without loss of generality.

⁶One might reasonably ask whether it maĨers that we choose the orientation from the ėrst frame. We
could just as easily choose the orientation from the last frame, or even try to interpolate in themiddle. We
have found that choosing either the ėrst or the last frame makes no difference.
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We seek to compute the probability distribution fi(θ, φ; τ) such that⁷∫ φƥ

φƤ

∫ θƥ

θƤ
fi(θ, φ; τ) sin θdθdφ (Ǎ.ǎǉ)

gives the probability of ėnding ui between φƤ and φƥ and between θƤ and θƥ at t = τ. We
write down the rotational version of the diffusion equation (which we could obtain from
Equation Ǎ.Ǎ) [ǉǋǍ]:

∂fi
∂t

= Dr∇Ʀfi. (Ǎ.ǎǊ)

ĉis must be solved with the initial condition

fi(θ, φ; Ƥ) =
δ(θ)

Ʀπ sin θ
, (Ǎ.ǎǋ)

where δ(θ) denotes the Dirac delta function. Upon separating variables and noting that
the spherical harmonics Ym` are eigenfunctions of the Laplacian, we obtain

fi(θ; τ) =
∞∑
`=Ƥ

YƤ`(Ƥ)Y
Ƥ
`(θ) exp (−`(`+ ƥ)Drτ) . (Ǎ.ǎǌ)

ĉis is independent of φ due to the symmetric initial condition; the spherical harmonics
withm = Ƥ are φ-independent.

We now argue that Equation Ǎ.ǎǌ applies for the more general case of a tensorial Drr

with an effective diffusion constant:

Dr,eff =
Dr,j + Dr,k

Ʀ
, (Ǎ.ǎǍ)

the mean of the rotational diffusion constants (diagonal elements of Drr) about the two
axes other than i. Wewill now consider preparing an ensemble of identical anisotropic par-
ticles such that at t = Ƥ, axisui for all the particles points in the samedirection. Clearly, the
time evolution of fi must be governed byDr,j andDr,k. In our ensemble, prepared such that

⁷ĉis probability density fi would arise from the general probability density σ(qi)/Ndeėned in Section
Ǎ.Ǌ.ǉ by integration over the spatial coordinates and over two of the angular coordinates.
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all particles initially have ui at θ = Ƥ, the particles will not all have the same orientation: uj
and uk can lie anywhere on the equator of the unit sphere. Consequently, observing only
themotion of ui, we will on average observe fi evolving according to an effective rotational
diffusion constantDr,eff whereDr,eff = (Dr,j + Dr,k)/Ʀ.

To compute the expected axis autocorrelations, we note that ui(t) · ui(t + τ) = cos θ,
where θ is the angle between the two vectors. Hence,

〈ui(t) · ui(t+ τ)〉 = Ʀπ
∫ π

Ƥ
cos θfi(θ; τ) sin θ dθ. (Ǎ.ǎǎ)

ĉis integralmay be evaluated if we note that PƤƥ (cos θ) = cos θ. ĉus, only the ` = ƥ term
in the expansion for fi has support in the integral. Using the orthogonality relation∫ π

Ƥ
P`(cos θ)P`′(cos θ) sin θ dθ =

Ʀ
Ʀ`+ ƥ

δ``′ , (Ǎ.ǎǏ)

we ėnd
〈ui(t) · ui(t+ τ)〉 = exp(−ƦDr,effτ). (Ǎ.ǎǐ)

ĉus, by calculating axis autocorrelations from experimental data, we can extract theDr,i.
For dimers, we calculate a related quantity, the axis mean squared displacement:

〈ΔuƦi (τ)〉 = 〈(ui(t+ τ)− ui(t))
Ʀ〉

= 〈uƦi (t+ τ)〉+ 〈uƦi (t)〉 − Ʀ〈ui(t) · ui(t+ τ)〉

= Ʀ (ƥ − exp(−ƦDr,effτ)) . (Ǎ.ǎǑ)

Note that for short times whereDr,effτ � ƥ, this reduces to

〈ΔuƦi (τ)〉 = ƨDr,effτ (Ǎ.Ǐǈ)

which can be compared to Equation Ǎ.ǎ. Here we get a factor of ǌ instead of Ǌ since we are
effectively combining two orthogonal angular displacements.

Finally, we note that in general ourmeasurements ofDrr aremore reliable than ourmea-
surements ofDtt the rotationalmeasurements rely only on the orientation anglesmeasured
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(a)

(b)

Figure 5.6.1: Rotational and translational correlation functions for a dimer of 1.3-
μm polystyrene spheres. (a) Axis MSD 〈ΔuƦ(τ)〉. Open symbols are measurements;
solid lines are a best fit to Equation. (b) Cluster-frame MSDs. Open symbols are
measurements; solid lines are linear fits. Triangle shows slope of 1 and indicates dif-
fusive behavior. Error bars are comparable in size to the plotting symbols or smaller.
Inset: orientation of dimer parallel (‖) and perpendicular (⊥) axes.

via DHM. Measuring translation-rotation coupling, Dtr, is a challenge we will brieĚy ad-
dress at the end.

Ǎ.ǎ DĽŁĹŇň

We present experimental data from a dimer of ǉ.ǋ-μm diameter polystyrene spheres. ĉe
clusters were produced using the arrested aggregation technique described in Chapter ǋ;
suspensions were loaded into sample cells produced from Ǐǎ μm-thick Mylar spacers. We
recorded ǊǊ,ǈǈǈ holograms at a frame rate of ǊǍ frames per second, with an exposure time
of ǉǏ.Ǎ μs, and ėt a model based on multisphere superposition that depended on a single
particle index, the radius of each particle, the dimer center-of-mass position, two Euler
angles, and the scaling parameter αsc.

Figure Ǎ.ǎ.ǉ presents our data. Weplot the axismean-squareddisplacementof thedimer
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Table 5.6.1: Measured diffusion tensor elements for dimer in Fig. 5.6.1, along with
analytical calculations from an exact Stokes solution [116] and numerical calculations
from hydrosub [134]. Calculations use a best-fit particle radius aeff = ƫƤƭ nm and
solvent viscosity ηeff = ƥ.ƥƩƭ mPa s.

Experiment Exact ļŏĸŇŃňŊĶ

Dr,⊥ (s−ƥ) ǈ.ǉǈǋǌ± ǈ.ǈǈǈǎ ǈ.ǉǈǋǌ ǈ.ǉǈǌ
D‖ (×ƥƤ−ƥƧ mƦs−ƥ) Ǌ.ǈǉǍ± ǈ.ǈǉǊ Ǌ.ǈǉǈ Ǌ.ǈǊ
D⊥ (×ƥƤ−ƥƧ mƦs−ƥ) ǉ.ǏǐǍ± ǈ.ǈǈǏ ǉ.ǏǑǈ ǉ.ǐǈ
D‖/D⊥ ǉ.ǉǊǑ± ǈ.ǈǉǉ ǉ.ǉǊǋ ǉ.ǉǊ

axis, u, in Figure Ǎ.ǎ.ǉ(a) (Equation Ǎ.ǎǑ). ĉis depends on the rotational diffusion con-
stants for rotations about the axes perpendicular to u, which we call Dr; axisymmetry
makes it impossible to observe rotations about the long axis. Cluster-frame mean squared
displacements are shown in Figure Ǎ.ǎ.ǉ(b). As can be seen, the behavior is diffusive. In all
cases, error bars (the computation of which is discussed in Appendix A) are smaller than
or comparable to the ploĨing symbols.

We determine the elements ofD reported in Table Ǎ.ǎ.ǉ by ėĨing the points in the cor-
relation functions in Figure Ǎ.ǎ.ǉ. For 〈ΔuƦ〉, we use Equation Ǎ.ǎǑ with Dr,eff = Dr,⊥.
ĉe ėt to a linear function of the cluster-frame translational diffusion perpendicular to the
long axis requires some explanation; it has a slope of ƨD⊥ since it combines motion along
the two perpendicular axes. ĉe experimental uncertainties in the measured elements of
D come from a ėt using the uncertainity in the correlation function points as weights. We
measure all the elements ofD to a precision of nearly ǈ.Ǎƻ.

We can compare these measured diffusion tensors to both the predictions of the Nir
& Acrivos solution [ǉǉǎ] as well as to HYDROSUB computations. ĉe ratio D‖/D⊥ is
dimensionless, and it depends only on a geometrical factor:

D‖/D⊥ = ƥ.ƥƦƧ. (Ǎ.Ǐǉ)

We ėnd excellent agreement between our measured ratio and the predicted value. Com-
paring individual tensor elements is somewhat more challenging since they depend on
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the sphere radius a, the solvent viscosity η, and the temperature kBT. Fortunately, for
dimers, with the Nir & Acrivos solution, we can ėnd best-ėt values. ĉe ratios Dr,⊥/D‖

andDr,⊥/D⊥ are bothonly dependent on aƦ andgeometrical factors. From these ratios, we
compute a best-ėt value of aeff = ƫƤƭ nm. ĉis is larger than the optical radius aopt = ƪƩƤ
nmobtained fromDHM.ĉe larger effective radius is consistentwith typical dynamic light
scaĨering measurements of the size of colloidal spheres, which show enhanced hydrody-
namic radii due to charge or hairy surface layers on the particles [ǉǌǈ, ǉǌǉ].

Ǎ.ǎ.ǉ SŃŀŋĹłŉ VĽňķŃňĽŉĽĹň

Subsequent to determining aeff, we determine the best-ėt solvent viscosity. We ėnd ηeff =
ƥ.ƥƩƭ mPa s for a sample temperature assessed as follows.

In actuality, it is the ratio kBT/η that is relevant. Knowing kBT and η independently is
not simple because the viscosity of our solvent, a density-matching mixture of water and
deuterated water, turns out to have a strong temperature dependence. We assessed this
by performing viscometry measurements using a Cannon-Manning capillary viscometer
and a temperature-controlled bath⁸. ĉese measurements are shown in Figure Ǎ.ǎ.Ǌ. It
is clear the solvent viscosity can vary by nearly Ǌǈƻ over a ǎ◦C temperature range. We
have moreover observed that room temperature in the laboratory can change by several
◦C over the course of a few hours, most likely due to the cycling of the building heating
and air conditioning systems. Moreover, particularly if the laboratory room temperature is
changing, the temperature in the sample, sealed in a glass sample cell, may differ from that
of the surrounding air.

Consequently, we believe that that the best way to estimate the solvent viscosity is to
observe the in situ diffusion of single colloidal spheres, which are always present in the
sample due to the arrested aggregation technique we use to make the clusters, either im-
mediately before or immediately aěer imaging the diffusion of a cluster of interest. ĉe
Stokes-Einstein relation gives the translational diffusion constant D in terms of the tem-

⁸We immersed the entire viscometer in a large beaker of water, whose temperature was controlled by
a Julabo HE-ǌ water bath. ĉis water bath can only heat and cannot cool. To be able to stably access
temperatures below the ambient room temperature, all viscometry measurements were performed in a
cold room.

ǉǉǏ



17 18 19 20 21 22 23

Temperature (◦C)

1.04

1.06

1.08

1.10

1.12

1.14

1.16

1.18

1.20

1.22

η
(m

P
a

s)

Figure 5.6.2: Temperature dependence of solvent viscosity. Data points, open sym-
bols, were measured with a Cannon-Manning capillary viscometer. The solid line is a
best-fit quadratic function that allows for interpolation between the measured points.

perature T, the particle radius a, and the solvent viscosity η:

D =
kBT
ƪπηa

. (Ǎ.ǏǊ)

Using Eq. Ǎ.ǏǊ, once we determine D for a diffusing sphere of radius a, we can infer the
ratio kBT/η. Because of the strong temperature dependence illustrated in Figure Ǎ.ǎ.Ǌ,
kBT and η should not be viewed as independent parameters. Moreover, from dimensional
considerations, the elements ofD are always proportional to kBT/η. Once we determine
kBT/η, we use the best-ėt line to the data in Figure Ǎ.ǎ.Ǌ to infer η and kBT separately.
While this is not the usual context in which microrheological experiments are performed,
we essentially treat the diffusing single spheres as in situ thermometers.

We obtain D from an MSD computed from the ǋD trajectory of a diffusing particle:
〈ΔrƦ(τ)〉 = ƪDτ. In all cases, we obtain the trajectory using DHM and record holograms
at ǊǍ frames per second. Weobtain a radius, index of refraction, and ǋDposition fromeach
hologram by ėĨing a model based on the Lorenz-Mie solution [ǍǑ].

For the dimer experiment, which used particles with a nominal radius of ǎǍǈ nm, we
measureD = Ʀ.ƩƧƧ± Ƥ.Ƥƥƫ× ƥƤ−ƥƧ mƦs−ƥ for a diffusing particle with an optical radius of
ǎǋǑ nm. If we assume that the particle has the same enhanced hydrodynamic radius of ǏǈǑ
nm as we inferred from the dimer data, independent of any considerations of kBT or η, we
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can subsequently use thedata inFigure Ǎ.ǎ.Ǌ to infer a solvent viscosity of ǉ.ǉǐǏmPa s. ĉis
is within ǋƻ of the best-ėt solvent viscosity, ǉ.ǉǍǑmPa s, inferred from the dimer diffusion
constants and assuming the same temperature. ĉe consistency of these values, alongwith
the excellent agreement between the measured and predicted values of D‖/D⊥, which is
independent of a and kBT/η, validates our dimer measurements.

Ǎ.ǎ.Ǌ CŃŁńĵŇĽňŃł ŉŃ HYDROSUB

We have determined best-ėt parameters aeff and ηeff and shown they are reasonable. As
can be seen in Table Ǎ.ǎ.ǉ, these values give rise to predictions that agree well with the
measurements. We also compare the predictions of the exact Nir & Acrivos solution to
HYDROSUB calculations. Note the small,∼ ƥƻ differences, particularly forDr,⊥. We can
conclude that our measurement accuracy is at least comparable to, if not beĨer than, that
of HYDROSUB.

Ǎ.Ǐ TŇĽŁĹŇň

Because trimers are not axisymmetric, we can observe rotations about all three axes, and
we can measure all the diagonal elements ofD. We prepared a trimer from ǉ μm-diameter
polystyrene spheres and observed its diffusion for Ǌǈ,ǈǈǈ frames at ǊǍ frames per second.
We ėt a model using one radius for all particles, one refractive index, the center-of-mass
position, three Euler angles, and αsc.

ĉe model for the trimer holograms has an additional orientational degree of freedom
compared to themodel for the dimer holograms. We have noticed that on occasion the ėt-
ter converges to best-ėt parameters that result in the best-ėtmodel hologramhaving subtle
differences when compared to the experimental hologram; this usually stems from the ori-
entation angles being incorrect. We do not observe this problem for the dimer holograms.
Todetect hologramswith potentially incorrect best-ėt parameters, we inspect theRƦ statis-
tic [ǉǌǊ] of the ėts. We also compute a χƦ statistic for a binary version of the experimental
and best-ėt holograms, where all pixels above the mean of ǉ are set to a value of ǉ and all
remaining pixels are set to a value of ǈ. ĉe binary image is much more sensitive to the
shape of the interference fringes.
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Whenwe compute correlation functions such asmean-squared displacements from the
trimer holograms, we reject the contribution from any holograms where either RƦ or bi-
nary χƦ is worse than Ǌ standard deviations from a rollingmean. Manual inspection of Ǌǈǈ
randomly chosen trimer holograms that were not rejected under these criteria revealed Ǐ
questionable ėts. We infer from the Poisson distribution that, to a ǑǑƻ conėdence level,
the percentage of remaining bad ėts is less than ǐƻ. We also reject the contribution from a
given pair of holograms if the probability of obtaining either a center ofmass displacement
or angular displacement of the observed magnitude is less than ƥƤ−Ʃ. We compute these
probabilities using estimates for the diffusion tensor elements, and choose the threshold
of ƥƤ−Ʃ to avoid biasing the observed distribution and tomake the cutoffs weakly sensitive
to the estimates forD.

Performing this cutoff procedure requires knowing the probability distributions gov-
erning translational and rotational displacements. ĉe probability distribution for trans-
lational displacements is Gaussian, but the distribution function for rotational displace-
ments is not, but is rather governed by Equation Ǎ.ǎǌ with an effective rotational diffusion
constant, Dr,eff. Recall that Dr,eff = (Dr,j + Dr,k)/Ʀ, where Dr,j and Dr,k are the elements
ofDrr describing rotations about the two cluster axes other than i.

Aěerperforming the cutoffprocedures,wecancompute axis autocorrelations andcluster-
frame mean-squared displacements. In Fig. Ǎ.Ǐ.ǉ, we show the axis autocorrelations 〈ui ·
ui(t+ τ)〉 computed from Ǌǈ,ǈǈǈ holograms, as well as best ėts to exponential decays. ĉe
autocorrelation of axis ǋ decays more rapidly than the autocorrelations of axes ǉ and Ǌ, in
agreement with expectations: as shown in Eq. Ǎ.ǎǈ, 〈uƧ(t) · uƧ(t + τ)〉 depends on Dr,ƥ

and Dr,Ʀ, both of which should be larger than Dr,Ƨ due to hydrodynamics. ĉe elements
of the diffusion tensor that we extract from this data are shown in Table Ǎ.Ǐ.ǉ. ĉe differ-
ence betweenDr,Ƨ and bothDr,ƥ andDr,Ʀ is much larger than the experimental uncertainty,
showing clear evidence for anisotropic rotational diffusion. ĉe translational diffusion we
observe is similarly anisotropic (Fig. Ǎ.Ǐ.Ǌ and Table Ǎ.Ǐ.ǉ).

Table Ǎ.Ǐ.ǉ also shows comparisons between our measurements and HYDROSUB cal-
culations, for which we once again need an effective particle size and viscosity. For the
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Figure 5.7.1: (a) Cluster axis autocorrelations 〈ui(t) · ui(t + τ)〉 for a trimer of 1-μm
diameter spheres, showing anisotropic rotational diffusion. Open symbols are exper-
imental measurements; error bars are comparable to or smaller than symbols. Solid
lines are fits to exponential decays. Inset shows cluster axis orientation. (b) Residuals
for fits of a single exponential decay to the in-plane axis autocorrelations (i = ƥ and
Ʀ). Solid line indicates best fit exponential. Red (light) and blue (dark) shaded regions
denote error bars.
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Figure 5.7.2: Body-frame MSDs for the same trimer in Fig. 5.7.1. See inset in
Fig. 5.7.1 for axis orientations i. Open symbols are experimental measurements; error
bars are comparable to or smaller than symbols. Solid lines are linear fits. Triangles
show MSD slope of 1.
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Table 5.7.1: Measured diffusion tensor elements for trimer shown in Figs. 5.7.1 and
5.7.2 with comparisons to computations from hydrosub [134]. Computations use
a = ƩƤƤ nm obtained optically from the best-fit hologram models and η = ƥ.Ƥƨƭ mPa s
from single-particle diffusion data; the difference in η from the dimer measurements is
due to a difference in room temperature.

Experiment ļŏĸŇŃňŊĶ

Dr,ƥ (s−ƥ) ǈ.ǊǏǐ± ǈ.ǈǈǊ ǈ.ǊǑǎ
Dr,Ʀ (s−ƥ) ǈ.ǊǏǈ± ǈ.ǈǈǊ ǈ.ǊǑǎ
Dr,Ƨ (s−ƥ) ǈ.Ǌǉǈ± ǈ.ǈǈǊ ǈ.ǊǊǈ
Dr,ƥ/Dr,Ƨ ǉ.ǋǊ± ǈ.ǈǊ ǉ.ǋǌ
Dr,ƥ/Dr,Ʀ ǉ.ǈǋ± ǈ.ǈǊ ǉ.ǈǈ
Dt,ƥ (×ƥƤ−ƥƧ mƦs−ƥ) Ǌ.ǌǎǎ± ǈ.ǈǉǍ Ǌ.ǎǌ
Dt,Ʀ (×ƥƤ−ƥƧ mƦs−ƥ) Ǌ.ǌǌǎ± ǈ.ǈǉǍ Ǌ.ǎǌ
Dt,Ƨ (×ƥƤ−ƥƧ mƦs−ƥ) Ǌ.ǋǏǊ± ǈ.ǈǉǍ Ǌ.ǌǉ
Dt,ƥ/Dt,Ƨ ǉ.ǈǌ± ǈ.ǈǉ ǉ.ǈǑ

trimer experiment, we measuredD = Ƨ.ƭƭƪ ± Ƥ.ƤƩƩ × ƥƤ−ƥƧ mƦs−ƥ for a diffusing sphere
of nominal radius Ǎǈǈ nm. With no analytical theory as we had for dimers, we cannot rig-
orously ėnd a best-ėt radius for the trimer. We take the optical radius of the particle, ǍǉǏ
nm, as an estimate of the particle size and use the data in Figure Ǎ.ǎ.Ǌ to infer η = ƥ.Ƥƨƭ
mPa s, the value we use in the ļŏĸŇŃňŊĶ calculations.

Ǎ.Ǐ.ǉ VĹŇĽĺŏĽłĻ FĽŉň

As a ėnal veriėcation that our holographic imaging is correct and that any remaining errors
do not substantially affect the dynamics wemeasure, we compute probability distribution
functions for the dynamical quantities we use to measure D from the data. Figure Ǎ.Ǐ.ǋ
shows a representative sample for several lag times τ. We ėrst examine the cosine of the
angle traversed by uƧ, or uƧ(t) · uƧ(t + τ), in Figure Ǎ.Ǐ.ǋ(a). Aside from a noise Ěoor, we
ėnd that the measured distributions agree well with the expected distribution computed
from Eq. Ǎ.ǎǌ and the measured values of Drr. We observe similarly good agreement for
the distribution of particle-frame displacements along axis ǋ shown in Figure Ǎ.Ǐ.ǋ(b).
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Figure 5.7.3: Distribution functions for trimer angular displacements and cluster-
frame displacements. Histogram points computed from experimental data are shown
in open symbols; solid lines show theoretical predictions computed from elements of
D reported in Table II of the body of the paper. (a) Rotational dynamics of uƧ. Pre-
dicted distribution computed from Eq. 5.64. (b) Cluster-frame displacements along
axis 3. Theoretical distribution is a Gaussian with a mean of 0 and a variance of
ƦDt,Ƨτ.
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Figure 5.7.4: Simulations of asymmetry between in-plane diagonal elements of Drr

for a trimer where one particle is smaller than the other two. Simulations (open sym-
bols) performed using HYDROSUB. The solid line is a fit to a cubic polynomial, al-
lowing for interpolation. Inset shows labeling of the particles; spheres 2 and 3 have
the same radius a.

Ǎ.Ǐ.Ǌ WĹĵĿ SŏŁŁĹŉŇŏ BŇĹĵĿĽłĻ

Interestingly, althoughourmeasurementsof thedimensionless ratiosDr,ƥ/Dr,Ƨ andDt,ƥ/Dt,Ƨ

agreewellwith theļŏĸŇŃňŊĶpredictions, weobserve small but statistically signiėcant dif-
ferences between the elements ofD corresponding to the two in-plane axes ǉ and Ǌ. If the
particles in the trimer are identical, the threefold symmetry axis of the trimer ensures that
Dt,ƥ = Dt,Ʀ and Dr,ƥ = Dr,Ʀ. ĉus the differences between these elements of the tensor
imply that the particles in our trimer are not in fact identical. We performed ļŏĸŇŃňŊĶ
calculations to conėrm that weakly breaking threefold symmetry results in differences be-
tween the in-plane elements ofD. A plot of the results from these calculations is shown in
Figure Ǎ.Ǐ.ǌ.

Ourmeasured ratioDr,ƥ/Dr,Ʀ = ƥ.ƤƧ±Ƥ.ƤƦ corresponds to a ǋƻ size difference between
the spheres. ĉis is consistent both with the particle manufacturer’s certiėcate of analysis
as well as with particle size differences determined fromėĨing ǉǈǍ hologramswith all radii
allowed to vary. ĉis shows that the measurements are precise enough to detect the weak
breaking of threefold rotational symmetry due to particle polydispersity.
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Ǎ.ǐ CŃŁńĵŇĽňŃł ŉŃCŃłĺŃķĵŀMĽķŇŃňķŃńŏ

ĉeprecisionwithwhichwemeasure elements ofD consequently increaseswith the num-
ber of observed displacements and hence with the length of the trajectories we observe.
ĉe rapid acquisition times of holographic microscopy give it an advantage over comple-
mentary ǋD imaging techniques such as confocal microscopy in that a considerably larger
number of ǋD images can be acquired in the same amount of experimental time.

ĉemain advantage of holographicmicroscopy over confocalmicroscopy, however, lies
in thegreater sensitivityof experimentsusingholographicmicroscopy toweakly anisotropic
diffusion. In confocal experimentsondiffusion, the acquisition timeneeded to scan through
a ǋD volume (∼ ƥ s or more) requires the dynamics to be slowed down through the use
of larger particles andmore viscous solvents. ĉis results in the elements ofD beingmuch
smaller. For example, tetrahedral sphere clusters used in confocal measurements of diffu-
sion [ǉǊǉ] have an isotropic rotational diffusion constant of Dr ∼ Ʃ × ƥƤ−Ƨ s−ƥ, nearly
two orders of magnitude smaller than in our trimer experiment. Consequently, given the
same amount of experimental time, confocal experiments access much shorter timescales
relative to the rotational diffusion times than holographic experiments. ĉismakes itmore
challenging to observe statistically signiėcant anisotropy inD, as we now show.

Demonstrating anisotropic diffusion requires showing that the ratio of the rotational au-
tocorrelation functions about axes i and jdiffers fromǉby a statistically signiėcant amount.
Eq. ǋ of our manuscript gives this ratio in terms of the relevant elements ofD:

〈ui(t) · ui(t+ τ)〉
〈uj(t) · uj(t+ τ)〉

= exp
[
−(Dr,j − Dr,i)τ

]
(Ǎ.Ǐǋ)

≈ ƥ − (Dr,j − Dr,i)τ + . . . (Ǎ.Ǐǌ)

where we have assumed in the second step that the anisotropy is small. ĉe ratio differs
fromǉ inproportion to themagnitudeof thedifference in the rotational diffusion constants,
rather than in proportion to the relative difference. Consider a confocal experiment and a
holographic experiment on systemswith the same relative anisotropyDr,i/Dr,j, where both
experiments measure the same number of independent displacements over the same time
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interval τ. Both experiments will compute autocorrelations at τ with the same precision
and will require similar amounts of experimental time. But for the confocal experiment,
(Dr,j − Dr,i)τ will be smaller, and may even be comparable to the measurement precision
of the autocorrelations. ĉus, because holographic microscopy can study more rapidly
diffusing clusters, it is easier to observe weakly anisotropic diffusion, as we show in our
measurement of the the ǋƻ difference betweenDr,ƥ andDr,Ʀ for the trimer.

Ǎ.Ǒ SŊŁŁĵŇŏ

Wehave studied the anisotropic diffusionof colloidal sphere dimers and trimers. Ourmea-
surements reveal how the diffusion tensorD evolves as symmetries get broken. Alongwith
Kraě and co-workers at NYU, we have made one of the ėrst measurements of anisotropic
rotational diffusion. We have demonstrated that the technique we use, digital holographic
microscopy, is capable of measuring elements of D to precisions of ǉƻ or beĨer, enough
so that it is possible to detect weak symmetry breaking due to particle polydispersity. ĉe
high precision of these measurements is enabled by the short acquisition times of DHM,
which in contrast to confocal measurements allow us to observe rapidly diffusing systems
on time scales ranging from a fraction of a rotational diffusion time ƥ/Dr,i to hundreds.

Our measurements based on DHM also suggest how diffusion constants in environ-
ments relevant to self-assembly, such as near other particles or boundaries, can be mea-
sured with high precision.
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6
Conclusions andOutlook

In this thesis we have measured dynamics of multiple colloidal spheres in ǋD. We here
describe some possible extensions of this work and some general concluding thoughts.

ǎ.ǉ FŊŉŊŇĹWŃŇĿ

We discussed nonspherical colloids at the beginning of this thesis. An obvious extension
of the work would be to study the dynamics of other types of nonspherical particles, be-
side sphere clusters. In particular, an ongoing project involving stabilizing emulsions seeks
to study the behavior of ellipsoidal particles on interfaces. Modeling holograms of these
particles would be straightforward using EBCM codes such as that of Mishchenko et al.
[ǐǏ].

While the computational challenges are daunting, it is conceivable to use other types of
scaĨering models, namely the DDA, to study particles that are not axisymmetric or uni-
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form. We are currently engaged in studies of the dynamics of Janus spheres, partly coated
with metal on one side, using DDA models and DHM.

ĉerearepossible extensionsof thediffusionexperiments. RecentlyKraěandcolleagues
havemeasured translational-rotational coupling in asymmetric clustersmade of spheres of
different sizes and compositions [ǉǊǋ]. We note that it is in principle possible to observe
translation-rotation coupling in chiral clusters of identical spheres; the smallest such clus-
ter has Ǐ spheres. Also, recent theoretical work by Moths and WiĨen has suggested how
sedimenting anisotropic sphere clusters might achieve complete orientational alignment
[ǉǌǋ]. In cases like these, the fast time resolution and inherent precision of DHMwith ėts
of scaĨering solutions might make it a useful experimental tool.

Weare also interested in continuing studies of the self-assembly of colloidal spheres, par-
ticularly the nucleation and growth of clusters containing up to∼Ǌǈ particles. FiĨing scat-
teringmodels of clusters containing this many particles to experimental holograms will be
a challenge, but one that should be achievable. We have successfully simulated holograms
of Ǌǈ-particle clusters undergoing a structural transition inwhichoneparticle rolls, and can
successfully ėtmodels to the holograms and detect thismotion. GeĨing initial guesseswill
be the primary challenge here, but here using core-shell particles can help. In particular, we
can coat∼ǉǈǈ nm polystyrene cores with either PNIPAM or silica shells to build micron-
sized composite particles and index-match the shellswith an aqueous solvent. For particles
that effectively scaĨer much more weakly, as these would, reconstruction should be much
more useful than it is for particles made of strongly-scaĨering, homogeneous polystyrene
spheres.

ǎ.Ǌ LĽŁĽŉň ŃłDHM

A natural question to ask as we consider possible future work that can be done with DHM
is whether we will reach the limits of using DHM along with scaĨering solutions to study
colloidal particles and clusters, particularly in terms of the number of particles (or, effec-
tively, the number of degrees of freedom in the ėt of a scaĨering solution.) ĉere are two
limiting factors: practical limits arising from computational challenges, and fundamental
physical limits.
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While the computational challenges of routinely ėĨing holograms of clusters of more
than∼ǉǈ spheres are real, they are surmountable largely becausemost of the required com-
putations are embarassingly parallelizable. Any technique involving ėĨing a scaĨering so-
lution to an experimental hologram requires one to compute the scaĨering solution for
many values of the ėt parameters (such as computing the Jacobianmatrix in a least-squares
algorithm.) Both the computation of single scaĨering solutions and the many computa-
tions needed for ėĨing can be parallelized. For scaĨering solutions that involve the expan-
sion of the scaĨered ėeld over some set of basis functions (such as the Mie solution or the
multisphere superposition method), the computational tedium has generally come from
having to calculate the basis functions and sum the series at many points on a hologram,
rather than from computing the series expansion coefficients ¹. But the computations at
each point are independent. Similarly, computations of the scaĨering solution for different
parameter values are independent. While extensive parallelization efforts have not been
undertaken, and have not yet been necessary, they would be in principle straightforward.

Moreover, signiėcant speed-ups in ėĨing scaĨering solutions have recently come about
by ėĨing to a random subset of the pixels in a hologram rather than to all of the pixels. For
cases such as single colloidal spheres, we can get away with ėĨing as few as ǉ-Ǌƻ of the
pixels in a ƦƩƪ × ƦƩƪ hologram, thus obtaining a nearly Ǎǈ-fold speed-up. A manuscript
about this technique is currently in preparation.

ĉe more pressing question, however, is whether there is a fundamental physical limit.
Is there some maximal number of particles (or density of particles within a given volume)
beyond which it will be impossible to either obtain initial guesses or ėt scaĨering models?
Clearly some limit exists – illuminating amacroscopic volume of a dense colloidal suspen-
sion would result in a speckle paĨern from which it would not be possible to extract mi-
croscopic information. Recall the fundamental mathematical description of a hologram:

I = |Einc|Ʀ + Ʀ<{E∗
inc · Escat}+ |Escat|Ʀ . (ǎ.ǉ)

Speckle fundamentally arises from the third term here: the speckle paĨern arises from the

¹Even in cases where this could potentially be problematic, such as for a multisphere superposition
calculation for ∼ ƥƤƤ particles, the computation of the expansion coefficients can be parallelized [ǉǌǌ].
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Figure 6.2.1: Left: contribution from hologram term linear in Escat to a hologram
of 8 spheres in a cube with a 3 μm side length. Right: contribution of the term
quadratic in Escat.

interference of the ėelds scaĨered from different particles with each other rather than in-
terference with the incident beam. Moreover, reconstruction, which can be crucial for
helping to ėnd initial guesses, relies on ignoring the third term. It would thus seem plausi-
ble that where the third term dominates the second term, which encodes the phase of the
scaĨered wave, usefully analyzing digital holograms is likely to be difficult.

We veriėed this assertion through simulating holograms of ǉ μm-diameter polystyrene
spheres randomly dispersed in a cubical box. Wewere then able to separately compute the
normalized contributions of the second and third terms in ǎ.ǉ. Some results are presented
below.

We ėrst consider the case in Figure ǎ.Ǌ.ǉ where ǐ particles are dispersed in a ǋ μm box.
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Figure 6.2.2: Same as Figure 6.2.1, but for 12 spheres in a cube with a 3 μm side
length.
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Figure 6.2.3: Same as Figure 6.2.1, but for 32 spheres in a cube with a 5 μm side
length.
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ĉe second-order contribution is only large near the forward direction, and the second or-
der term also has lower spatial frequencies than the linear hologram term. Conėgurations
like these are easy to analyze with reconstruction, and ėĨing is straightforward.

ĉe case of ǉǊ particles in the same box, Figure ǎ.Ǌ.Ǌ, is somewhat more challenging.
It was impossible to detect all the particles by reconstruction, although a ėt in which the
particle coordinates were perturbed from their known values was successful. Here we ėnd
larger contributions from the second-order term over a larger portion of the hologram.

But when ǋǊ particles are dispersed in a Ǎ μmbox (Figure ǎ.Ǌ.ǋ), the second-order term
swamps the linear term over much of the hologram. Reconstruction uĨerly fails in this
case, where near the forward direction the hologrambegins to look reminiscent of speckle.
Fits of a scaĨering model have not been aĨempted, but might be challenging. It is not yet
clear whether this case is truly impossible to deal with, and a more detailed investigation
is needed. Nonetheless, these examples do suggest that DHM is likely to be successful so
long as the contribution linear in Escat dominates.

ǎ.ǋ FĽłĵŀ RĹŁĵŇĿň

ĉis thesis has largely concerned the development of DHM for imaging multiple parti-
cles. When I began my graduate research, high-precision particle detection from digital
holograms was in its infancy. It has been a privilege to help to develop DHM as a tool for
studying the dynamics of multiple particles to the point where it has been possible for the
ėrst time to make precision measurements of anisotropic ǋD diffusion. While both tech-
nical challenges and some fundamental questions about ultimate limits remain, I close this
work with the knowledge and hope that the range of physical questions that DHM will
help to address will only continue to grow.
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A
Error Analysis andDynamical Correlation

Functions

A.ǉ IłŉŇŃĸŊķŉĽŃł

As we have described in Chapter Ǎ, we have made measurements of elements of the diffu-
sion tensorD to a precision of ǉƻ or beĨer. Such a claim, upon which hinges our conclu-
sions that we havemeasured anisotropic rotational diffusion andweak symmetry breaking
due to particle polydispersity, requires careful justiėcation. In this Appendix we address
the issue of uncertainties in dynamical correlation functions.

Tomeasure an element ofD, we generally need to compute a correlation function. ĉis
might be a cluster-frame mean-squared displacement:

〈ΔxƦi (τ)〉 = ƦDt,iτ (A.ǉ)
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or an axis autocorrelation:

〈ui(t) · ui(t+ τ)〉 = exp

Dr,i −
∑
j

Dr,j

 τ

 . (A.Ǌ)

It is obvious that the uncertainties we report inDt,i orDr,i will depend on the uncertainties
in the correlation functions. ĉis is true whether we report tensor elements from a single
correlation function computed at a single time interval τ (in which case the relative uncer-
tainties will be equal) or if we compute for many intervals and perform a weighted regres-
sion, as we do throughout Chapter Ǎ. In particular, the covariancematrix from a nonlinear
least squares regression can provide error estimates on ėt parameters, such as the elements
of D, so long as the points being ėt (here, correlation functions) are weighted with ap-
propriate ƥσ errors. Correctly computing the error bars on these correlation functions is
therefore critical.

An underlying physical distribution underlies all Brownian processes. ĉis is easiest to
understand for ǉ-dimensional translationalBrowniandiffusion characterizedby adiffusion
constantD. While we have not explicitly derived this in Chapter Ǎ, it is straightforward to
show that the probability density function for taking aBrownian stepΔx isGaussian [ǉǋǈ]:

P(Δx) =
ƥ√

Ʀπ〈ΔxƦ(τ)〉
exp
[
− (Δx)Ʀ

Ʀ〈DeltaxƦ(τ)〉

]
=

ƥ
ƨπDτ

exp
[
−(Δx)Ʀ

ƨDτ

]
. (A.ǋ)

ĉephysical quantity wewant to know,Dt,i, is related to the variance σƦ of the parentGaus-
sian distribution. To estimate the unknown variance, we experimentally observe some
numberN of displacements and calculate 〈ΔxƦi 〉. If we chooseN sufficiently large, we can
get a good estimate of σƦ. ĉis Appendix will primarily focus onmaking “sufficiently large”
and “good estimate” more quantitatively precise.

Suppose that I as an experimenter observe N independent displacements, from which
I calculate 〈ΔxƦi 〉. If I choose a different set of N independent displacements, I will get a
different value for 〈ΔxƦi 〉. It turns out that for an underlying Gaussian parent distribution,

ǉǋǍ



Figure A.1.1: (a) Parent Gaussian distribution for 1-dimensional translational diffu-
sion where ƦDτ = ƥ μmƦ (Equation A.3. (b) Histogram of 1000 imaginary displace-
ments. Displacements obtained by choosing 1000 random numbers with a mean of 0
and variance of 1. Note that the sample variance differs from 1. (c) Same as (b), but
for a different set of 1000 displacements.

Figure A.1.2: Distributions of MSDs obtained from Nexp = ƥƤƤƤ simulated exper-
iments in which N displacements are sampled. Simulations performed by choosing
normally distributed random numbers with a mean of 0 and variance of 1 μmƦ. (a)
N = ƥƤƤƤ. (b) N = ƨƤƤƤ. The distribution in (b) is about half as wide as in (a),
illustrating the approximate ƥ/

√
N scaling of the standard error of the variance.

if I carry out this process ofmeasuringN independent displacementsNexp times, the distri-
bution of MSD’s I observe will in fact be approximately normally distributed ¹. ĉe error
bar σ on theMSD I need to calculate, therefore, is going to be related to the variance of this
distribution of variances.

Figures A.ǉ.ǉ and A.ǉ.Ǌ may help to clarify these issues. ĉe parent distribution Gaus-
sian distribution governing the Brownian displacements at a ėxed time interval is shown
in Figure A.ǉ.ǉ(a). Any experiment samplingN displacements governed by this Gaussian

¹Technically, the distribution is a chi-square distribution withN− ƥ degrees of freedom, but for large
N the distribution is approximately Gaussian by the central limit theorem [ǉǌǍ, ǉǌǎ].
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distribution will result in a set of displacements. Each set of displacements will be differ-
ent and will have a slightly different sample mean and variance, as can be seen in Figures
A.ǉ.ǉ(b) and (c). Note that the experimentally observed variance differs from the true
variance. If we do the sampling experiment Nexp times, we can build up a distribution
of variances, as in Figure A.ǉ.Ǌ, where we show histograms of the MSD’s we observe for
performing Nexp = ƥƤƤƤ experiments where we observe N displacements. Clearly, the
distribution becomes sharper asN increases.

In a computer simulation based on sampling randomnumbers, like this one, performing
hypothetical experiments many times is almost trivial, and one could analyze the distribu-
tions in Figure A.ǉ.Ǌ to estimate their width, which would be related to the desired MSD
uncertainty. Performing a comparable number of real experiments with DHM and diffus-
ing clusters is impractical. We thus need a means of estimating the uncertainty in a MSD
or other dynamical correlation function from a single experiment.

For the case of translational Brownian motion, this is possible because of the standard
error of the variance. ĉe sample variance follows a χƦ distribution, fromwhich the relative
standard error of the variance, σvar/var, can be computed [ǉǌǍ]:

σvar
var

=

√
Ʀ

Nind − ƥ
(A.ǌ)

where Nind is the number of independent displacements². Equation A.ǌ gives the experi-
mental ǉ-sigma relative uncertainty in anMSD.ĉe ƥ/

√
N dependence is apparent in Fig-

ure A.ǉ.Ǌ.
We have said nothing, however, about how Nind is to be determined. In a real experi-

ment, we observe a trajectory and obtain a list of particle positions of lengthNtraj at evenly
spaced time intervals: xƥ, xƦ, . . ., xNtraj . For displacements of ǉ time step, we have xƦ − xƥ,
xƧ − xƦ, . . ., forNtraj − ƥ independent displacements. But trouble arises for displacements
of larger time steps. For the case of two time steps, for instance, we could compute xƧ− xƥ,
xƨ − xƦ, and so on. ĉe problem is that these two displacements overlap and are not inde-

²We must distinguish between the true but unknown variance σƦ and the sample variance SƦ (the ex-
perimental MSD.) It is (Nind − ƥ)SƦ/σƦ that follows a chi-squared distribution χƦNind−ƥ with a variance of
Ʀ(Nind−ƥ) [ǉǌǍ]. ĉe result in EquationA.ǌ follows from the square root of this, noting that for a constant
a and a random variable X, var(aX) = aƦvar(X).
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pendent.
ĉere are three viable ways to proceed:

ǉ. Choose N non-overlapping displacements, and then use the standard error of the
variance (Equation A.ǌ) withNind = N.

Ǌ. Calculate all possible displacements, including overlapping ones, but estimateNind

in some other way. ĉereaěer, use Equation A.ǌ.

ǋ. Use a block decorrelation technique to estimate the error on an average of correlated
data.

We reject the ėrst possibility because we inherently throw out a great deal of information,
particularly involving displacements at larger intervals, when we restrict ourselves to non-
overlapping intervals. Consider a trajectory ǉǈǉ time steps long. We can compute Ǒǈ pos-
sible displacementswith an interval of ǉǈ time steps, but only ǉǈnon-overlappingdisplace-
ments.

ĉe second approach is a frequently used one in colloid physics, and will hereaěer be
called CGW aěer its proponents John Crocker, David Grier, and Eric Weeks. ĉe ap-
proach, to the author’s knowledge, has not been described in detail in peer-reviewed lit-
erature, but is described in the documentation of IDL particle tracking codes by these
authors: http://www.physics.emory.edu/~weeks/idl/msd.html. For a trajec-
tory of lengthN timesteps, it is possible to calculateN−ndisplacements betweenpositions
n timesteps apart. ĉenumberof non-overlappingdisplacementswouldbe (N−n)/n. ĉe
number of independent steps in the CGW is then given by

Nind,CGW = Ʀ
N− n
n

(A.Ǎ)

or twice the number of strictly independent displacements. While this ad hoc factor of
Ǌ seems reasonable, the author is not aware of a rigorous justiėcation for it. ĉe CGW
approach also requires that the underlying distribution be Gaussian. ĉis is a reasonable
assumption for translational Brownian motion. But it is only approximately valid for axis
mean-squared displacements in rotational Brownian motion, and even without detailed

ǉǋǐ
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computations it would seemobvious that the axis autocorrelation 〈ui(t) ·ui(t+τ)〉 cannot
be governed by a Gaussian distribution, since the dot product cannot exceed ǉ.

We thus favor the third approach, based on a block decorrelation technique ėrst de-
scribed by Flyvbjerg and Petersen [ǉǌǏ]. We will hereaěer refer to this method as the FP
method. We will describe FP block decorrelation algorithm, and then present simulations
comparing FP to CGW for simulated Brownian dynamics.

ĉe author ėrst became aware of the FPmethod through Savin andDoyle’s work on the
statistical issues involved in multiple particle tracking in homogeneous materials [ǉǌǐ].
Aside from Savin and Doyle’s work, the FP technique appears to have received liĨle at-
tention from experimentalists, and certainly not for assessing standard errors on single-
particle diffusion. We note that Flyvbjerg and Petersen, in their ǉǑǐǑ paper on the tech-
nique [ǉǌǏ] which has been widely cited in the simulation community, themselves deny
credit for having invented the technique. Our naming the technique aěer them may be
viewed as an example of what John David Jackson calls the zeroth theorem of the history
of science [ǉǌǑ]³

A.Ǌ FŀŏŋĶľĹŇĻ-PĹŉĹŇňĹł BŀŃķĿDĹķŃŇŇĹŀĵŉĽŃł

Rather thanbeingbasedon statistical results fornormaldistributions, theFlyvbjerg-Petersen
block decorrelation technique assesses the variance of the mean of a correlated data set
without assumptions as to its underlying distribution. ĉis has the advantage of being
more readily applied to situations like rotational diffusion. A key difference is that while in
CGW we think of a mean-squared displacement as a variance, in the FP we think of it as a
mean.

ĉe FP algorithm supposes that we have some series xi ofN correlated data points. We
wish to compute the variance on the mean, var(x̄i). For completely uncorrelated data, it
possible to estimate this by computing the variance of the data:

var(x̄i) =
var(xi)
N

(A.ǎ)

³Jackson, the man of Classical Electrodynamics fame (or infamy?) did not himself come up with this
term, aĨributing it to Ernst Fischer.
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Figure A.2.1: Schematic illustration of FP block decorrelation algorithm. Raw data
set is subjected to two decorrelating block transformations, governed by Equation A.7.

but this will be an underestimate for correlated data [ǉǌǏ]. ĉe idea is to transform the
correlated data set xi into a smaller but uncorrelated set. ĉe transformation averages to-
gether pairs of neighboring data points. To be precise, the transformed set x′i, having half
as many pointsN′ as xi, is given by

x′i =
xƦi−ƥ + xƦi

Ʀ
. (A.Ǐ)

ĉe block transformation is shown schematically for an artiėcial data set in Figure A.Ǌ.ǉ.
Flyvbjerg & Petersen show that this transformation preserves both the mean and the vari-
ance: that x̄′i = x̄i andvar(x′i) = var(xi) [ǉǌǏ]. Aěer eachblock transformation, var(x′i)/(N′−
ƥ) is computed. It will increase in succeeding block transformation steps When the trans-
formation has been carried out enough times, the data set should be decorrelated, and
var(x′i)/(N′ − ƥ) should approach a ėxed point, which is then taken as the estimate of
the variance on x̄i. We refer the reader to the original paper for the proofs.
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ĉeblock transformations themselves are straightforward to implement in Numpy, but
it becomes necessary to detect when a sufficient number of block transformations has oc-
curred. Flyvbjerg and Petersen point out that at the ėxed point, the x′i are independent.
Provided thatN′ is large enough, the central limit theorem guarantees that the distribution
of x′i is Gaussian to good approximation. ĉen, Equation A.ǌ gives ameans to estimate the
variance of the variance. If the estimates of the variance, var(x′i)/(N′− ƥ), agree within the
ǉ-sigma uncertainty given by Equation A.ǌ, then we can say that the ėxed point has been
reached.

Our FP algorithm thus works as follows:

ǉ. Begin with correlated data (i.e., a set of squared displacements) xi

Ǌ. Block-decorrelate thedata. At eachblockdecorrelation step, calculate var(x′i)/(N′−
ƥ) as well as the uncertainty in this estimate based on A.ǌ. Proceed untilN′ reaches
some minimum (the technique is insensitive to the cutoff).

ǋ. To ėnd the leěmost ėxed-point region (smallest number of decorrelation steps),
check if the variance estimate aěer j transformations lies within the ǉ-sigma error
bars of the variance estimate aěer j + ƥ transformations. ĉe leěmost point to be
considered ėxed is the ėrst point satisfying this criterion.

ǌ. Repeat Step ǋ from the right to ėnd the rightmost edge of the ėxed point region.

Ǎ. Compute a weighted average of all the var(x′i)/(N′ − ƥ) in the ėxed-point region,
where the weights are given by the ǉ-sigma error bars.

ĉis process is illustrated in Figure A.Ǌ.Ǌ, which shows the estimates on the variance of
the mean as a function of the number of FP decorrelation steps for a simulated random
walk. ĉe data are shown for a simulated ǉD random walk where Dτ = Ʃ × ƥƤƥƧ mƦ and
mean-squared displacements are computed for positions separated by ǊǍ time steps. ĉe
estimated variance on the mean rises over the ėrst few FP steps as the data set becomes
decorrelated, before reaching a ėxed point. Aěer many FP steps, however, N′ becomes
small enough that the estimates are unreliable.
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Figure A.2.2: Estimate of variance of mean as a function of the number of FP block
transformations. Data shown from a simulated random walk. Dashed box indicates
the fixed-point values that are averaged to determine the variance on the sample
mean.
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A.ǋ VĵŀĽĸĵŉĽŃł Ńĺ FP Ķŏ BŇŃŌłĽĵłDŏłĵŁĽķň SĽŁŊŀĵŉĽŃłň

Havingdescribed theFPalgorithm,we showthat it is superior to theCGWmethod through
simulations of both translational and rotational Brownian motion. We can simulate a tra-
jectory similar to that obtained from a real experiment and from the trajectory calculate
error bars on dynamical correlation functions just as wewould for real data, using both the
CGW and FP methods. But because simulating data is fast, we can generate many trajec-
tories satisfying the same statistical properties andmeasure the variance on the dynamical
correlation functions within this ensemble. We show that in all cases, the FP error bars
are closer to the standard deviations obtained from the ensemble of trajectories than the
CGW error bars.

Simulating a translational Brownian walk, where positions are observed at instants sep-
arated by a time interval Δt, is straightforward. To simulate a trajectory of length Ntraj,
which we choose to be ƥƤƨ, we chooseNtraj normally distributed random numbers with a
mean of ǈ and a variance of ƦDΔt. We choose D = ƥƤ−ƥƦ mƦs−ƥ. ĉese random numbers
physically correspond to steps. ĉe simulated trajectory is then obtained by cumulatively
summing the steps. We analyze one such trajectory using CGW and FP, but also generate
an ensemble of ǉǈǈǈ trajectories in the same way, from which we generate what we will
term sample standard errors.

Figure A.ǋ.ǉ compares the relative sample standard errors to the predictions of CGW
and FP. ĉe sample standard errors increase with τ since the number of independent dis-
placements decreases. It is apparent that while the CGW standard errors follow the same
trend as the sample standard errors, CGW gives a consistent under-estimate. In contrast,
with the exception of the longest τ, the FP standard errors track the sample standard errors
almost perfectly. ĉe kinks that appear at several points for FP arise from integer jumps in
the number of points being used to compute the weighted average in Step Ǎ.

We simulate homogeneous rotational diffusion governed by a rotation constant Dr =

Ƥ.ƥ s−ƥ and with the same Δt using an algorithm by Beard and Schlick [ǉǍǈ]. ĉe simplest
way to simulate rotational diffusion would be to choose normally distributed angles for
rotation about principal axes, but this can introduce a bias because ėnite rotations do not
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Figure A.3.1: Comparison between relative sample standard errors on MSDs com-
puted for different intervals τ. Sample standard errors (black circles) are computed
from the standard deviation of MSDs calculated for an ensemble of 1000 trajectories;
error bars from the standard error of the variance. Blue triangles show standard errors
computed from the CGW method, while green triangles show the FP standard errors.
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commute [ǉǍǈ]⁴. Beard and Schlick avoid this problem by integrating the equations of
motion for a rigid body and deriving amatrix ⁵ based on ǋ normally distributed angles with
a variance of ƦDrΔt. We use the Beard-Schlick algorithm to compute ǉǈǈǈ trajectories of
the body x axis in the same manner as we did for translations.

Figure A.ǋ.Ǌ compares relative sample standard errors to the standard errors obtained
from the CGW and FP methods for a body axis mean squared displacement, 〈uƦ(τ)〉.
ĉis time, CGW consistently overestimates the sample standard errors, although it at least
correctly follows the trend of the sample standard errors. FP tracks the sample standard
errors much more closely. ĉe results are more dramatic for the axis autocorrelations
〈u(t) · u(t + τ)〉 in A.ǋ.ǋ. Here, CGW grossly overestimates the standard error; it even
fails to qualitatively capture the τ dependence of the sample standard error. Whereas for
the body axisMSD, the underlying distribution is at least approximatelyGaussian, the dis-
tribution underlying the axis autocorrelations (Equation Ǎ.ǎǈ) is not.

On the basis of these simulations, as well as the ad hoc nature of the crucial factor of Ǌ
underlying the estimation ofNind in theCGWmethod, we strongly encourage other exper-
imentalists to adopt the FP method for placing error bars on MSDs and other dynamical
correlation functions.

⁴ĉe alternative to this is to choose a simulation timestep Δtsim which is much smaller than the ex-
perimentally observed trajectory timestep Δt. ĉis is the approach taken by Fernandes et al. in the code
BROWNRIG, which we use to simulate anisotropic Brownian dynamics including translation-rotational
coupling [ǉǍǉ].

⁵Anyone interested in using theBeard-Schlick algorithm should note that there is a typographical error
in the key equation of their paper. In particular, the entry UƦƦ of the operator U in Beard and Schlick’s
Equation Ǎ should read, in their notation,

UƦƦ =

(
(ΩƦ

a + ΩƦ
c) cosΩ + ΩƦ

b
ΩƦ

)
(A.ǐ)

ĉe author thanks Prof. Tamar Schlick for helpful discussions on this point.
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Figure A.3.2: Comparison of relative sample standard errors to results from CGW
and FP methods for rotational diffusion with Δt = Ƥ.ƤƦ s. Standard errors are com-
puted for the axis MSD, 〈uƦ〉. Black circles denote sample standard errors, blue trian-
gles CGW, and green triangles FP.
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Figure A.3.3: Comparison of relative sample standard errors to CGW and FP stan-
dard errors, for same data as in Figure A.3.2. Standard errors are computed for axis
autocorrelations, 〈u(t) · u(t+ τ)〉.
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B
Additional ScaĨering Problems

Here we discuss several additional scaĨering problems that are not directly pertinent to
modeling holograms of colloidal particles, but which nonetheless are of some utility and
interest.

B.ǉ CŃŁńŊŉĽłĻ LŃŇĹłŐ-MĽĹ IłŉĹŇłĵŀ FĽĹŀĸň

For the purposes of computing holograms, or for that maĨer any scaĨering quantity, the
internal ėeld Eint is of liĨle relevance. ĉere is no experimental way to probe Eint directly.
Nonetheless, one may sometimes wish to be able to visualize the internal ėelds of a scat-
terer for pedagogical or other purposes. In addition, certain techniques based on topolog-
ical derivatives for solving the inverse problem in scaĨering require computations of Eint

[ǉǍǊ]. It turns out that stably computing the internal ėeld is not trivial. Since this problem
has not receivedmuch direct aĨention in the scaĨering literature, we brieĚy discuss it here.
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Recall that the internal ėelds may wriĨen as an expansion in the vector spherical har-
monics deėned in Chapter Ǌ:

Eint =
∞∑
n=ƥ

in
EƤ(Ʀn+ ƥ)
n(n+ ƥ)

(
cnM(ƥ)

oƥn − idnN(ƥ)
eƥn
)
. (B.ǉ)

Recall that EƤ is the amplitude of the incident wave, and that the superscript on the vector
spherical harmonics denotes a radial dependence on spherical Bessel functions, jn(npkƤr).
It might seem that the problem is trivial, as Bohren & Huffman give the expansion coeffi-
cients cn and dn in terms of jn and h(ƥ)n . Alternately, one could imagine computing cn and dn
once the external scaĨering coefficients an and bn are known through the linear relations
that enforce the boundary conditions on the sphere surface:

jn(mx)cl + h(ƥ)n (x)bn = jn(x) (B.Ǌ)

mjn(mx)dn + h(ƥ)n (x)an = jn(x). (B.ǋ)

ĉe relative index m and size parameter x are deėned here in the usual way. Neither of
these approaches should be used, however, because they require computing the spherical
Bessel function jn(mx) inside the particle, whichmaybe absorbing. Aswehavementioned,
computing jn for complex argument is fraught with peril.

As a ėrst step towards a more computionally friendly formulation, we rewrite cn and dn
in terms of Riccati-Bessel functions:

cn =
mψn(x)ξ

′
n(x)− mξn(x)ψ′

n(x)
ψn(mx)ξ

′
n(x)− mξn(x)ψ′

n(mx)
(B.ǌ)

dn =
mψn(x)ξ

′
n(x)− mξn(x)ψ′

n(x)
mψn(mx)ξ

′
n(x)− ξn(x)ψ′

n(mx)
. (B.Ǎ)

ĉis only helps somewhat, as ψn(z) inherits the same pathologies as jn(z) for a large imag-
inary argument. Much as the computations of the external Mie coefficients are aided by
using logarithmic derivatives, we can rewrite Equations B.ǌ andB.Ǎ in terms of logarithmic
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derivatives:

D(ƥ)
n (z) =

ψ′
n(z)

ψn(z)
; D(Ƨ)

n (z) =
ξ′n(z)
ξn(z)

. (B.ǎ)

A bit of algebraic manipulation yields

cn = m
ψn(x)
ψn(mx)

(
D(Ƨ)

n (x)− Dƥ
n(x)

D(Ƨ)
n (x)− mD(ƥ)

n (mx)

)
(B.Ǐ)

dn = m
ψn(x)
ψn(mx)

(
D(Ƨ)

n (x)− D(ƥ)
n (x)

mD(Ƨ)
n (x)− D(ƥ)

n (mx)

)
. (B.ǐ)

ĉis form is useful because all the pieces appearing therein can be computed stably. ĉe
logarithmic derivative D(ƥ)

n is familiar from computations of the external coefficients and
can be calculated by downward recurrence. Mackowski et al. give stable upwards recur-
sion relations for computing D(Ƨ)

n (z), together with the product ψn(z)ξn(z), once D
(ƥ)
n (z)

is known [ǏǏ]:

ψn(z)ξn(z) = ψn−ƥ(z)ξn−ƥ(z)
[n
z
− D(ƥ)

n−ƥ(z)
] [n

z
− D(Ƨ)

n−ƥ(z)
]

(B.Ǒ)

D(Ƨ)
n (z) = D(ƥ)

n (z) +
i

ψn(z)ξn(z)
. (B.ǉǈ)

ĉese relations are initialized with D(Ƨ)
Ƥ (z) = i and ψƤ(z)ξƤ(z) = −ieiz sin z [ǏǏ]. ĉe

other necessary ingredient is a ratio of Riccati-Bessel functions; the use of such ratios to
stabilize scaĨering computations was initially pointed out by Toon and Ackerman [ǉǍǋ].
Sitarski [ǉǍǌ] as well as Mackowski et al. give a stable upward recursion for the ratio of ψn

for two different complex arguments zƥ and zƦ from logarithmic derivatives:

ψn(zƥ)
ψn(zƦ)

≡ R(ƥ)
n (zƥ, zƦ) = R(ƥ)

n−ƥ(zƥ, zƦ)
D(ƥ)

n (zƦ) + n/zƦ
D(ƥ)

n (zƥ) + n/zƥ
. (B.ǉǉ)

ĉis method of calculating the Mie internal coefficients, in Equations B.Ǐ and B.ǐ, has
been implemented in HoloPy. While the elements that go into computing cn and dn this
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Figure B.2.1: Schematic illustration of scattering with reflections. A plane wave,
propagating in the normal direction with respect to a water-glass interface, illumines a
sphere. The detection plane is assumed to be in the water.

way are not novel, to the author’s knowledge, Equations B.Ǐ and B.ǐ have not previously
appeared in the literature. ĉeir use is recommended wheneverMie internal ėelds, partic-
ularly for strongly absorbing particles.

B.Ǌ LŃŇĹłŐ-MĽĹ SķĵŔĹŇĽłĻNĹĵŇ ĵł IłŉĹŇĺĵķĹ: RĹĺŀĹķŉĽŃłň

We now turn our aĨention to the approximate modeling of the effect of reĚecting surfaces
on holograms. While our usual hologrammodeling ignores such effects, there is a physical
basis for considering them. Typically, our experiments are conducted on aqueous samples
inside sample chambersmade fromglass. ĉus, therewill always be reĚections at the glass-
water interface. In particular, we will consider the schematic geometry in Figure B.Ǌ.ǉ,
whereboth the scaĨerer and thehologramplane are assumed tobe in the aqueousmedium.

Modeling these effects in a rigorous way turns out to be difficult. ĉe following things
can happen:

ǉ. ĉe incident plane wave illuminates the sphere (normal case of Lorenz-Mie scaĨer-
ing)

Ǌ. ĉe incident planewave reĚects from the interface. ĉis reĚected incidentwave also
illuminates the sphere.
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ǋ. ĉewave scaĨered by the sphere will also reĚect from the interface. ĉis wave, also,
will illuminate the sphere.

ĉe author is unaware of a theoretical treatment which rigorously treats all of these effects.
One of themost detailed is due toGorden Videen [ǉǍǍ, ǉǍǎ]. Videen’s treatment assumes
that all the scaĨered light reĚects from the interface as though it struck the interface at nor-
mal incidence (in other words, it neglects the angular dependence of the Fresnel reĚection
coefficients). Even this approximate treatment results in a system of linear equations to
be numerically solved [ǉǍǍ], much as is the case with the multisphere superposition ap-
proach. We did not deem a full implementation of Videen’s solution to be worthwhile,
given that it still is inherently approximate. Instead, inspired by aspects of Videen’s solu-
tion, we model the situation in the following way:

ǉ. Assume that both an incident wave Einc and the reĚection of this wave from the in-
terface, Erefl, illuminate the sphere. As we will show, this will change the scaĨering
coefficients an and bn.

Ǌ. Assume that at the hologram plane, the incident ėeld we detect is Einc + Erefl. ĉe
scaĨered ėeld we detect will be the sum of direct waves scaĨered from the sphere
as well as reĚected waves. We will account for the angle dependence of the Fresnel
coefficients here.

In other words, we will neglect reĚections of the scaĨered wave impinging on the sphere
(what Videen terms interaction terms), but will rigorously account for all other effects.

We ėrst consider the reĚection of the incident wave and its effect on the scaĨering co-
efficients. Suppose a plane wave EƤeikzx̂ (where we assume x polarization without loss of
generality) strikes the interface at normal incidence (at normal incidence, there is no dif-
ference between TE and TM polarization.) Suppose the phase is ǈ at the center of the
particle, and that the distance between the particle center and the interface is d. ĉe am-
plitude of Erefl will be smaller by a factor of the Fresnel coefficient r(Ƥ):

r(Ƥ) =
ƥ − nƦ/nƥ
ƥ + nƦ/nƥ

(B.ǉǊ)
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where nƥ is the index of the ėrst medium (water) and nƦ is the index of the secondmedium
(glass). Note that the reĚected wave gets a π phase shiě if nƦ > nƥ, as is the case for water
and glass. ĉere is an additional phase shiě due to the round-trip propagation to and from
the interface. ĉerefore,

Erefl = EƤ

(
ƥ − nƦ/nƥ
ƥ + nƦ/nƥ

)
eƦikde−ikz. (B.ǉǋ)

Recall the expansion of a plane wave EƤeikzx̂ in vector spherical harmonics:

Einc = EƤ

∞∑
n=ƥ

in
Ʀn+ ƥ
n(n+ ƥ)

(
M(ƥ)

oƥn − iN(ƥ)
eƥn
)
. (B.ǉǌ)

It is clear that up to themultiplicative factors for the Fresnel coefficient and the phase shiě,
we will get the expansion of Erefl by taking the complex conjugate of this:

Erefl = EƤ

(
ƥ − nƦ/nƥ
ƥ + nƦ/nƥ

)
eƦikd

∞∑
n=ƥ

(−i)n
Ʀn+ ƥ
n(n+ ƥ)

(
M(ƥ)

oƥn + iN(ƥ)
eƥn
)

(B.ǉǍ)

noting that the VSH of the ėrst kind, depending on jn, are pure real. We also recall the
expansion of the scaĨered ėeld in the Lorenz-Mie solution

Escat =
∞∑
n=ƥ

En
(
ianN(Ƨ)

eƥn − bnM(Ƨ)
oƥn
)

(B.ǉǎ)

where En = inEƤ(Ʀn + ƥ)/ (n(n+ ƥ)). Now, we could repeat the arguments that lead to
the an and bn in the Mie solution. We note, however, that Maxwell’s equations are linear,
and that the M and N vector spherical harmonics are orthogonal. We may thus arrive at
a new solution for an by seeing how the input proportional to N(ƥ)

eƥn changes between this
problem and the Lorenz-Mie solution. Similarly, we get a new solution for bn by examining
the input proportional toM(Ƨ)

oƥn. Deėning

Rn ≡
(

ƥ − nƦ/nƥ
ƥ + nƦ/nƥ

)
(−ƥ)neƦikd, (B.ǉǏ)
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Figure B.2.2: Geometric construction for reflection of light scattered by sphere at S
to field point P. The scattered light travels the red dashed path, reflecting from the
interface. The distance traveled is equal to the distance that light would travel from
an imaginary image sphere at S′, mirrored across the interface. The light that reflects
from the interface is scattered at an angle of π − θ′. The angle of incidence of the
scattered wave onto the interface is also π − θ′.

we can write the scaĨering coefficients for illumination in this case (primed) in terms of
the Lorenz-Mie scaĨering coefficients (unprimed):

a′n = (ƥ − Rn)an

b′n = (ƥ + Rn)bn. (B.ǉǐ)

ĉeminus sign in the expression for a′n comes from the change in sign of the terms propor-
tional toN(ƥ)

eƥn in Equation B.ǉǍ.
Calculation of the direct scaĨered ėeld can now proceed in the usual way, so long as we

use the scaĨering coefficients in Equation B.ǉǐ. We now come to the computation of the
reĚected scaĨered ėeld Esr. Here, we use a geometric trick from Videen’s solution [ǉǍǍ],
and illustrated in Figure B.Ǌ.Ǌ. In particular, if we have a ėeld point (where we want to cal-
culate Escat and its reĚection) at r from the particle center, we can imagine the reĚection
of the scaĨered ėeld as coming from an image particle mirrored across the interface. We
can then draw the vector r′ from the image particle to the ėeld point. ĉe reĚected scat-
tered ėeldwill be the scaĨered ėeld of the same particle computed at spherical coordinates
(r′, π − θ′, φ′), up to Fresnel coefficients.
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We will follow Jackson’s conventions for the Fresnel coefficients [ǉǍǏ]. For transverse
electric polarization (polarization perpendicular to the plane of incidence, which is here
identical to the scaĨtering plane), we have

rTE(θi) =
cos θi −

√
(nƦ/nƥ)Ʀ − nƦƥ sinƦ θi

cos θi +
√

(nƦ/nƥ)Ʀ − nƦƥ sinƦ θi
. (B.ǉǑ)

ĉe Fresnel coefficient for transverse magnetic polarization (parallel to the plane of inci-
dence) is given by

rTM(θi) =
(nƦ/nƥ)Ʀ cos θi −

√
(nƦ/nƥ)Ʀ − sinƦ θi

(nƦ/nƥ)Ʀ cos θi +
√
(nƦ/nƥ)Ʀ − sinƦ θi

. (B.Ǌǈ)

Furthermore, it is apparent that the ϕ̂ component of Escat (perpendicular to the plane of
Figure B.Ǌ.Ǌ) is in fact TE polarized, and that the θ̂ component of Escat is TM polarized.
ĉe relevant angle of incidence is π − θ′. So, recalling that our usual amplitude scaĨering
matrix formalism gives us these two components of Escat, we may then conclude that

Esr,θ = Escat,θ(r′, π − θ′, φ′)rTM(π − θ′)

Esr,φ = Escat,φ(r′, π − θ′, φ′)rTE(π − θ′). (B.Ǌǉ)

Our code to model holograms with reĚection can thus proceed as follows:

ǉ. For a given sphere, compute scaĨering coefficients an and bn according to Equation
B.ǉǐ.

Ǌ. For eachhologrampoint, compute the spherical coordinates (r, θ, φ) fromthe sphere
as well as the spherical coordinates (r′, θ′, φ′) from the image sphere.

ǋ. Compute Escat in the usual way.

ǌ. Compute Esr following Equation B.Ǌǉ.

Ǎ. Obtain a hologram by interfering the total incident ėeld Einc + Erefl and the total
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Figure B.2.3: Scatter plot of best-fit radius and best-fit z for a 1.3 μm polystyrene
sphere. Data courtesy of R. W. Perry.

scaĨered ėeld¹ Escat + Esr.

We have used this code to examine whether reĚections might be responsible for some
unusual physical effects we have observed. Figure B.Ǌ.ǋ shows the best-ėt radius versus the
best-ėt z position for holograms of a ǉ.ǋ μm-diameter polystyrene sphere, where the usual
Lorenz-Miemodel was ėt to the data. An oscillation in the ėĨed radius as z varies is clearly
apparent; the oscillation have a period of about ǊǍǈ nm in z, which is approximately half
the wavelength of light in the aqueous medium.

ĉis effect canbe reproduced in simulations. Wesimulatedaǉ.Ǌǎ μmdiameterpolystyrene
sphere sedimenting in water, with the hologram plane located Ǎ μm above a reĚecting
glass interface. We calculated holograms using the code described above, but ėt ordinary
Lorenz-Mie scaĨering models to these holograms. ĉe results, in Figure B.Ǌ.ǌ have the
same feature as the experimental data: a clear oscillation with a wavelength of Ƥ.Ʃλmed. We
aĨribute this effect to interference of the scaĨered ėeld with its reĚection.

¹We convert all scaĨered ėelds to Cartesian coordinates prior to performing the sum.
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Figure B.2.4: Best-fit radii vs. z for simulations of a sedimenting polystyrene
sphere. Holograms calculated accounting for reflections were analyzed with Lorenz-
Mie models. The input particle radius is shown by the green dashed line.
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C
Towards Understanding the ScaĨering by

Particles at Non-IndexMatched Liquid-Liquid
Interfaces

Herewedescribe some theoreticalwork conducted in collaborationwithAlexSmall (Cal. Poly.,
Pomona) on scaĨering by particles at mismatched liquid-liquid interfaces.

C.ǉ MŃŉĽŋĵŉĽŃł

Experiments byKaz andMcGorty [ǉǈǋ] examined the approach ofmicron-sized colloidal
spheres toplanaroil-water interfaces. In those experiments, glycerolwas added to the aque-
ous phase to index-match to decane. We were always intrigued by the possibility of doing
these experiments with a non-index matched interface. In particular, this seemed to offer
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Figure C.1.1: Diagram of interfacial scattering geometry.

the possibility of performing in situ contact angle measurements. Solving the interfacial
scaĨering problem has turned out to be challenging, and a complete practical solution is
not yet at hand. Here we highlight some aspects that we have addressed.

Figure C.ǉ.ǉ shows the basic setup of the problem. A sphere of index nƧ is embedded
with its equator at the interface between a media of indices nƥ and nƦ. We will generally
assume that the incident wavevector is normal to the interface (θi = Ƥ).

C.Ǌ NĵĽŋĹ SŃŀŊŉĽŃł: DĽĺĺĹŇĹłŉĽĵŀ AńńŇŃĵķļ

ĉe simplest approach, which we ėrst aĨempted, is to expand the ėelds in both external
media in VSH appropriate for that media. One can then generate coefficients that are
matched at boundary conditions: at the interface of the sphere with each medium, and
at the liquid-liquid interface.

ĉis is unfortunately problematic for a very simple reason: it turns out to be impossible
to satisfy boundary conditions at the liquid-liquid interface (θ = π/Ʀ) without requiring
the ėelds to vanish there. Recall that the radial dependence of the scaĨered ėelds must be
in terms of spherical Hankel functions: h(ƥ)n (nkƤr). ĉese have different spatial frequencies
in the two media, and it is impossible to match them everywhere.

We thus take an alternate approach, based on an absorbing boundary condition formu-
lated by Grote & Keller [ǉǍǐ]. We show that this allows us to rederive the Lorenz-Mie
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solution; it may be useful in geĨing a solution to the interfacial problem

C.ǋ AĶňŃŇĶĽłĻBŃŊłĸĵŇŏCŃłĸĽŉĽŃłĵłĸŉļĹLŃŇĹłŐ-MĽĹSŃŀŊŉĽŃł

C.ǋ.ǉ SĹŉŊń

We are more or less following Grote & Keller’s ǉǑǑǍ SIAM paper, “Exact NonreĚecting
Boundary Conditions for the TimeDependentWave Equation.” Wewill make several dis-
tinctions from them, however. Using Debye potentials, we can reduce theMie problem of
solving for the vectorialE andH ėelds froma planewave incident on a sphere in an inėnite,
isotropic, homogeneous medium to that of solving the scalar wave equation:

nƦmed
cƦ

∂Ʀ

∂tƦ
U(r, t)−∇ƦU(r, t) = F(r,U,∇U). (C.ǉ)

HereF is a source termwhichwe assume to vanish outside the surface atwhichwe applying
the absorbing boundary condition. Note that G & K set c/n = ƥ. Unlike G & K, we will
also explicitly assume harmonic time dependence at long times, so our Debye potential
u(r) relates toU as

U(r, t → ∞) = e−iωtu(r). (C.Ǌ)

In the usual manner we Fourier-expand u in terms of spherical harmonics Yml (θ, φ). But
since orthogonality applies in theMie problem, and the expansion of a planewave involves
just spherical harmonics with magnetic quantum numberm = ƥ, we choose to work with
the associated Legendre polynomials Pƥl(cos θ), following Bohren &Huffman. Because of
normalization differences, in lieu of G & K’s equation Ǌ.ǌ we have

u(r) =
∞∑
l=ƥ

Ʀl+ ƥ
Ʀl(l+ ƥ)

ul(r)Pƥl(cos θ) cos φ. (C.ǋ)

To summarize what G & K do, they show that an integral transform of u,Gl[u], satisėes
the one-dimensional wave equation. Using the fact that there are no ėelds at t = Ƥ, they
argue that Gl[u] is outgoing and depends only on r − ct/n, and subsequently arrive at a
boundary condition on u in Section ǌ. Subsequently, G & K derive a lemma (Ǐ.ǉ) relating
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ru to radial derivatives ofGl[u], and use that to arrive at the following boundary condition
at r = R, whereR is the radius of the spherical surface over which we’re applying the ABC:

(
∂r +

n
c
∂t

)
[rul] = −(−ƥ)l

r

l∑
j=ƥ

jγ lj
rj
(n
c
∂t

)l−j
Gl[ul]. (C.ǌ)

Here γ lj is deėned as

γ lj =


(l+j)!

(l−j)!j!Ʀj j ≤ l

Ƥ j > l.
(C.Ǎ)

We also need to solve an ODE for wl(t) ≡ Gl[ul](a, t):

(n
c
∂t

)l
wl(t) = (−ƥ)lRul(R, t)−

l∑
j=ƥ

γ lj
Rj

(n
c
∂t

)l−j
wl(t). (C.ǎ)

Here we can use our assumption of harmonic time dependence to good advantage: since
n
c∂t = −inkƤ, solving the ODE is trivial:

wl(t) =
R
(

ƥ
inkƤ

)l
ul

ƥ +
∑l

j=ƥ
γlj

(−inkƤR)j
. (C.Ǐ)

ĉerefore, our absorbing boundary condition (C.ǌ) becomes

(∂r − inkƤ) [rul(r)] = −
l∑

j=ƥ

jγ lj
(−inkƤR)j

ƥ
ƥ +
∑l

j=ƥ
γlj

(−inkƤR)j
ul(r). (C.ǐ)

Our goal is to apply this ABC just outside a sphere of radius R. Deėning the scaĨering size
parameter x ≡ nkƤR, we introduce the following notation to simplify writing:

Fl ≡
l∑

j=ƥ

jγ lj
(−ix)j

ƥ
ƥ +
∑l

j=ƥ
γlj

(−ix)j
. (C.Ǒ)

We emphasize that the physical interpretation of the absorbing boundary condition, C.ǐ,
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is that the scaĨered ėelds are purely outgoing.

C.ǋ.Ǌ DĹŉĹŇŁĽłĵŉĽŃł Ńĺ ŉļĹ IłŉĹŇłĵŀ FĽĹŀĸ CŃĹĺĺĽķĽĹłŉň

We here do not try to solve the full problem for the internal ėeld for in the interfacial case
we are ultimately interested in; that work is still in progress. We do, however, show that this
is a viable path forward by explicitly rederiving the Lorenz-Mie solution using the ABC.

At this point we need to note a few notational differences that caused the author some
confusion. If you compare the formulae for the scaĨering coefficients al and bl on p. ǉǊǋ
of van de Hulst with p. ǉǈǉ of Bohren & Huffman, they are identical. But, if you make the
same comparison for the internal coefficients cl and dl, one ėnds that

cl,B&H = mdl,vdH (C.ǉǈ)

dl,B&H = mcl,vdH (C.ǉǉ)

where m ≡ npart/nmed is the relative refractive index. We will for now assume that all
magnetic permeabilities are equal.

Let us begin therefore with solving for dl, following van de Hulst’s conventions aside
fromhis timedependence,which is eiωt rather than e−iωt. As usualwe canexpand theDebye
potential v corresponding to an incident plane wave of unit amplitude as follows:

vinc = sin φ
∞∑
l=ƥ

il
(

Ʀl+ ƥ
l(l+ ƥ)

)
jl(nkƤr)P

ƥ
l(cos θ). (C.ǉǊ)

Outside the particle, the scaĨered ėeld can be wriĨen in a similar way, but with radial de-
pendence via the spherical Hankel function of the ėrst kind since these are (as r → ∞)
outgoing spherical waves:

vscat = − sin φ
∞∑
l=ƥ

il
(

Ʀl+ ƥ
l(l+ ƥ)

)
h(ƥ)l (nkƤr)Pƥl(cos θ)bl. (C.ǉǋ)

We can expand the Debye potential for the ėeld inside the sphere in an analogousmanner.
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Note that there’s an extra factor ofm:

vint = sin φ
∞∑
l=ƥ

il
(

Ʀl+ ƥ
l(l+ ƥ)

)
mjl(mnkƤr)P

ƥ
l(cos θ)dl. (C.ǉǌ)

As van de Hulst argues, we must match the Debye potential v inside and outside the
particle:

vint = vinc + vscat (C.ǉǍ)

mjl(mx)dl = jl(x)− h(ƥ)l (x)bl (C.ǉǎ)

for each l. Here x ≡ nkƤR is the size parameter. Now, here is our novel approach: instead
of invoking the continuity of radial derivatives of v, we apply the absorbing boundary con-
dition to vscat. From matching v, we know that

vscat,l = mjl(mx)dl − jl(x). (C.ǉǏ)

ĉerefore, the ABC gives

(∂r − inkƤ)[Rvscat,l] = −Flvscat,l (C.ǉǐ)

(ƥ − ix+ Fl)vscat,l + R∂rvscat,l = Ƥ. (C.ǉǑ)

Substitute (C.ǉǏ) into the above:

(ƥ − ix+ Fl)
(
mjl(mx)dl − jl(x)

)
+ mƦxj′l(mx)dl − xj′l(x) = Ƥ (C.Ǌǈ)

(ƥ − ix+ Fl)mjl(mx)dl + mƦxj′l(mx)dl = (ƥ − ix+ Fl)jl(x) + xj′l(x). (C.Ǌǉ)

ĉerefore,

dl =
(ƥ − ix+ Fl)jl(x) + xj′l(x)

(ƥ − ix+ Fl)mjl(mx) + mƦxj′l(mx)
. (C.ǊǊ)

We now outline the derivation of the cl coefficients, which proceeds in a largely similar
way. We require the following boundary conditions on the total Debye potential u:
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• mu must be continuous across any interface. Recall that m = ƥ outside the sphere
in the Mie problem.

• ƥ
m

∂(ru)
∂r must be continuous.

See p. ǉǊǋ of van de Hulst for these boundary conditions. In particular, it is not correct to
merely say that ƥ

m∂rumust be continuous. ĉese boundary conditions onmu and ƥ
m∂r(ru)

come from requiring continuity of the tangential ėeld components Eθ, Eφ,Hθ, andHφ on
the surface of the sphere.

From the continuity ofmu, we obtain

ul,scat = mƦjl(mx)cl − jl(x). (C.Ǌǋ)

Using the continuity condition on ƥ
m∂r(ru),

∂r(rul,scat) =
ƥ
m
∂r(rul,int)− ∂r(rul,inc) (C.Ǌǌ)

=
ƥ
m
ul,int +

ƥ
m
r∂rul,int − ul,inc − r∂rul,inc (C.ǊǍ)

= jl(mx)cl +
ƥ
m
rmnkƤj′l(mx)cl − jl(x)− xj′l(x) (C.Ǌǎ)

=
(
jl(mx) + mxj′l(mx)

)
cl − jl(x)− xj′l(x). (C.ǊǏ)

We must now substitute into the ABC:

∂r(rul,scat)− ixul,scat + Flul,scat = Ƥ (C.Ǌǐ)(
jl(mx) + mxj′l(mx)

)
cl − jl(x)− xj′l(x)− (ix− Fl)

(
mƦjl(mx)cl − jl(x)

)
= Ƥ.

(C.ǊǑ)

Rearranging to solve for cl, we ėnd

cl =
−(ix− Fl)jl(x) + jl(x) + xj′l(x)

jl(mx) + mxj′l(mx)− (ix− Fl)mƦjl(mx)
. (C.ǋǈ)

We must now show that the our expressions for dl and cl, (C.ǊǊ) and (C.ǋǈ), are equiv-
alent to those derived in the conventional technique. It initially bothered the author that
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these expressions do not contain any h(ƥ)l , but we will see that this is not a problem.
For convenience, we will show that Bohren & Huffman’s equations ǌ.ǍǊ on p. ǉǈǈ are

identical to our equations (C.ǊǊ) and (C.ǋǈ) subject to the correspondences noted at the
beginning of Sec. C.ǋ.Ǌ. Bohren & Huffman’s formulas contain expressions of the form
[xh(ƥ)l (x)]′. We will make use of a theorem proven in another document:

[zh(ƥ)l (z)]′ = (iz− Fl)h
(ƥ)
l (z). (C.ǋǉ)

Let us begin with Bohren & Huffman’s expresion for cl:

cl,B&H =
jl(x)[xh

(ƥ)
l (x)]′ − h(ƥ)l (x)[xjl(x)]

′

jl(mx)[xh
(ƥ)
l (x)]′ − h(ƥ)l (x)[mxjl(mx)]′

. (C.ǋǊ)

Using the theorem (C.ǋǉ),

cl,B&H =
jl(x)[(ix− Fl)h

(ƥ)
l (x)]− h(ƥ)l (x)[xjl(x)]

′

jl(mx)[(ix− Fl)h
(ƥ)
l (x)]− h(ƥ)l (x)[mxjl(mx)]′

(C.ǋǋ)

=
h(ƥ)l (x)

[
(−ƥ + ix− Fl)jl(x)− xj′l(x)

]
h(ƥ)l (x)

[
(−ƥ + ix− Fl)jl(mx)− mxj′l(mx)

] (C.ǋǌ)

=
(ƥ − ix+ Fl)jl(x) + xj′l(x)

(ƥ − ix+ Fl)jl(mx) + mxj′l(mx)
. (C.ǋǍ)

It is immediately apparent that the preceding expression is equal tom times our expression
for dl in Equation C.ǊǊ), as we wanted to show.

We can similarly show that our expression for cl (Equation C.ǋǈ) is equivalent to the
Bohren&Huffman expression for dl. Using the spherical Hankel theorem, EquationC.ǋǉ,
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we obtain

cl =
− [xh(ƥ)l (x)]′

h(ƥ)l (x)
jl(x) + (jl(x) + xj′l(x))

(jl(mx) + mxj′l(mx))−
[xh(ƥ)l (x)]′

h(ƥ)l (x)
mƦjl(mx)

(C.ǋǎ)

=
−[xh(ƥ)l (x)]′jl(x) + h(ƥ)l (x)[xjl(x)]

′

h(ƥ)l (x)[mxjl(mx)]′ − mƦ[xh(ƥ)l (x)]′jl(mx)
, (C.ǋǏ)

which indeed agrees with Bohren & Huffman’s expression for dl, up to a factor ofm. ĉis
completes the proof that the ABC can reproduce the Lorenz-Mie solution, and suggests
that it should be useful for aĨacking the more difficult interfacial scaĨering problem.

C.ǌ GĹłĹŇĵŀĽŐĹĸOńŉĽķĵŀ TļĹŃŇĹŁ

Another related problem we have considered is the derivation of a generalization of the
Optical ĉeorem for the case of a particle breaching a liquid-liquid interface. ĉe Optical
ĉeorem relates the the extinction cross section σe of a scaĨerer to the scaĨering amplitude
in the forward direction, and is useful for checking the results of scaĨering calculations. We
give anoutline of the derivationof the basic case here. Ourworkhas beenmotivated in part
by similar results obtained by Torrungrueng and co-workers [ǉǍǑ].

C.ǌ.ǉ GĹŃŁĹŉŇŏ

We recapitulate our geometrical setup here. In our coordinate system (Fig. C.ǌ.ǉ), the
plane z = Ƥ corresponds to the interface between two media of indices nƥ (z < Ƥ) and nƦ
(z > Ƥ), and corresponding magnetic permeabilities μƥ and μƦ. We assume that a scaĨer-
ing particle straddles the interface. While Fig. C.ǌ.ǉ is drawn such that the particle has its
approximate center at the origin, we do not assume this.

ǉǎǍ



Figure C.4.1: (a) Schematic and (b) coordinate system for the particle and interface,
as well as the directions of the incident, reflected, transmitted, and scattered fields.

C.ǌ.Ǌ IłķĽĸĹłŉ, ŇĹĺŀĹķŉĹĸ, ĵłĸ ŉŇĵłňŁĽŔĹĸ ĺĽĹŀĸň

We assume the system to be illuminated by a plane wave coming from the ėrst medium
(nƥ, μƥ), propagating in the +z direction. Its wave vector in the ėrst medium is ki =

nƥkƤ (cos θiẑ+ sin θix̂); that is, it travels in the (x, z) plane. We assume that the incident
electric ėeld has vector amplitude Êƥ,i. ĉe magnitude of Êƥ,i is unity (for convenience),
and the direction indicates the polarization. We will only consider the case of no total in-
ternal reĚection. ĉus, when thewave hits the interface, it is partially reĚected andpartially
transmiĨed. ĉe amplitudes of the reĚected (Êƥ,r) and transmiĨed (ÊƦ,t) electric ėelds are
determined by the Fresnel coefficients for the TE andTMcomponents, and the directions
by the Law of ReĚection and Snell’s Law. ĉe associated magnetic ėelds are determined
from Faraday’s Law:

∇× E = − ƥ
c
∂μH
∂t

→ ik× E = ikƤμH

H =
k
μkƤ

× E (C.ǋǐ)

ĉe incident power is determined from the magnitude of the time-averaged Poynting
vector 〈S〉 = c

ƦRe (E×H∗). For notational convenience, we leave out the time-averaging
brackets in what follows, and we let c = ƥ. Because |B| = n|E| = μ|H|, and the incident
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ėeld has unit amplitude, the incident power per unit area is:

Iinc =
nƥ
Ʀμƥ

(C.ǋǑ)

ĉis relation is needed at the end of the derivation, when we divide the scaĨered power by
incident intensity to determine the cross-section.

To be consistent with derivations of the Optical ĉeorem in homogeneous media, we
refer to the incident, reĚected, and transmiĨed ėelds collectively as Ei andHi. While the
reĚected and transmiĨed ėelds are not, of course, “incident,” they are independent of the
scaĨerer. For clarity, we will henceforth refer to the incident ėeld in the traditional sense
as the incoming ėeld.

C.ǌ.ǋ SķĵŔĹŇĹĸ ĺĽĹŀĸň

In the far ėeld, the scaĨered ėelds Es andHs are:

Es = ξ(θ, φ)
exp (inkƤr)

kƤr
=
(
ξθ(θ, φ)θ̂ + ξφ(θ, φ)φ̂

) exp (inkƤr)
kƤr

(C.ǌǈ)

Hs =
n
μ
r̂× Es (C.ǌǉ)

where ξ(θ, φ) is the vector scaĨering amplitude for scaĨering in the (θ, φ) direction, and
wehave appliedFaraday’s Law todetermineHs. We suppress the implied e−iωt dependence
of all ėelds for convenience. Because the radiated ėelds are transverse, ξ has only θ and φ
components.

C.Ǎ CĵŀķŊŀĵŉĽłĻ ŉļĹ ňķĵŔĹŇĹĸ ńŃŌĹŇ

C.Ǎ.ǉ TļĹ ĺŃŇŁ Ńĺ ŉļĹ ĿĹŏ ŉĹŇŁň

We begin by considering the energy passing through a large imaginary sphere of radius
r, centered at the origin and surrounding the particle. We assume kƤr � ƥ, so that the
scaĨeredėelds on the sphere are in the far-ėeld. ĉe rate atwhich energy is absorbed inside
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this sphere is given by the negative of the Ěux of the Poynting vector through the sphere:

Wa = − ƥ
Ʀ
Re
(∫

ƨπ
(E×H∗) · r̂rƦ dΩ

)
= − ƥ

Ʀ
Re
(∫

ƨπ
(Ei ×H∗

i + Es ×H∗
s + Ei ×H∗

s + Es ×H∗
i ) · r̂rƦ dΩ

)
(C.ǌǊ)

where we have leě out time-averaging brackets, since the effects of averaging are encom-
passed in the ƥ

Ʀ factor. ĉe ėrst term is the Ěux due to the incident, reĚected (from the
interface) and transmiĨed (through the interface) beams. Since medium ǉ and medium Ǌ
are assumed to be non-absorbing, this term integrates to zero. ĉe second term is the neg-
ative of the scaĨered powerWs. ĉe two remaining terms are due to interference between
the scaĨered ėeld and the other ėelds, which manifests as extinction. ĉus:

Wa +Ws = Wext = − ƥ
Ʀ
Re
(∫

ƨπ
(Ei ×H∗

s + Es ×H∗
i ) · r̂rƦ dΩ

)
(C.ǌǋ)

Since |k|/kƤ = n, the ėrst term on the right side of Eq. C.ǌǋ simpliėes to:

r̂ · (Ei ×H∗
s ) = −Ei · (r̂×H∗

s ) =

−Ei ·
(
r̂×

(
r̂× n

μ
E∗
s

))
=

n
μ
Ei · E∗

s (C.ǌǌ)

ĉe ėrst step follows from the triple scalar product rule. In the last step, the two cross
products of the scaĨered ėeld with r̂ yield the scaĨered ėeld (with a minus sign) because r̂
is perpendicular to the ėeld and has unit magnitude.

ĉesecond termofEq.C.ǌǋ is similar to theėrst term, butwith the electric andmagnetic
ėelds interchanged. We now show that this term has the same magnitude as the ėrst term.
In the far-ėeld, the scaĨered electric and magnetic ėelds, like the incident ėelds, are both
transverse to the direction of propagation, and are mutually perpendicular to each other.
ĉeir magnitudes are also equal, up to a factor of n. Consequently, swapping Ei forHi and
Es forHs does not change themagnitude of the cross product, as one swap gives a factor of
n and the other gives a factor of ƥ/n, resulting in cancellation undermultiplication. (ĉis is
only true in the far-ėeld; in the near-ėeld, the electric and magnetic ėelds can decouple.)
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Alternately, if one thinks of the ėelds as superpositions of plane waves in Fourier space,
swapping the electric andmagnetic ėelds amounts to Ěipping all polarizations, which does
not change any relative orientations. Consequently, in the far-ėeld, both vector terms in
the integrand Eq. C.ǌǋ should have equal magnitude.

However, when electric and magnetic ėelds are interchanged, there is a sign ambiguity
that needs to be considered for determining the sign of the dot product with r̂. In anticipa-
tion of the key result of this paper – that the values of the key integrals, Eq. C.ǌǋ, are pro-
portional to the value of the scaĨering amplitude in the directions of the “incident” plane
waves probing the scaĨerer – we consider the scaĨering amplitude in the second term of
Eq. C.ǌǋ for those directions.

ĉere are two physical possibilities that result in different signs: the “incident” plane
wave and the scaĨeredwave canpropagate in either the samedirectionor in opposite direc-
tions. ForEi andHi arising from the transmiĨed and reĚected plane waves, in the far-ėeld,
the scaĨered ėeld and the relevant plane wave both propagate in the same direction. ĉus,
Ei ×H∗

s and Es ×H∗
i both yield vectors pointing in the same direction, and as already ar-

gued, both of these cross products have the same magnitude (up to complex conjugation)
(Fig. C.Ǎ.ǉa). At most, scaĨering can rotate the scaĨered ėeld relative to the “incident”
ėeld, so that the angle between Es and Hi is the same as the angle between Ei and Hs. In
the direction of the incoming plane wave, however, the scaĨered ėeld and incoming ėeld
transport energy in opposite directions. Consequently, the angle between Es and Hi dif-
fers from the angle between Ei andHs by ǉǐǈ degrees, and swapping the ėelds introduces
a minus sign in the cross product (Fig. C.Ǎ.ǉb).

We therefore have the following relation for the second term in Eq. C.ǌǋ:

r̂ · Es ×H∗
i = ±n

μ
E∗
i · Es (C.ǌǍ)

that is, plus (for the reĚected and transmiĨed waves) or minus (for the incoming wave)
the complex conjugate of the result in Eq. C.ǌǌ for the ėrst term. When both terms in
Eq. C.ǌǋ have the same sign, adding Eq. C.ǌǌ to its complex conjugate will give twice its
real part. When the second termhas aminus sign, wewill get Ʀi times the imaginary part of
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Figure C.5.1: Mutual orientations of Ei and Hs, and Es and Hi, for “incident” and
scattered fields that are co-propagating or counter-propagating. All vectors in each
part exist at the same physical point, but have been separated for clarity. (a) The
“incident” and scattered fields propagate in the same direction, so both Ei × Hs and
Es × Hi point in the same direction. (b) The “incident” and scattered fields propagate
in opposite directions; Ei ×Hs and Es ×Hi point in opposite directions.

Eq. C.ǌǌ. Ultimately, aěer evaluating the integrals in Eq. C.ǌǋ, we will take the real part to
get a physical extinction power, and the imaginary part will not contribute. Consequently,
in the integrals in Eq. C.ǌǋ, rather than having to consider three contributions to Ei, we
need only consider the contributions from the transmiĨed and reĚected plane waves. We
need not consider contributions to Ei from the incoming wave.

C.Ǎ.Ǌ TļĹ ĿĹŏ ĽłŉĹĻŇĵŀ

To evaluate the integral in Eq. C.ǌǋ, we consider each medium separately. We consider
only the ėrst term, since the second term has equal magnitude, as argued above. For con-
venience, we change the coordinate system from that shown in Fig. C.ǌ.ǉ. We will sepa-
rately consider the contributions toEi from the transmiĨed and reĚected plane waves, and
for each of these plane waves choose the z axis to be parallel to the direction of propaga-
tion. ĉis makes it easy to express the plane waves as einkƤr cos θ, but complicates the limits
of integration. ĉe outgoing ėelds remain in the form (ξ(θ, φ)/kƤr) exp inkƤr.

Referring to Eq. C.ǌǋ, we thus have to compute integrals of the form:∫
medium

Ei · E∗
s r

Ʀ dΩ =

∫
φ

∫ cos θ=ƥ

interface

ƥ
kƤr

ξ∗(θ, φ) · EƤe−inkƤr(ƥ−cos θ)rƦ d cos θ dφ (C.ǌǎ)
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Figure C.5.2: The polar angle θ (measured with respect to the k vector) at the in-
terface depends on the azimuthal angle φ.

where EƤ is the amplitude of the appropriate plane wave. ĉe lower limit on θ depends on
the value of φ, as shown in Fig. C.Ǎ.Ǌ.

We ėrst do the integral over cos θ, integrating by parts:

∫
medium

Ei · E∗
s r

Ʀ dΩ =

∫
φ
ξ∗(θ, φ) · EƤ

e−inkƤr(ƥ−cos θ)

inkƦƤ

∣∣∣∣cos θ=ƥ

interface

dφ

−
∫
φ

∫ cos θ=ƥ

interface

ƥ
inkƦƤ

∂ξ∗(θ, φ)
∂ cos θ

· EƤe−inkƤr(ƥ−cos θ) d cos θ dφ (C.ǌǏ)

Only the ėrst term in Eq. C.ǌǏ, the boundary term from integrating by parts, survives in
the far ėeld. In the boundary term, a factor of ƥ/r from the asymptotic dependence of the
ėelds and an additional factor of ƥ/r from integrating the exponential together cancel the
factor of rƦ from integrating over area. ĉe second termof Eq.C.ǌǏ vanishes in the far ėeld:
further integration by parts would result in two more terms each with an additional factor
of ƥ/r.

ĉe boundary term in Eq. C.ǌǏ is straightforward to evaluate at the upper bound. Sub-
sequently, integration over φ – around the pole in spherical coordinates – gives a factor of
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Ʀπ, since ξ is independent of φ at θ = Ƥ. We therefore obtain∫
medium

Ei · E∗
s r

Ʀ dΩ = Ʀπ
ξ∗(θ, φ) · EƤ

inkƦƤ
+ interface term. (C.ǌǐ)

ĉe ėrst term on the right comes from the upper bound, and there is an additional contri-
bution from evaluating the boundary term in Eq. C.ǌǏ at the lower bound, which occurs
at the interface.

Evaluating the interface term results in a serious problem. Components of the “inci-
dent” and scaĨered ėelds parallel to the interface must be continuous across the interface.
ĉe Fresnel coefficients enforce this condition for the “incident” plane waves, and we re-
quire ξ to be continuous across the interface. However, exp inkƤr(ƥ − cos θ) is not contin-
uous across the interface. Consequently, the terms in eachmedium arising from evaluating
Eq.C.ǌǏ at the interface do not cancel each other unless themedia have the same refractive
index. We thus have a result for the extinction power that depends on r, which is clearly
unphysical.

It is tempting to assume that these terms at the interface vanish upon integration over
φ, since the integrand contains a rapidly-oscillating exponential. But for incident beams
that are normal or nearly normal to the interface, θ is approximately ƭƤ◦ at the interface,
and the ƥ − cos θ factor in the exponent (approximately ǉ) depends only weakly on φ
when integrating around the interface. Integrating over φ only gives a vanishing result
if exp nkƤr(ƥ − cos θ) oscillates more rapidly than ξ(θ, φ) as a function of φ. For an off-
normal incoming wave and r → ∞ this condition is satisėed, but not for a normal incom-
ing wave. Likewise, for an incoming wave that is close to normal incidence, the extinction
power could oscillate as a function of r at distances out to λ/Δθ (where Δθ is the deviation
from normal incidence). For small Δθ this oscillation of the extinction power could thus
persist at distances typically associated with the far-ėeld. Consequently, we have the po-
tential for unphysical oscillatory dependence of the extinction power on r in the far-ėeld.

ĉe only resolution of this problem is to require that ξ be zero at the interface. With this
condition in hand, we conclude that the value of the key integral, Eq. C.ǌǎ, is given (in the
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limit of large r) by Eq. C.ǌǐ:∫
medium

Ei · E∗
s r

Ʀ dΩ =
Ʀπ
inkƦƤ

ξ∗(θ, φ) · EƤ. (C.ǌǑ)

C.Ǎ.ǋ TļĹ ĻĹłĹŇĵŀĽŐĹĸ OńŉĽķĵŀ TļĹŃŇĹŁ

To go from the key integral, Eq. C.ǌǑ, to the generalized Optical ĉeorem, we apply the
following steps. We already showed in C.Ǎ.ǉ that we only need to consider the reĚected
and transmiĨed contributions to the “incident” wave Ei. From Eq. C.ǌǋ and the results of
C.Ǎ.ǉ, for these two contributions, we add the complex conjugate of the result in Eq. C.ǌǑ,
yielding twice the real part. ĉis factor of Ǌ cancels a factor of ƥ/Ʀ from computing a time
average. Moreover, we have a prefactor of n/μ in front of the integrand in the key integral.
We thus obtain

Wext = −Ʀπ
kƦƤ

Re
(

ƥ
iμƦ

ξ∗(kt) · EƦ,t +
ƥ
iμƥ

ξ∗(kr) · Eƥ,r

)
= −Ʀπ

kƦƤ
Im
(

ƥ
μƦ
ξ∗(kt) · EƦ,t +

ƥ
μƥ
ξ∗(kr) · Eƥ,r

)
. (C.Ǎǈ)

Here, Eƥ,r is the reĚected plane wave in medium ǉ and EƦ,t is the transmiĨed plane wave in
mediumǊ. Since the Fresnel coefficients are real, the “incident” ėelds have real amplitudes,
and we can re-express this in terms of ξ at the expense of a minus sign:

Wext =
Ʀπ
kƦƤ

Im
(

ƥ
μƦ
ξ(kt) · EƦ,t +

ƥ
μƥ
ξ(kr) · Eƥ,r

)
. (C.Ǎǉ)

Togo frompower to cross-sectionwedivideby the intensity of the incident beam,which
is μƥ/Ʀnƥ, according to Eq. C.ǋǑ. We ėnd that the extinction cross-section is:

σe =
ƨπnƥ
μƥk

Ʀ
Ƥ
Im
(

ƥ
μƦ
ξ(kt) · EƦ,t +

ƥ
μƥ
ξ(kr) · Eƥ,r

)
. (C.ǍǊ)

ĉis result, our generalized Optical ĉeorem, is equivalent to that of Torrungrueng et al.
[ǉǍǑ] and reduces to the traditional Opticalĉeorem in the absence of an interface, when
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there is no reĚected plane wave. ĉe incoming polarization and the Fresnel coefficients
determine Eƥ,r and EƦ,t. Other conventions for the assumed forms of the “incident” plane
waves and scaĨered wave could lead to slightly different factors of n, Ʀ, and π, and possibly
the replacement of the real part with the imaginary part, depending on the deėnition of
ξ. ĉe key point remains that the extinction cross-section is determined by the scaĨering
amplitude in the directions of the transmiĨed and reĚected plane waves.
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D
Studying Inertial Focusing withHolography:

ModelingMotion Blur

Wediscuss in this chapter aspects of a side project that the author has worked on in collab-
oration with Anna Wang and with Joseph Martel, a student in Mehmet Toner’s laboratory
at the MassachuseĨs General Hospital. We do not go into details of the complex but fas-
cinating Ěuid dynamics underlying the inertial focusing phenomena that motivated this
work. We do, however, discuss themodeling of holograms of rapidlymoving particles. We
discuss some aspects of this problem that have not been published elsewhere, and in par-
ticular address a blurring technique based on Fourier transforms that has not previously
been applied to holograms. ĉese techniques enable the measurement of the ǋD position
as well as velocity of a rapidly moving colloidal particle.
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D.ǉ IłŉŇŃĸŊķŉĽŃł ŉŃ IłĹŇŉĽĵŀ FŃķŊňĽłĻ

Imagine Ěowing a colloidal suspension down amicroĚuidic channel – for instance, a cylin-
drical glass capillary with a radius R of say Ǎǈ μm. In a dilute colloidal suspension, the
particles are not structured in any way. So, if the suspension initially starts Ěowing through
the capillary with the particle positions randomly dispersed through a cross section of the
capillary, one would expect to obtain a random distribution further down the capillary.
ĉis intuition is correct for sufficiently slow Ěows, but it turns out to be wrong for fast Ěu-
idic Ěows. For in such cases, inertial focusing can occur: the particles will eventually all be
found to lie within an annulus located at a radial distance of∼ Ƥ.ƪR from the centerline of
the channel [ǉǎǈ–ǉǎǊ]. Such phenomena were ėrst observed in the early ǉǑǎǈ’s by Segre
and Silberberg [ǉǎǈ, ǉǎǉ], although the ėrst good theoretical explanations did not come
until the ǉǑǐǈ’s [ǉǎǋ]. It turns out that in addition to the drag forces from the Ěuid on the
particles, the presence of the capillary walls results in liě forces on the particles, which re-
sult in the inertial focusing. Similar focusing effects happen in rectangular channels, where
the particles focus to four symmetric points in the channel cross section [ǉǎǌ].

ĉese phenomena are difficult to study quantitatively because in modeling them, the
standard simplifying assumptions of Ěuid dynamics are invalid. ĉe viscosity η of the Ěuid
cannot be neglected, but the Ěuid inertia cannot be neglected either. It is thus necessary to
solve the full Navier-Stokes equations in some manner, generally perturbatively. We refer
the interested reader to the review by Di Carlo for further details and references [ǉǎǊ].

Additional phenomena can occur in curved channels, as the curvature induces a sec-
ondary Dean circulating Ěow. ĉe Dean Ěow results in drag forces perpendicular to the
direction of the principal Ěow down the channel and can change the positions to which
particles focus [ǉǎǍ]. ĉe positions to which particles focus depend on parameters that
include the particle size; it is therefore hoped that such physical effects could be the ba-
sis for marker-free cell sorting technologies. ĉe detailed physical mechanisms of these
effects remain under active investigation.

One problem that has arisen in the course of such investigations is illustrated in Figure
D.ǉ.ǉ, from [ǉǎǍ]. ĉe ėgure shows a Ěuorescence streak micrograph that contains many
particles; the particle velocity is high enough relative to the shuĨer time that the particles
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Figure D.1.1: Schematic diagram and fluorescence streak micrograph of particle
separation during flow in a curved channel. A dilute suspension of fluorescent particles
flows through a spiral channel. At sufficiently high flow rates, the particles localize to
one of the three indicated positions in the channel cross-section. Positions 1 and 2
mirror each other vertically; this is not visible within the channel and is only qualita-
tively observed at the outlet. Reprinted with permission from [165]. Copyright 2012,
American Institute of Physics.

appear as continuous streaks. Under the Ěow conditions in the ėgure, the particles appear
to focus to three positions in the channel, where two of the positions are vertically on top
of each other. It is not possible to quantitatively determine the height of these positions
(labeledǉ andǊ) justwithĚuorescencemicroscopy. We therefore investigatedholographic
microscopy as a potential solution.

Preliminary experiments using a PhantomVǑ high speed camera with aminimum shut-
ter time of ƥμs soon revealed that at typical Ěow rates, the particle holograms did not qual-
itatively resemble holograms of stationary particles. ĉis was due to the particles, moving
at speeds of ∼ ƥ m/s in the channel, travelling appreciably over the shuĨer time of the
camera. A typical experimentally recorded blurred hologram is shown in Figure D.ǉ.Ǌ. Ef-
fects of moving particles in holography were ėrst investigated by Dixon et al. [ǉǎǎ], who
used a phenomenologicalmodel based on a decrease in contrast of the hologram fringes to
model the blurring. Here we describe two methods we have developed to model blurred
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Figure D.1.2: Experimentally recorded hologram of a polystyrene particle moving
from left to right. The motion causes the hologram fringes in the direction of motion
to be blurred.

holograms and present some initial results obtained therein.

D.Ǌ SĽŁńŀĹ BŀŊŇŇĽłĻ AŀĻŃŇĽŉļŁ

ĉemain thing tonote aboutmotionblurring inholograms is that it results froma superpo-
sition of intensities and not of ėelds, as in the case of theMie superposition approximation.
Blurring, in this picture, merely amounts to the adding up of holograms calculated for a
particle at different positions.

Consider a particle that at t = Ƥ is at r = rƤ. If the particle moves with velocity v, its
position at an instant Δt later is just rƤ + vΔt. If the camera has an exposure time of T,
we may compute n holograms at evenly spaced time intervals between ǈ and T. We use a
dimensionless number β to determine the number of holograms to be summed:

n =
β|v|T
λmed

(D.ǉ)

where λmed is the incident wavelength in themedium. We typically ėnd β = ƨ adequate (ǌ
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hologramsperwavelength traveled by the particle). We compute the nholograms and then
divide their sum by n to model the blurring. ĉis approach is rigorous, involving no phe-
nomenological models, and works well, but has the diadvantage of being computationally
intensive, particularly for the∼ ƥƤ μm particles typically used in experiments. Many scat-
tering quantities are redundantly computed. We therefore describe an alternate method
for modeling blurring that is computationally much more efficient.

D.ǋ FŃŊŇĽĹŇ TŇĵłňĺŃŇŁ BŀŊŇŇĽłĻ AŀĻŃŇĽŉļŁ

ĉe simple blurring model is inefficient because it involves making many redundant com-
putations of scaĨering. A much more efficient approach, without these redundancies, is
given by Potmesil and Chakravorty [ǉǎǏ]. ĉis approach is less general than the simple
blurring algorithm, in that it can only be applied to lateral particle motions (in x and y),
but that is not a limitation for the intertial focusing experiments.

ĉe Potmesil & Chakravorty algorithm applies to any image of moving objects, not just
holograms, so our discussion here will not assume we are dealing with holograms¹. In the
algorithm, motion blur is regarded as a convolution. Adopting their notation, let f(x′, y′)
be an image of a stationary object that is to be blurred, and let g(x′′, y′′) denote the blurred
image. Any pixel in the blurred image will be an integral over portions of the unblurred
image:

g(x′′, y′′) =
ƥ
T

∫ T

Ƥ
f(x(t), y(t)) dt. (D.Ǌ)

Here x(t) and y(t) denote the positions in the unblurred image that aremapped to (x′′, y′′)
in the blurred image at time t. In particular, for a velocity v = vxx̂+ vyŷ,

x(t) = x′′ − vxt; y(t) = y′′ − vyt. (D.ǋ)

In this way, Equation D.Ǌ can be wriĨen as a convolution integral:

g(x′′, y′′) =
ƥ
T

∫ T

Ƥ

∫∫
f(x′, y′)δ(x′ − x(t), y′ − y(t)) dx′dy′ dt (D.ǌ)

¹ĉe original paper [ǉǎǏ] applies the algorithm to images, including a picture of a house.
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where the spatial integrals run over the image f. It follows that we can Fourier transform
into the reciprocal space (u, v)where the convolutionbecomes aproduct. WeuseEquation
D.ǋ to evaluate the trivial integrals over x′ and y′, and do Fourier transform integrals over
x′′ and y′′:

G(u, v) =
∫∫

g(x′′, y′′) exp[−Ʀπi(ux′′, vy′′)] dx′′dy′′

=
ƥ
T

∫∫ ∫ T

Ƥ
f(x′′ − vxt, y′′ − vyt) exp[−Ʀπi(ux′′, vy′′)] dx′′dy′′ dt. (D.Ǎ)

If we deėne constants a and b via vx = a/T and vy = b/T, we can apply the translation
property of Fourier transforms:

G(u, v) =
ƥ
T
F(u, v)

∫ T

Ƥ
exp
[
−Ʀπi(ua+ vb)

t
T

]
dt (D.ǎ)

where F(u, v) is the Fourier transform of f. ĉis is clearly a product between F(u, v) and a
transfer functionH(u, v):

H(u, v) =
ƥ
T

∫ T

Ƥ
exp
[
−Ʀπi(ua+ vb)

t
T

]
dt. (D.Ǐ)

ĉis integral may be evaluated to give

H(u, v) =
sin (π(ua+ vb))

π(ua+ vb)
exp[−iπ(ua+ vb)]. (D.ǐ)

Blurred holograms hblur may thus be calculated in the following way:

ǉ. Calculate a hologram h of a particle located at r = rƤ.

Ǌ. Compute the fast Fourier transform of h.

ǋ. Multiply by the transfer function in Equation D.ǐ.

ǌ. Compute the inverse fast Fourier transform to obtain hblur.
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D.ǌ PŇĹŀĽŁĽłĵŇŏ RĹňŊŀŉň

A series of preliminary experiments have been conducted usingmicroĚuidic devices fabri-
cated by JosephMartel and samples of polystyrene spheres in an aqueous solution density-
matched with iodixanol. Data has been taken with particles with diameters of Ǎ, ǉǈ and ǉǍ
μm. We collect data by continuously recording high-speedmovies of Ěow through a chan-
nel using a PhantomVǑ camera with typical exposure times of ǉ μs and frame rates of ǎǎǈǈ
frames per second. ĉe samples are sufficiently dilute that most of the recorded frames
contain no particles; we select the frames that do. Furthermore, the particles move rapidly
enough that each particle typically appears in only a single frame. We ėrst show, in Figure
D.ǌ.ǉ, that using the simple blurring model, we can successfully ėt holograms of rapidly
moving particles. ĉe ėts depend on the particle ǋD position as well as the particle veloc-
ity (assumed to be in one horizontal direction). While the ǋDposition information is what
we need to study inertial focusing, geĨing particle velocities is a useful by-product.

By looking at many particles in the channel, we can successfully measure distributions
of particle heights. Figure D.ǌ.Ǌ shows a bimodal height distribution; this is readily ob-
served using DHM and an appropriate scaĨering model, but almost impossible to obtain
quantitatively using streak microscopy.

Finally, we show that the rapid blurring algorithm based on Fourier transforms gives
results that are the same as the simple blurring model. Preliminary tests indicate that the
transformmethod is more than an order of magnitude computationally faster, particularly
with large particles that move several wavelengths during the exposure time. Figure D.ǌ.ǋ
compares two holograms computed using the simple and Fourier transform techniques;
the images agree with each other to ǈ.ǉƻ.

Further experiments and analysis are in progress; in particular, the tremendous com-
putational speed enhancement gained through the Potmesil-Chakravorty method should
make further ėts much less tedious.
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Data Best fit

v

Figure D.4.1: Hologram of a 10 μm diameter particle flowing in a channel. Image
has been cropped to remove fringes from non-index matched microfluidic channel
walls. The particle moves to the right at 3.3 m/s, where the speed has been deter-
mined from fitting a moving sphere model to the hologram.

ǉǐǊ



55 60 65 70 75 80 85
z (microns)

0

2

4

6

8

10

12

14

co
un

t

12/21 run 6 z histogram

Figure D.4.2: Bimodal distribution of particle heights in a channel; heights deter-
mined using DHM.
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Figure D.4.3: Simulated holograms of a 10 μm diameter polystyrene sphere moving
to the right at vy = Ʀ m/s. Left: computation using simple blurring algorithm. Right:
computation using Potmesil-Chakravorty Fourier transform algorithm.
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