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Scanning Tunneling Spectroscopy of Topological Insulators and

Cuprate Superconductors

ABSTRACT

Over the past twenty-five years, condensed matter physics has been developing materials with
novel electronic characteristics for a wide range of future applications. Two research directions
have shown particular promise: topological insulators, and high temperature copper based su-
perconductors (cuprates). Topological insulators are a newly discovered class of materials that
can be manipulated for spintronic or quantum computing devices. However there is a poor spec-
troscopic understanding of the current topological insulators and emerging topological insulator
candidates. In cuprate superconductors, the challenge lies in raising the superconducting tran-
sition temperature to temperatures accessible in non-laboratory settings. This effort has been
hampered by a poor understanding of the superconducting mechanism and its relationship with a
mysterious pseudogap phase. In this thesis, I will describe experiments conducted on topological
insulators and cuprate superconductors using scanning tunneling microscopy and spectroscopy,
which provide nanoscale spectroscopic information in these materials.

First, I will describe experiments on the purported topological Kondo insulator SmBg, where
a topological surface state is expected to emerge from a strongly correlated hybridization gap.

I used a spectral decomposition technique and temperature dependent spectroscopy to mea-

sure and observe the opening of the hybridization gap, and find evidence for a topological sur-
face state. I will then describe experiments performed on the topological insulator Bis_,Fe,Ses,
where I observed the scattering of surface states to surprisingly high energies. Models using den-
sity functional theory show that the interaction of the trivial and topological surface states could

provide a route towards future topological insulator devices.
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I then discuss two experiments performed on the Bi-based cuprates. In the first experiment,
I imaged a static charge density wave that, in conjunction with bulk-sensitive probes, reconciles
observations of surface and bulk charge ordering in the cuprates over the past twenty years. In
the second experiment, I validated previous observations of an electronic nematic order in the
pseudogap phase using high spatial-resolution spectroscopy. Together, the work on the cuprates
provides insight into the nature of the pseudogap phase, which we find to be characterized by

broken symmetries and charge ordering.
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Introduction

Over the past five years, the field of condensed matter physics has actively studied two families
of materials: (1) a new class of materials known as topological insulators, (2) the intriguing and
poorly understood copper-based high temperature superconductors. This chapter gives a broad
overview of these two families of materials, discusses their unusual characteristics, and potential
applications. The final section of this chapter outlines the structure of the remaining chapters in

this thesis.



1.1 A NEw CLASS OF MATERIALS: TOPOLOGICAL INSULATORS

Over the past decade, condensed matter physics has been revolutionized by the understanding
that interactions between the electron’s spin and orbital motion, “spin-orbit coupling”, can lead
to new and exciting electronic phases. In particular, since 2009, a new class of “topological mate-
rials” has been discovered in compounds with a strong spin-orbit coupling (SOC), and a small
bandgap, such as BisSes, BigTes, and Bij_,Sb, [1-4]. The electronic states at the surface of
these materials exhibit unique properties, similar to those of graphene, that can be exploited for
future applications in spintronics, quantum computation, or in the search for exotic physics [2-5].
These materials, called “topological insulators”, were predicted using a newly emergent under-
standing of electronic topological classes in condensed matter systems. In this section, we briefly

describe the concept of topology as applied to condensed matter systems, and discuss the excit-

ing experimental physics that arises from these materials.

1.1.1 ToPOLOGICAL ELECTRONIC PHASES

Topological insulators are materials in which the bulk has an insulating gap in the density of
states, while the surface contains unique surface states that have topological properties. The
presence of these exotic electronic states at the interface of the topological insulator with the
vacuum is characteristic of the topological nature of the material.

How does topology, which is a branch of mathematics concerned with the properties of objects
and space under continuous deformations, predict the existence of exotic electronic phases? As
an example, topology can classify 2D surfaces dependent on the number of holes in the surface,
or the genus g, as shown in Fig. 1.1. Objects within the same genus are equivalent because in
principle, they can be stretched and deformed into one another, without poking a hole through
them. In this way, a donut is classified as ¢ = 1 and is equivalent to a coffee mug with a han-
dle. Meanwhile an iPhone, which can be continuously deformed into an orange, has no holes, and
both are classified as ¢ = 0. Objects within one genus cannot be continuously deformed without

puncturing or closing the hole, and so these two families represent distinct and mutually exclu-



g=0 g=0

Figure 1.1: Examples of a Topological classification. Objects can be classified by its number of
holes g. All objects that can be continuously deformed to one another, while preserving g are within the
same topological class. Here we have an example of (a) a donut with ¢ = 1 being in the same class as a
coffee mug with a handle, and (b) an iPhone with g = 0 being in the same class as an orange.

sive families of shapes and objects.

Topological insulators differ from generic or “trivial” insulators through a similar topological
classification, which instead of measuring the number of holes in an object, measures a property
called the Berry’s phase in the electronic structure of the material [2,3]. The genus g of Fig. 1.1
is equivalent to the topological invariant of the system, which remains constant so long as the
material contains a spectral gap A in its band structure or density of states. Because the vac-
uum is considered a “topologically trivial insulator”, the boundary between a topologically “non-
trivial” and a topologically trivial insulator will have unique properties, and for our purposes, the
novel electronic states of interest.

One of the fundamental consequences of the topological classification of materials, is that at
the boundary where the topological classification changes, there will exist gapless conducting
states at the edge [2]. Because the topological invariant must change at the interface, the spec-
tral gap A — 0, leading to the existence of gapless, metallic edge states. The simplest exam-
ple of edge states existing at the interface of topologically trivial and non-trivial materials is at

the interface of an integer quantum hall system and the vacuum, shown schematically in Fig.



1.2. In the bulk of the quantum hall system, electrons that are confined in two dimensions un-
der a perpendicular magnetic field B will undergo cyclotron orbits with a cyclotron frequency,
we = eB(me)~!, where e is the electron charge, m is the electron mass, and c is the speed of
light. The quantum hall system can be considered an insulator with a bandgap A = Aw,, which
separates the highest occupied electron level, called a Landau level, from the lowest unoccupied
Landau level. However, the interface between the vacuum, which is equivalent to topologically
trivial insulators, and the quantum hall system will possess topological surface states. To see
this, we simply examine the electron motion at the edge. At the edge of the system, the elec-
trons cannot complete their cyclotron orbits, and the result is a skipping motion that leads to
unidirectional flow of electrons at the edge of the 2D quantum hall system [2,6]. The edge states
are chiral, in the sense that their direction of propagation is only in one direction, and therefore
the edge states are insensitive to disorder. This observation in the quantum hall system is more
general, and leads to the conclusion that gapless, chiral edge states will exist at any interface be-

tween two topological phases.

1.1.2 THREE DIMENSIONAL TOPOLOGICAL INSULATORS

Following theoretical work by a number of research groups [1, 7-10], a topological Z, invariant
was developed to classify topological materials in the presence of strong spin-orbit coupling and
time reversal symmetry (TRS). Like the 2-dimensional integer quantum hall state, the bound-
ary between trivial Zo and nontrivial Z5 classes must have gapless surface states. Because of the
combination of time reversal symmetry (TRS), and spin-orbit coupling, the topological surface
states (TSS) that exist at the boundary of trivial and non-trivial topological classes have exotic
properties [2, 3]. First, the change in topological classes guarantees the existence of these gap-
less surface states, making the surface states robust to non-magnetic impurities, and impurity
induced localization effects. At the high symmetry points, because of the TRS, the spin up and
down states are degenerate, but away from the high symmetry points, the degeneracy is split

from spin-orbit interactions. This implies that at the time reversal invariant points, the disper-
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Figure 1.2: Interface of a Quantum Hall System with a Trivial Insulator. In an applied mag-

netic field, the electrons in a 2D electron gas undergo cyclotron orbits with a frequency w. = eB(mc)~!,

where m is the mass of the electron, e is the charge of the electron, and B is the magnitude of the mag-
netic field. The energy states of this system are separated by A = hw,, and can be thought of as a band
gap, similar to the band gap of a trivial insulator, brought on by band theory. At the interface of the triv-
ial and non-trivial phases, an edge state exists, which, because of the skipping cyclotron orbits, has a sin-
gle direction that traverses the edge of the quantum hall system.

sion of the states has the form of massless Dirac fermions,

E(k) = vpk + Epp (1.1)

where, k is relative to the high symmetry point, vp is the velocity at the Dirac point, and Epp
is the energy of the degeneracy. Furthermore, the Dirac dispersion around the high symmetry
k-point is guaranteed by TRS. TRS also requires that k and —k must have opposite spin states,
resulting in a chirality that locks the k states to specific spin states. The dispersion and the ex-
istence of the surface states in the gap is shown schematically in Fig. 1.3a,b [11], where we can
see that T'SS span the bulk band gap A. Finally, in the presence of non-magnetic disorder, topo-
logical surface states impinging on disorder are forbidden to back-scatter because the k— —k
scattering process requires a forbidden spin-flip. This implies that the topological surface states

are also robust to non-magnetic disorder because of the locking of spin and momentum. This was
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Figure 1.3: Three Dimensional Topological Insulators. (a) Cartoon of the surface states in a
three dimensional topological insulator, shown in orange. At the high symmetry point & = 0, the sur-
face states are degenerate. Away from k = 0, SOC splits the degeneracy of the spin states. (b) Angle re-
solved photoemission spectroscopy of the topological surface states (TSS) in BisSes. Figure adapted from
Ref. [11]. The Dirac dispersion of the TSS is confirmed in the data. (c) Scattering modes from a step
edge in topoogical Sb (111). The two scattering modes g4 and gp correspond to the scattering processes
schematically shown in (d). Notice the absence of blue to red scattering, which would require a spin-flip
and is forbidden. (c) and (d) were adapted from Ref. [12].

experimentally shown using a scanning tunneling microscope in Fig. 1.3c,d [12].

The introduction of topological classes into the field of condensed matter physics has lead to
a surge in research that has yielded exciting new physics. The unique properties of TIs has ap-
plications towards a variety of interesting novel devices. The interface of a ferromagnet and a TI
could yield a novel spintronic device [13]. Meanwhile, the vortex state at the interface of a topo-
logical insulator and a superconductor could yield an exotic particle known as a Majorana par-
ticle [14], which has the unique property that it is its own antiparticle [15]. Majorana fermions
could be used to devise a novel quantum computer that is well-protected from errors and utilizes
non-Abelian statistics [16]. Despite these exciting possibilities, a tremendous amount of unan-
swered questions remain, including whether there are other types of topological phases in new
materials, and whether current materials can be engineered for better device applications. The
new understanding brought about by topology has only scratched the surface and many new
forms of topological insulators will be discovered, each with different advantages and disadvan-

tages compared to the previous generation.
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Figure 1.4: Properties of superconductors. (a) At temperatures lower than T, the resisitivity van-
ishes, as shown for Hg from Ref. [18]. (b) At temperatures lower than T, the superconductor becomes
perfectly diamagnetic, expelling all external magnetic fields. Figure adapted from Ref. [19].

1.2 HiGH TEMPERATURE SUPERCONDUCTIVITY

Superconductivity, is a phase of matter that is characterized by zero resistivity, and perfect dia-
magnetism, as described in Fig. 1.4. At zero field, the material enters the superconducting phase
from the normal phase at a transition temperature T, which for most superconductors discov-
ered in the early 1900s was ~< 20 K. A theoretical description of the superconducting mech-
anism was finally proposed by Bardeen, Cooper and Schrieffer (BCS) in 1957 [17]. BCS theory
described the superconducting state as comprised of pairs of electrons, called ‘Cooper pairs’, that
were bound by a weak phonon-mediated attraction. The pairing of electrons opened a spectral
gap in the density of states at the Fermi level from the pairing process, leading to a well known
gap A that is associated with the superconducting state. By the 1980s, the theory of supercon-
ductivity was well established, and superconductivity was considered a cryogenic phenomenon,

accessible only in laboratory conditions.

1.2.1 COPPER-BASED HIGH T, SUPERCONDUCTORS

The condensed matter community was surprised by the rapid discovery in 1986 of copper-based
high temperature superconductors (cuprates). LaBaCuO4 was the first compound discovered,
with T, = 30 K [20], which was quickly followed by YBasCu3074, (YBCO) with T, = 93 K [21].

Because the transition temperature of YBCO was above liquid nitrogen temperature (Tin, = 77
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Figure 1.5: Timeline of the discovery of the Cuprate superconductors. Orange circles represent

the T, of the different families of the Cuprate superconductors. Red and blue dashed lines indicate the
temperature of cryogenic liquid nitrogen and liquid helium. Figure adapted from Ref. [22].

K), this was the first superconductor that could be cooled using low cost liquid nitrogen, rather
than higher cost liquid helium (71 e = 4.2 K). The discovery of YBCO quickly led to hopes that
new cost-effective technological applications in power transmission, electronics, and transporta-
tion could be achieved using superconductors with ever higher T.. Additional discoveries of the
Bi-based, Tl-based and Hg-based copper oxide superconductors would soon push the transition
temperature up to ~ 140 K. The rapid discovery of different superconducting 7, is shown in Fig.
1.5. Despite the initial promise and hopes that 7. might be pushed above room temperature, al-
lowing room temperature superconductivity, the process of engineering higher T, superconductors
has been hampered by a poor understanding of the superconducting mechanism in the cuprates.
There are multiple families of different Cuprate superconductors, which are typically classified
based off of the first element in the chemical formula (i.e. La, Y, Bi, Hg and TI based families).
The Cuprates are layered materials of different XO,, planes, where X is another element in the
compound. An illustration of the structure of a Bi-based cuprate is shown in Fig. 1.6. The two-
dimensional CuQOs planes are the key ingredient in the Cuprates, being responsible for the super-
conductivity. What is surprising about the Cuprates, is that the superconductivity only arises

upon doping into the system. The undoped, “parent” compound, is actually an antiferromagnetic
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Figure 1.6: Representation of the crystal structure of Bi-2201. Because the top and bottom lay-
ers are BiO layers, the bonding between two BiO layers is the weakest, and defines the cleave plane of
Bi-2201 crystal.

Mott insulator. The fact that an antiferromagnetic order could give rise to superconductivity is

surprising, given that superconductivity is thought to be destroyed by magnetism.

1.2.2 BI1-2201 STRUCTURE

The cuprate compound that is studied in this thesis, is the Bi-based cuprate with a single CuO4
layer, Bis_,Sro_;La,Pb,CuOgs. This compound is typically known as “Bi-2201”, in reference
to the chemical subscripts of the parent compounds of the Bi-based superconductors, which typ-
ically have the form: BisSryCa,,—1Cuy,yOg,1445. And so the n = 2 double CuOg4 layered com-
pound BisSraCa;CusOg is typically called Bi-2212, while the single layered n = 1 compound
BisSraCagCuy Og is called Bi-2201. The Bi-based cuprates are ideal for studies using scanning
tunneling microscopy because of their relatively large crystal sizes, and easily cleaved structure.
For reference, we display in Fig. 1.6 the Bi-2201 crystal structure, which is studied in Chapters 5
and 6.



1.2.3 MYSTERIOUS PSEUDOGAP PHASE

The doping dependence of the cuprates leads to a complicated three dimensional phase diagram
that depends on the hole doping z, the temperature T', and the magnetic field H. At zero field,
the phase diagram for the cuprates has the form shown in Fig. 1.7. At zero hole doping p, the
cuprates are antiferromagnetic insulators, only upon doping does the superconductivity emerge.
Optimal doping, is the doping level at which the superconducting T, is maximum, which in Fig.
1.7, is pop ~ 0.16. Primarily on the underdoped (p < pop) side of the phase diagram, a mysterious
phase called the pseudogap phase, exists in addition to the superconducting phase. The pseudo-
gap phase is characterized by a gap in the density of states that exists at T > T, but below the
pseudogap onset temperature of T* [23], and can extend further into the superconducting phase
and the overdoped part of the phase diagram. There is currently no consensus on whether or how
the pseudogap phase interacts with the superconducting phase across the entire cuprate family,
although it has been well characterized in Bi-2201 [24]. The nature and origin of this phase have
been extensively studied for the past 20 years, and hopefully, a better understanding of the pseu-
dogap phase will allow for a more clear understanding of the superconducting mechanism in the

cuprates.

1.3 DISSERTATION STRUCTURE

The field of condensed matter physics is rich with novel electronic systems, such as topological
insulators and cuprate superconductors, that are amenable to local spectroscopic studies. In con-
trast to bulk probes, scanning tunneling spectroscopy (STS) is well suited to understanding elec-
tronic interactions on the nanoscale, which makes STS ideal for observing strongly correlated
spectral gaps, quasiparticle scattering processes, nanoscale charge order, and sub-angstrom bro-
ken symmetries. In this thesis, I will discuss experiments I have conducted using scanning tunnel-
ing microscopy and spectroscopy on topological insulators and the Bi-based cuprate superconduc-
tors.

In Chapter 2, I describe the technique of scanning tunneling microscopy and spectroscopy,
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Figure 1.7: Phase diagram of hole-doped cuprates. At low doping p, the cuprates are antiferro-
magnetic insulators (AFI), upon doping, at low T, the cuprates enter the d-wave superconducting state
(d-SC). On the underdoped side of the phase diagram p ~< 0.16, at temperatures above T, the system
enters the pseudogap phase, which has an onset temperature of T*. Figure adapted from Ref. [25].

details on the experimental apparatus and develop the formalism for differential tunneling spec-
troscopy.

In Chapter 3, I describe experiments performed on the purported topological Kondo insulator,
SmBg, predicted to have topological surface states that span a strongly correlated hybridization
gap [26].

In Chapter 4, I describe experiments performed on Bis_,Fe,Ses, where I imaged quasiparticle
scattering processes of the topological surface states and trivial 2D quantum well states [27].

In Chapter 5, I describe experiments performed on underdoped BisSro_,La,CuOgys, where 1
found a surface charge ordered state that agreed with a bulk charge ordered state, providing the
first confirmation of bulk and surface charge order in the cuprates [28].

In Chapter 6, I describe experiments performed on Pb-doped Bi-2201, where we investigated
the experimental limitations of purported broken intra-unit cell electronic rotational symmetry in

the cuprates.
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Scanning Tunneling Microscopy

This chapter describes the principal experimental techniques used in this thesis, scanning tunnel-
ing microscopy and spectroscopy. We start by discussing the theory of electron tunneling. We
follow up with a description of the main experimental apparatus, a home-built scanning tun-
neling microscope (STM) built in the Hoffman Lab at Harvard University. The final section de-

scribes the different STM measurements that are extensively used in this thesis.
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Figure 2.1: Principles of tunneling between a STM tip and a sample. (a) Illustration of the tip-
sample tunneling process. A voltage V' is applied between an atomically sharp STM tip and the sample,
and results in a tunneling current I. (b) Illustration of the tunneling process from a spectroscopic point of
view. The occupied states of the sample and tip are shown in red and green respectively, offset in energy
by eV because of an applied voltage V. ¢ represents the respective work functions of the sample and tip,
Az represents the spatial separation between the tip and sample.

2.1 THEORY OF ELECTRON TUNNELING

Scanning tunneling microscopy relies on the principle of electron tunneling. In our case, we con-
sider an atomically sharp Ptlr wire, called our STM tip, which is placed within angstroms of a
sample. A schematic of this situation is shown in Fig. 2.1a. If we apply a voltage to the sample,
even if the electron does not have sufficient energy to leave the tip and enter the sample, there
is a non-zero probability that the electron will spontaneously jump, or “tunnel”, between the
tip and the surface (or vice versa). This process is forbidden classically, and is a fundamentally
quantum phenomenon. A scanning tunneling microscope (STM) measures the resulting electron
tunneling current at different locations of the sample, which creates a spatial map of the elec-

tronic properties of the sample.
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2.1.1 Toy MODEL IN ONE DIMENSION

The simplest case of tunneling occurs for a particle in one dimension. Consider an electron with

energy F that is incident on a potential barrier:

Vo ifL>z2z>0
V(z) = (2.1)

0 else

If Vo > E, the solutions to the Schrodinger equation for the wavefunction in the barrier region

L > z > 0 have the form:

Y(z) x exp(—kz) (2.2)

where k = \/m /h, m is the mass of the electron, and 1/« is the lengthscale of the po-
tential barrier at which tunneling can occur. In typical experiments, the vacuum potential bar-
rier is the energy to remove an electron from the material, known as the work function, and is
typically ~ 3 —5 eV. This results in a tunneling length scale of k~! ~ A. Because the probability
that an electron will traverse the potential barrier is ~ |[¢)(z = L)|? o exp(—2xL), the width of
the potential barrier must be approximately L ~ x~! for electrons to tunnel across the barrier.
This leads to the constraint that the STM tip must be within angstroms of the surface to mea-
sure a tunneling current. Furthermore, the exponential dependence of the tunneling probability
means that if K71 ~ 1 A(as is typical), for a 1 A change in Az the tunneling probability increases
by an order of magnitude. The exponential dependence of the tunneling probability on the sepa-
ration between the tip and the sample allows the STM to have such fine control over the position

of the tip.

2.1.2 DERIVATION OF THE TUNNELING CURRENT

With the previous intuition, let us move on to formally evaluating the tunneling current from the
sample to our tip when we apply a negative bias —V to the sample while holding our tip at vir-

tual ground. This situation is illustrated in Fig. 2.1b. The negative bias on the sample effectively
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raises the Fermi level of the sample by +eV relative to the Fermi level of the tip. Because the oc-
cupied states of the sample are higher in energy than that of the tip, current will flow from the
sample to the tip. The probability that an electron of energy E (relative to the respective Fermi

levels) in the sample will tunnel into the tip is, by Fermi’s golden rule:
2
P, = %\MP . N;illed(E)NfrnptY(E +eV) (2.3)

where N sﬁ“ed and Ny MPY are the number of filled states in the sample, and the number of empty
states in the tip, respectively, and M is the tunneling matrix element. If we use a WKB approxi-

mation to the tunneling matrix element, then:
|M|? ~ exp(—2kAz) (2.4)

where Az is the distance between the tip and the sample, k = (2m@)/?/h is the local barrier
height in terms of the mass of the electron m, ¢ = (¢ + ¢;)/2 is the average work function given
in terms of ¢, and ¢;, the sample and tip work functions respectively. This tunneling matrix ele-
ment is analogous to the exponential dependence of the wave function solutions in one dimension
discussed earlier in Eqn. 2.2. Nfilld(E) and N™P%(E) depends on the density of states in the tip

or sample, and the Fermi-Dirac distribution, and is given by:

NJUE) = ps(B) f(B), (2.5)

N"PY(E 4 eV) = p(E +eV)(1 — f(E+eV)) (2.6)
where ps and p; are the sample and tip density of states respectively, and f(F) is the Fermi-
Dirac distribution at temperature 7', given by:

1
~ 1+exp(E/kpT)’

f(E) (2.7)
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The total tunneling current from sample to tip (I5—;) is then taken by summing over all energy
states (including spin degeneracy), and including the charge of the electron, and noting that un-

der most realistic assumptions, the matrix element is independent of energy [29].

0 Foo
e = =22 [ B)(E) - (B +eV) =SB +eV)IE (29

—0oQ0

By a similar analysis the current from the tip to the sample has the form:

™ +eo
e = =202 [ (B4 V) f(E+ V) (UEYL - FENIE (29)

The total tunneling current from the sample to the tip is a sum of Eqn. 2.8 and 2.9, and is sim-
plified to:

—4re +oo
I= 476‘2“2 / ps(E)pi(E +€V) - {f(E)[1 = f(E +eV] = [1 = f(E)f(E +eV)}dE (2.10)

The tunneling current in the form of Eqn. 2.10 can be further simplified if the sample and tip
are at low temperatures. At T' = 4.2 K, the width of the Fermi function is ~ kT = 0.36 meV,
and therefore on energy scales larger than kgT', f(F) is effectively a step function centered at
Er. In the experiments described in this thesis, the experimental energy resolution was often > 1

mV. The result is that the integral,

400 0
/ (FE)L = F(E+eV] - [1— f(B)f(E+eV)}dE £0 for: / dE
) —eV
This simplifies Eqn. 2.10 to:
0
I~ _Zlme_Q”Az/ ps(E)pi(E + eV)dE (2.11)
h —eV

If we choose a tip with a flat density of states near the Fermi energy, and relative to the energy

scales to be studied, then pi(E + €V) is constant in the energy range [Er — eV : EF], and can be
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taken out of the integral and so:

dme —2kAz 0 ! ’
I(V) =~ ¢ Pt ps(eV")dV (2.12)
-V
(where we have also dropped the sign and are measuring the magnitude of the current). Together

this approximates the tunneling current as,

0
I(V) = Ipe 2rA% / ps(eV)dV’ (2.13)
-V

where Iy = %pt is a constant that has units of current. The expression of the tunneling current

in Eqn. 2.13 is most commonly used to explain STM tunneling. It relates I exponentially to the
tip-sample separation, and to the integrated spectral weight of the sample from Er to Erp — eV.
Furthermore, I is only significant when when KAz ~ 1, implying that for ¢ ~ eV, the tip must be

within angstroms of the surface.

2.2 THE SCANNING TUNNELING MICROSCOPE

Scanning tunneling microscopy, first developed by Binnig and Rohrer in 1982 [30], is the heart of
the experimental apparatus used in this thesis. Because of the sensitivity of I to displacements
of up to an angstrom, the STM must have spatial positioning on a sub-angstrom length scale.
Furthermore, the STM used here was optimized in size and design for operations at low temper-
ature and high magnetic field, which was necessary to probe topological materials and cuprate

superconductors.

2.2.1 PRINCIPLES OF STM OPERATION

An illustration of the basic construction of an STM is shown in Fig. 2.2a. The tip is a mechani-
cally cut Ptlr wire that is mounted on top of a piezoelectric tube. The piezoelectric tube has five
quadrants (£X, £Y, Z), and upon application of a voltage to any of the quadrants, the piezo

tube deflects in the given direction. The tunneling current I is measured upon application of a
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voltage Vs between the tip and the sample. By ramping the voltage on the (X, +Y) piezos,

the tip deflects to a different part of the sample surface, allowing the STM to measure electrical
properties at different locations. Because the tunneling current is exponentially dependent on the
separation between the tip and the sample, Az, the voltage on the Z quadrant Vz, effectively
controls I. By increasing the voltage on Z, the tip extends, reducing Az and exponentially in-
creasing I. Likewise, by decreasing the voltage on Z, Az increases, exponentially decreasing I.
To maintain constant ‘contact’ with the surface, we employ a computerized feedback loop, called
“feedback mode”, to maintain a constant tunneling current. In feedback mode at a fixed volt-
age setpoint Vi, I is compared to a fixed current setpoint I, and the feedback loop varies Vz to
minimize |I — I4|. In feedback mode, Az depends on V; and I, but is often characterized by the
parameter V; /I, called the junction resistance R;. The junction resistance is roughly interpreted
to represent Az because for a given Vi, Az is larger for high R, and Az is lower for small R ;.
Ry is typically > 1 G for V; ranging from 100 mV to 1 V. For sufficiently high R; when the
STM is scanning in feedback mode, if the STM moves over a large impurity the computer will
pull the tip away from the surface, preventing the tip from crashing into the surface. Feedback
mode is therefore a computerized mechanism to control the STM tip and prevent unwanted tip
crashes by always positioning the tip relative to the sample.

The STM head, shown in Fig. 2.2b, is housed at the bottom of a low temperature, low vibra-
tion cryostat that is bathed in liquid helium. The walls of the cryostat are in contact with liquid
helium at T' = 4.2 K, ensuring an excellent vacuum inside the cryostat. The cryostat is inserted
into the bore of a large superconducting magnet, that is capable of reaching magnetic fields of
9 T perpendicular to the sample surface. The samples that are studied are bulk single crystals,
typically ~ 1 — 2 mm in length and width, glued to a copper sample holder to which we apply a
bias while holding the tip at virtual ground. The samples are cleaved in situ inside the cryostat,
at ~ 30 - 50 K, and are immediately inserted into the STM. The cleave exposes a fresh layer of
the sample that is uncontaminated, and the cryogenic vacuum ensures the cleanliness of the sur-
face on month-long time scales. The use of liquid helium allows us to have a base temperature

of T' ~ 4.4 K for up to 5 days. Pumping on the liquid helium filled “1K Pot”, cools the liquid in
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Figure 2.2: The Scanning Tunneling Microscope. (a) Schematic of the operation of a scanning
tunneling microscope in feedback operation. The tip is mounted to a piezoelectric tube with quadrants
(£X, £Y, Z). Voltage V; is applied to the sample, Az is the separation between the tip and the sample,
the tunneling current I is measured from the tip, and related to the setpoint current I, in a feedback loop
on the Z piezo. (b) Picture of the STM head. The tip and sample are indicated with arrows and are in
the same orientation as the tip and sample in (a). For scale, the STM head is approximately 2.5 inches in
diameter.

the pot and can bring our base temperature down to T' ~ 2.2 K. Heat can be applied to a length
of wound wire around the base of the STM head, which allows the STM temperature to reach
50 K. Therefore the full operating range of our variable temperature STM is 2 - 50 K. Full de-
tails about the design of this STM are detailed in Dr. Yi Yin’s Ph.D. Thesis [31], and additional

upgrades were documented by Dr. Anjan Soumyanarayanan.

2.2.2 1K CAPILLARY UPGRADE

In the summer of 2010, fellow graduate students Tess Williams, Anjan Soumyanarayanan and I
embarked on a major upgrade of the cryostat that was designed by Dr. Yin. The main purposes
of the upgrade were to plug a number of leaky soft-solder joints on the cryostat flange directly in
contact with the liquid helium bath, and to rewire the DC wires of the system. Figure 2.3a shows
a picture of the middle of the cryostat, with the new DC wires indicated. The wires are sheathed
in a braid and inserted through the vacuum line that pumps on the main vacuum space. At each

stage they are wound and thermally glued to a gold plated copper bobbin that is pressed against
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Figure 2.3: Cryostat Upgrades. (a) View of the middle of the cryostat looking up from the STM
head. New DC wire braids are shown protruding out of the main vacuum line, and are thermalized at
different stages to the cryostat. The 1K Pot capillary is soldered to a thermalization post and pressed
against the 1K flange. (b) Construction of the 1K Capillary and Pot. The 1K Pot siphon extends into
the helium bath and sucks in helium along the arrows shown. The capillary is loosely wound around the
heat switch pumping lines before being thermally sunk to the post shown in (a). After thermalization, the
capillary is threaded into the 1K Pot.

the thermalization stage.

One major upgrade involved repairing the damage done to the 1K Pot, which had become
clogged with oil that had been back-streamed from an oil-pump. As can be seen in Fig. 2.3b, a
thin capillary sucks in liquid helium from the bath, and pools the liquid directly in the 1K Pot.
By pumping on the Pot, the temperature of the helium is reduced and it cools the STM to 2.2
K. However, to maintain a constant temperature, the liquid helium in the pot must be continu-
ously replenished, and so a careful balance between the input and output of the helium into the
pot is required. While some systems use a needle valve to control the flow of helium into the pot,
through consultations with Dr. Joan Hoffmann we chose to use a fixed flow impedance between

the helium bath and the 1K Pot. The impedance comes mainly from choking the flow of helium
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from the bath to the pot through a long narrow capillary. We ended up using 12 feet of 0.1mm
ID, 0.3mm OD, CuNi capillary (“german silver”, CuNijgZngg, or Cu 62%, Ni 18%, Zn 20%) pur-
chased from GVL Cryoengineering in Germany. It is important to ensure that the liquid helium
is superfluid before it enters the 1K Pot to reduce mechanical vibrations that could ruin the op-
erations of our STM [32,33]. To that end, we wound 5 feet of the CuNi capillary around a gold
plated Cu post that was pressed into thermal contact against the the cryostat, as shown in Fig.
2.3a. We soldered the capillary to the thermalization post using rosin flux activated electrical
solder (~ 96.5% Sn, 3% Ag) to achieve a strong thermal connection. Two feet of the capillary
are used to connect the outer bath to the thermalization post, and five feet are used between the
thermalization post and the 1K Pot. The 1K Pot capillary was successfully installed and tested
in the summer of 2010, and allows for continuous operation for 4 days at 2.2 K, with no notice-
able mechanical vibrations. The temperature of the 1K Pot immediately reaches ~ 1.2 K when
the Pot is initially pumped on, but the temperature saturates at 2.2 K after ~ 15 minutes due to
a thermal short from the STM head to the bath. Future improvements will involve removing this

thermal short to enable a base temperature of 1.2 K.

2.3 MEASUREMENT MODES

In our STM, the tip is held at virtual ground while a bias V is applied to the backside of the
sample. By tuning the voltage on the z-piezo so that Az ~ A, a finite tunneling current will arise
between the tip and the sample. By fixing the voltage to the z-piezo, we could in principle raster
the tip across the surface and measure I(7, V). However this quantity is not particularly useful,
as the tip sample separation Az = Az(7) will vary depending on the corrugation of the surface,
and so the exponential prefactor in Eqn. 2.13 will vary locally. Instead, we perform a number of

other measurement techniques at each location.
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Figure 2.4: Topography using an STM. Topographic image of BisSroCaCuy0g1s (underdoped, T, =
68K ) acquired over a 70 x 70 nm? region. Inset is a magnified image of a 10 x 10 nm? region. Topography
was conducted at T'= 8 K, V; = —100 mV, I, = 30 pA.

2.3.1 TOPOGRAPHY

We use topography mode to map out the structural surface corrugations. When performing to-
pography, we enable feedback at (Vj, I5) to fix the tunneling current I(7,Vy) = I, and raster
the tip over the surface. The z-position of the tip at each point in a region of the surface, z(7),
defines a z-contour of constant current, which we call the “topographic image”. Strictly speak-
ing, the topograph is a contour map of constant current, and does not correspond to the “struc-
ture” of the surface. However, we typically take the topograph to be representative of the “sur-

face structure”, because if we approximate that,

0
/ ps(7,eV")dV' ~ constant for all 7 (2.14)
—Vs

and I(7,Vy) = I, Az(7) will be constant for all 7. If the surface has structural corrugations,
for example from the atomic lattice, then z will have to extend or retract to maintain constant
Az. In this case the contour of z, defined as the extension and retraction of z, directly maps out
the “surface structure” of the sample. An example of an image acquired in topography mode is
shown in Fig. 2.4.

In principle the condition in Eqn. 2.14 is not strictly true (because if it were, there likely would

not be interesting physics!). In reality, topography measures variations in the tip sample separa-
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tion z &~ 0(Az) at a fixed current. By inverting Eqn. 2.13 we obtain, the relation that:

— -1 Is/IO
Az(F) = P In | — ———
ffVS ps(7,eVdV

(2.15)

The tip sample separation will vary, in addition to the surface corrugations, by the variation in
the integrated density of states: fEVS ps(7,eV")dV'. And so strictly speaking, the current contains
information pertaining to the integrated spectral weight at each location. Therefore topographic
images will often obtain integrated spectroscopic information, and choosing V; is key to obtaining

an image that is representative of the structure alone.

2.3.2 TUNNELING CONDUCTANCE SPECTROSCOPY

The topography is not very useful for obtaining spectroscopic information about the sample den-
sity of states because it integrates in energy. Instead, we perform differential tunneling conduc-
tance spectroscopy to measure the density of states of the sample.

At a fixed position 7, the derivative with respect to V' of I(V) is (from Eqn. 2.13):

dI

W(V) = [Ip exp(—2kAz)] - ps(eV) (2.16)

j—{/(V) 5 po(Er + V) (2.17)

which directly measures the density of states at energy eV relative to the Fermi level (to an
overall prefactor that we discuss later). To measure dI/dV, instead of performing a numerical
derivative of I vs V', which requires high energy resolution to avoid errors, we instead use a stan-
dard lockin technique. We apply an oscillation excitation to the sample of the form V,.(t) =

dV cos(ft), and use a lockin to measure the current response dI at frequency f. Therefore by
varying the voltage V', and measuring the current response at each voltage dI(V'), we are in prin-
ciple measuring p(eV) (we then scale dI(V) by dVims = dV/+/2 to obtain units of conductance,

typically on the order of ~ nS). An example of a typical dI/dV spectrum is shown in Fig. 2.5.
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Figure 2.5: Tunneling conductance spectroscopy using an STM. dI/dV spectrum acquired on
the BigSraCaCuyOgy s surface shown in Fig. 2.4. Spectrum acquired at T'= 6 K, V; = —150 mV, I, = 150
PA, Vims = 3.5 mV, integration time 7 = 12 ms, dV,ix = 6 mV.

The typical experimental sequence of dI/dV spectroscopy consists of the following. At any
given position, we first fix the z-position of the tip by varying z in feedback at the setpoint con-
ditions (V, Is). The computer feedback control is then disabled to allow us to vary V' without
changing Az. We then vary V through a series of discrete values and measure dI/dV at each V
over a specified integration period 7. At the end, feedback mode is re-enabled to fix (Vs, Iy).

The controllable parameters to maximize the signal to noise ratio are the bias oscillation am-
plitude dV, the setpoints (Vj, I), and the integration period 7. Typically, R; is chosen more ag-
gressively than in topography mode to reduce Az and increase the signal. This however pushes
the tip closer to the sample and risks the stability of the tip or a tip crash. Alternatively, we
could increase the bias oscillation amplitude dV, which instead sacrifices energy resolution by
smearing features over an energy scale of ~ /2dV. Lastly, we could increase the integration pe-
riod 7 at each bias . However, this last option leaves the tip out of computer feedback for longer
and risks crashing the tip. A combination of the experimenter’s sense of adventure, and scien-
tific requirements typically determines what combination of variables will be used. The frequency

used in our STM is chosen to be off-resonance from any other known excitations and is chosen to
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be 1.115 kHz. Typically we choose ~ 10 oscillation amplitudes as our period 7 ~ 10 — 20 ms.
Ry is typically chosen to be < 1 G{2, for a V; that is outside of the range of interest. The energy
pixel resolution is usually determined by the available experimental time, and the thermal energy
resolution: dVpixel = (Vy — Vi)/Ng = dVims = dVihermal, where Vi and V; are the final and initial
voltages of the spectroscopy voltage range, Ng is the number of energy pixels, and dVihermal ~

3.5kpT — 4kpT [34]. The magnitude of the thermal broadening at 4.2 K is ~ 1.2 — 1.4 meV,

and so the energy resolution of the dI/dV measurements, d& = \/ de%xel + dV2, + dV3 el 18

typically dE ~ 2 — 3 meV.

2.3.3 SCANNING TUNNELING SPECTROSCOPIC MAPS

Combining the ability to map surface structure in topography, with the ability to probe the den-
sity of states allows us to perform scanning tunneling spectroscopy (STS). In this mode of op-
eration we perform dI/dV spectroscopy at every point within a pixel grid over a large field of
view. The result is a three dimensional dataset: (z,y,eV’), which allows us to spatially visualize
the density of states oscillations at a given E, or measure the density of states at a given location
(z,y) in energy. This operation mode is schematically represented in Fig. 2.6.

Functionally, STS maps are experimentally challenging to acquire. A pixel grid is typically de-
fined over a region of space with a resolution that ranges from 1 pixel per atom to upwards of 50
pixels per atom. The computer controls the tip and starts by moving to one pixel in feedback,
it then engages feedback to fix Az, acquires a dI/dV spectrum, re-engages feedback to fix Az,
moves the tip to the next pixel, and then repeats the procedure. The challenge of acquiring these
datasets lies in ensuring that the experimental conditions of the system remain constant over the
time required to complete a dataset. A typical dataset can involve up to 256 x 256 spatial pixels,
spectra with 101 energy pixels, with a 10 ms integration period at each energy. In this case the
required time is at least, 256 x 256 x 101 x 10 ms = 18 hours. To ensure that the data taken at the
end of the map can be compared to the data acquired at the beginning, all experimental param-

eters must remain constant over this time frame. This essentially demands that the temperature,
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Figure 2.6: Scanning tunneling spectroscopy maps. Schematic representation of the three dimen-
sional dataset acquired in dI/dV spectroscopy maps. Data is acquired in a spatial pixel grid (x,y), and

an energy pixel axis (V). At fixed (z,y), dI/dV (V) is a point spectrum that is proportional to the local
density of states. At fixed V, dI/dV (x,y) is an image where the color scale represents the dI/dV intensity
locally. STS map was acquired using a 256 x 256 pixel grid over a 52 x 52 nm? region of BiySroCaCusQOgs
(UD, T. =68 K), at T =6 K, V, = —150 mV, I, = 150pA, Vims = 3.5 mV.

magnetic field, scan piezos, and tip be experimentally stable for up to 18 hours. Furthermore be-
cause the tip is constantly taking spectra out of feedback, the tip is being exposed to potentially
experiment ruining events triggered by mechanical vibrations, or tip-sample interactions. All of

these conditions make acquiring high quality STS datasets extremely challenging!

FOURIER TRANSFORM SCANNING TUNNELING SPECTROSCOPY MAPS

As discussed in the previous section dI/dV (7, V') images can be interpreted as mapping the local
density of states p(7, E). In a 2D electron gas system, p(7, E') is a k-space average of all of the

Bloch wavefunctions v, at a single spatial location 7.

p(7, E) = / V(M) — B(k)dk (2.18)

As a result, STS experiments contain no direct E—space information of the quasiparticle eigen-

states. However, what then do we make of periodic modulations in dI/dV images, such as those
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Figure 2.7: Quasiparticle Interference. Figures adapted from quasiparticle interference seen on
BipTez in Ref. [35] (a) dI/dV map of BizTes over a 28 x 28 nm? region at V = 50 mV. (b) FT-dI/dV
map of the map shown in (a), with high intensity peaks corresponding to the periodicity seen in (a). (c)
Tlustration of the constant energy contours and allowable scattering wavevectors (d) Dispersion of the
wavevector shown in (b).

seen in Fig. 2.7a? To better visualize and quantify the periodicity of the modulations, we typi-
cally perform Fourier transforms of the dI/dV (7, V) maps at each energy. The result is another
three dimensional dataset in (g, gy, V') space, and a series of Fourier transform (FT)-dI/dV im-
ages at constant energy. One of those maps is seen in Fig. 2.7b.

Peaks in FT-dI/dV maps at wavevectors ¢ = 27 /X correspond to spatial modulations with
a periodicity A. The origin of these modulations depends on whether the g-space peaks disperse
with energy. Non-dispersive g-peaks correspond to static charge modulations, and can be caused
by periodicities such as the atomic lattice, or charge density waves, such as in NbSey. Disper-
sive g-peaks on the other hand have a different interpretation, and correspond to standing in-
terference patterns of quasiparticle states. In the presence of disorder, induced for instance by
impurities or step edges, the translational invariance of the Bloch states is broken, giving rise
to a standing wave interference pattern, which is imaged in dI/dV and FT-dI/dV maps. In the

simplest case, for an inbound state w];i on an impurity, and an outbound state w;f, the scatter-
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ing vector between the two states: |q] = |Ef — k| = 27rA~! will determine the wavelength A in
dI/dV. If we consider only elastic scattering processes, at a given energy all of the occupied k
states form a constant energy contour (CEC) in k-space. For each occupied k state, the allowed
final scattering states are all other states on the CEC: {Ef(E)} = {k(E) # k;j(E)}. And so the
g-space FT-dI/dV map at energy E can be interpretted as the autocorrelation of the CECs at
energy E. If we include weighting to the CEC from the single particle spectral function A(l?, w),

the FT-dI/dV map is formally:

dl - -
FT—-—(q,w) ~ JDOS(7,w) :/ d?kA(k, w)A(k + §,w) (2.19)
av CEC

where JDOS represents the joint density of states and is formally the autocorrelation of the sin-
gle particle spectral function throughout the Brillouin zone. Dispersive peaks or shapes in FT-
dI/dV maps can then be interpreted as the dispersion of the joint density of states, which arises
from the dispersion of scattering wavevectors that connect high DOS points in k-space, or the
dispersion of a common ¢ that connects nested portions of the CEC. Because the CEC evolve
with energy, with some knowledge of the underlying CECs, dispersion of ¢'in FT-dI/dV can give
information on the dispersion of the original k states. Therefore by using this technique, STS can
map the evolution of the k-states to energies above the Fermi level and with higher energy reso-

lution than other spectroscopic probes.
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Imaging the Kondo Insulating Gap on SmBg

Recent work has predicted non-trivial topology within a subset of Kondo insulators. These pre-
dicted topological Kondo insulators, in particular SmBg, would represent the emergence of topo-
logical order from a strongly correlated gap. In this chapter, we detail experiments mapping the
local inhomogeneity of SmBg as a function of temperature. We measure the hybridization gap

on a non-polar reconstruction, and find temperature dependent spectroscopic evidence consistent
with Kondo hybridization and in-gap surface states. Some of the results from this chapter can be

found in Ref. [26]: Yee, Soumyanarayanan, He, Kim, Fisk & Hoffman, arXiv: 1308:1085 (2013).
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3.1 INTRODUCTION TO KONDO INSULATORS

SmBg belongs to a class of materials known as heavy fermion (HF) materials. HF compounds
typically contain rare earth or acitinide elements (e.g. Ce, Sm, Yb, etc.), which impart a local-
ized magnetic moment [36] into the crystal lattice. The unique physics of HF materials involves
the interaction of these magnetic ions with the itinerant electrons via the Kondo effect [36, 37].
The Kondo effect is well understood for a single localized electron with a magnetic moment im-
mersed in a sea of itinerant electrons. At high temperatures the itinerant and localized electrons
do not interact. However at temperatures below the Kondo temperature Tk, the spins of the
itinerant electrons screen the magnetic moment of the localized electron, creating a localized
spinless site [38]. This localized spinless site serves as a strong scattering site increasing the re-
sistivity of the material leading to the characteristic upturn in the resistivity seen in Kondo sys-
tems. Extending this phenomenon from the single ion case to a Kondo lattice, a similar magnetic
screening interaction occurs between the conduction electrons and each magnetic moment in the
lattice. The dispersionless band of the magnetic moments and the itinerant electrons hybridize,
forming a hybridized band with a high effective mass. The cartoon in Fig. 3.1 illustrates the
Kondo hybridization in a lattice. If the Fermi level of the material sits close to the f state en-
ergy, then the Kondo hybridization of the f and conduction states causes a gap to open at the
Fermi level, creating a temperature dependent metal insulator transition at 7™ [36].

Recently, it was suggested that the classification of solids based on topological invariants could
apply to these strongly correlated Kondo insulators [39, 40]. Like in the traditional band insu-
lator case, symmetries would protect chiral surface states that would span the band gap, or in
this case, the Kondo induced hybridization gap. In contrast to the first generation of TIs, where
the band gap arises from band-theory, in HF materials the band gap is intrinsically a strongly
correlated temperature dependent effect caused by the hybridization of localized and itinerant
electrons. These topological Kondo insulators (TKIs) therefore could exist with protected chi-
ral surface states within the Kondo hybridization gap, and would represent a rich new physical

class of materials combining topology with strongly correlated physics. SmBg, one of the oldest
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Figure 3.1: llustration of the Kondo effect in a lattice. (a) At T > T* the magnetic moments
(green arrows) are arranged in a lattice surrounded by the itinerant electrons (blue arrows). The inset
shows the respectively coloured bands of the magnetic moments and the conduction electrons. (b) At T' <
T* the spins of the itinerant electrons screen the magnetic moments creating localized spinless scattering
centers, and the two bands hybridize opening a band gap.

studied Kondo insulators, has repeatedly been proposed as an ideal TKI candidate [39-42].

3.2 SMBg AS A POTENTIAL TOPOLOGICAL KONDO INSULATOR

SmBg was one of the first discovered Kondo insulators and has subsequently been studied as

a HF material since the 1970s. SmBg has a CsCl-type cubic crystal structure with alternating
Sm?* ions and Bg?~ octahedra, shown in Fig. 3.2a. It undergoes a metal to insulator transition
around 50 K [43-45], as shown in Fig. 3.2b, which was attributed to hybridization between the
Sm 4f localized moments and the B 5d conduction band. Surprisingly however, the resistivity
saturates below ~3 K [43,45], in contrast to the expectation that resistivity increases, and con-
ductivity — 0 as T — 0. While this residual conductivity at T = 0 was originally thought of
as an impurity band, recent proposals have attributed it to the existence of topologically pro-
tected surface states which would leave a residual conducting channel [39, 40]. Recent transport
papers have shown evidence for the surface origin of this residual resistivity channel, while lack-
ing concrete evidence proving the topological nature of the surface states [46-49]. However, nu-
merous other experiments using point contact spectroscopy [50], quantum oscillation [51], and

angle-resolved photoemission spectroscopy (ARPES) [52-57] have seen evidence supporting the
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Figure 3.2: SmBg crystal structure, band structure and resistivity. (a) Schematic of the SmBg
crystal structure. (b) Resistivity vs temperature of SmBg. Data adapted from Ref. [43]. Filled circles
denote R vs T’; open circles denote R vs 103/T. Metal insulator transition temperature 7* marked with
downward pointing arrow at ~ 50 K. (¢) ARPES determined low energy band structure. Data adapted
from Ref. [54]. Red color shows low energy occupied states below the Fermi energy.

existence of TSS. In particular, the dispersion and orbital chirality of some surface states [54],
the half integer Berry phase from Landau levels [51], and the transport response to magnetic im-
purities [48] are strongly suggestive of nontrivial topology in SmBg.

Although evidence is accumulating for topological surface states on SmBg, a precise under-
standing of their properties is presently limited by poor spectroscopic information. ARPES ex-
periments are in broad agreement on the band structure for energies below the Fermi level. SmBg
is characterized by a parabolic band centered at the X point in the 3D Brillouin zone, as shown
in the low energy band structure from Jiang et al. [54] in Figure 3.2c. However, knowing the
band structure of the occupied states does not help to resolve the discrepancy over the mag-
nitude of the hybridization gap in SmBg. ARPES loosely identifies the magnitude of the hy-
bridization gap as the binding energy of the sharp f band just below Ep, typically Eg ~14-20
meV [52-57], without accounting for the band edge in the unoccupied states. Meanwhile, DC
transport [43,45, 58] and optical reflectivity [59] studies typically report a gap of A ~ 5-10 meV,
but both the activation energy fits and the Kramers-Kronig transformations necessary to ex-
tract these gap energies may be affected by residual states in the gap [45, 58, 60]. Larger gaps

of 19 meV and 36 meV have also been observed by optical transmissivity [60] and Raman spec-
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Reference Measured A (meV) | Technique

Menth, et al. [43] 4.6 Transport

Flachbart, et al. [58] 11.2 Transport

Travaglini, et al. [59] 4.7 Optical spectroscopy
Gorshunov, et al. [60] 19 Optical spectroscopy

Nyhus, et al. [61] 36 Raman spectroscopy
Guntherodt, et al. [62] 2.7 Point tunneling spectroscopy
Amsler, et al. [63] 14 Planar tunneling spectroscopy
Flachbart, et al. [58] 22 Point contact spectroscopy
Zhang, et al. [50] 18 Point contact spectroscopy
Miyazaki, et al. [52] 15 ARPES

Xu, et al. [53] 20 ARPES

Jiang, et al. [54] 18 ARPES

Neupane, et al. [56] 14 ARPES

Frantzeskakis, et al. [57] 5 ARPES

Zhu, et al. [55] ~15 - 20 ARPES

Denlinger, et al. [64] ~20 ARPES

Table 3.1: Reported hybridization gap values of SmBg from different experimental techniques

troscopy [61], respectively. However, transport and optical techniques cannot determine the gap
center with respect to Er. The inconsistencies in the gap are summarized in Table 3.1

Like STS, planar tunneling and point contact spectroscopy (PTS/PCS) are able to spectro-
scopically measure the unoccupied states. These measurements show the T-dependent open-
ing of a gap ranging from ~3 to 22 meV [50, 58, 63]. However, PCS lineshapes in SmBg-SmBg
junctions vary dramatically with junction size [58], while PTS and PCS heterojunction experi-
ments have shown an asymmetric peak on the positive energy side of the gap [50, 63], in contrast
to the preponderance of theoretical and experimental evidence for an electron-like conduction
band [42,52-57,65,66]. It therefore is essential for an alternative probe to provide unambiguous

spectroscopic information of the bare DOS and the full hybridization gap.

3.3 SURFACE STUDIES OF SMBg viaA STM

The aforementioned studies on SmBg averaged over at least several microns of surface area and

provided no spatial information. Spatial averaging over large regions of SmBg is problematic be-
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cause, unlike the first generation of Bi-based topological insulators, which are layered materials
with natural cleavage planes, SmBg is a fully three dimensional material whose cleavage prop-
erties are unknown. As seen in Fig. 3.2a, SmBg has a CsCl-type cubic crystal structure with al-
ternating Sm?* ions and Bg?~ octahedra. It is therefore expected that complete Sm?*(001) or
B2~ (001) terminations would be polar, resulting in surface band bending. On the other hand,
a partial Sm surface may suffer from structural reconstructions as seen by low energy electron
diffraction (LEED) [52,67]. Although the topologically protected surface states are expected to
exist on all surface morphologies, their manifestation may be influenced by the differing elec-
tronic environments in which they live. Furthermore, the possible shifts of the hybridization gap
and/or coexistence of topologically trivial states on some surfaces may short out the fundamen-
tal chiral states of interest for transport devices. It remains crucial to quantify the hybridization
gap itself, and to understand its variation with surface morphology. Therefore STM/STS is an
ideal tool to probe variations in differential tunneling conductance dI/dV across multiple SmBg
surface morphologies and provide crucial local spectroscopic information.

In our experiments, SmBg crystals were cleaved in cryogenic UHV at T ~ 30 K and immedi-
ately inserted into the STM. Because SmBg lacks a natural cleavage plane, the crystal cleaves in
a jagged fashion, as shown in the SEM image of one of our cleaved surfaces in Fig. 3.3a. How-
ever, a number of flat terraces are visible and we chose to conduct our STM experiments on
those specific terraces. After our STM experiments, we performed electron back scatter diffrac-
tion (EBSD) and x-ray photoelectron spectroscopy (XPS) measurements to verify that the cleave
was in the (001) orientation, and that the surface was B rich. The surface chemical composition
was determined by comparing the chemical peak intensities of the XPS spectrum, shown in the
table in Fig. 3.3b, and are consistent with previous measurements [67].

STM acquired topographies allowed us to characterize the surface structure on the nanoscale.
The topographic image in Fig. 3.3¢c shows atomically flat terraces of typical ~10 nm extent on
the cleaved surface of SmBg. These terraces are separated by steps of height equal to the cubic
lattice constant ag = 4.13 A, which identifies the cleaved surface as the (001) plane, in agreement

with EBSD experiments. Figures 3.4a-d show higher resolution topographies of the four distinct
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Figure 3.3: Surface characterization of SmBg. (a) Scanning electron microscope (SEM) image of
one of the SmBg crystals studied. All four nanoscale morphologies were observed on this cleaved surface.
(b) X-ray photoemission spectroscopy (XPS) spectrum of the surface shown in (a). Annotated peaks cor-
respond to the binding energies of the respective atoms. Inset: Atomic composition extracted from the
XPS spectrum. The surface ratio of Sm:B is 1:9.5. (c¢) Topographic linecut across five atomically flat ter-
races. The difference in the vertical height between adjacent terraces is ag. Inset shows a 50 nm x 15 nm
topography of these terraces. (T'= 7 K; setpoint voltage V; = —100 mV; junction resistance R; = 10 GSQ.)

(a) and (b) were acquired after STM experiments were completed and the crystal was removed from the
cryostat.
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surface morphologies we observed. Figure 3.4a shows a rarely observed 1 x 1 square lattice, which
we identify as a complete Sm layer, similar to the complete La layer of (001) cleaved LaBg previ-
ously imaged by STM [68]. Because the Sm atoms have a valence of ~2+, this polar surface may
be energetically unfavorable [69], explaining its typical limitation to small regions approximately
10 nm x 10 nm on the cleaved surface. The polar instability of the 1x1 surface could be resolved
by removing half of the Sm atoms from the topmost layer, consistent with the 2 x 1 striped sur-
face in Fig. 3.4b (also shown on the terraces of Fig. 3.3b). This surface is consistent with LEED
observations of a 2 x 1 reconstruction [52] and ARPES observations of band-folding [53, 54] on
the cleaved SmBg surface. However, the majority of our observed surfaces are disordered and can
be classified as filamentary or amorphous, shown in Figs. 3.4c-d, respectively. Both of these dis-
ordered surfaces show corrugations ~ 10x larger than the suspected Sm terminations in Figs.
3.4a-b. Furthermore, the terrace step heights between these disordered morphologies are non-
rational multiples of ag. We speculate that the commonly observed filament morphology could be
a reconstruction of the Bg octahedra, consistent with our XPS measurements showing a B-rich
surface [67].

Having assigned chemical identities to these surface morphologies, we image their differen-
tial tunneling conductance dI/dV. The tunneling dI/dV is typically proportional to the local
DOS [29] (although we will discuss later an additional interference contribution that can mani-
fest in Kondo systems). Figs. 3.4e-h show spatially averaged spectra representative of each of the
four surfaces, emphasizing some ubiquitous features, as well as dramatic differences between the
morphologies. The dominant features common to all surfaces are the spectral minimum located
near the Fermi energy, and the relative prominence of the peak on the filled state side, compared
to the empty state side. Both observations are consistent with the bare DOS for a hybridized
electron-like conduction band [70]. Furthermore, we conducted dI/dV spectroscopic maps, as
shown in Fig. 3.5. The dI/dV maps of Figs. 3.5e-h and spectra in Fig. 3.5i-1 show that the two
disordered filamentary and web surfaces are extremely inhomogeneous, as opposed to the homo-
geneity on the ordered Sm surfaces. The spectroscopic maps therefore provide further evidence

supporting our chemical identification of the surface morphologies.
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Figure 3.4: Surface morphology of SmBg and representative dI/dV. (a-d) Representative 10 nm
x 10 nm topographic images of the four different surface morphologies, with linecuts along the red arrows
showing the surface corrugation beneath each image. (a) 1 x 1 Sm termination. (7" = 9.5 K, V; = —200
mV, R; = 10 GQ2.) (b) 2 x 1 half-Sm termination. (T = 85 K, V; = —100 mV, R; = 5 GQ.) (c)
Disordered filamentary B termination. (7" = 5.5 K, V5 = 4200 mV, R; = 20 GQ2.) (d) Disordered web
termination. (7' = 9 K, V; = —100 mV, Ry = 2 GQ.) (e-h) Spatially averaged dI/dV representative of
each of the four surface morphologies shown in a-d. (e) dI/dV on the 1 x 1 surface. Dashed lines indicate
peaks at -165 mV and -28 mV. (T = 9 K, V; = —250 mV, R; = 2 G2, bias excitation amplitude Vi =
2.8 mV.) (f) dI/dV on the 2 x 1 surface. Dashed lines indicate peaks at -155 mV and -8 mV. (T' = 8 K,
Ve =200mV, Ry = 1 GQ, Vis = 1.4 mV.) (g) Average dI/dV on the disordered filamentary surface.
Spectra are very inhomogeneous (see Fig. 3.5). (T = 7K, V; = =150 mV, R; = 3 GQ, Vips = 3.5 mV.)
(h) Average dI/dV on the disordered web surface. Spectra are very inhomogeneous (see Fig. 3.5), with an
average peak at -22 mV. (T =9 K, V; = —100 mV, Ry =2 G, Vips = 2.8 mV.)
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Figure 3.5: Spatial dependence of differential tunneling conductance. (a-d) Topographies on
four different surface morphologies. (e-h) dI/dV maps at constant bias (indicated in figure), each acquired
simultaneously with the respective topography shown in (a-d). (i-1) Representative dI/dV spectral vari-
ation within each of the four morphologies. (a, e, i) The 1 x 1 Sm-terminated region shows weak spec-
tral inhomogeneity. (' = 9.5 K, V; = =200 mV, R; = 2 GQ, Vs = 2.8 mV.) Spectra on the atoms
(blue), on the hollow sites (green) and on the bridge sites (teal) the atoms are identical. (b, f, j) The

2 x 1 Sm-terminated region shows spectral homogeneity on (blue) and off (green) the stripes. (T = 4.4
K, Vi = =100 mV, Ry = 2 GQ, Vims = 2.1 mV.) (c, g, k) The filamentary B-terminated region is spec-
trally inhomogeneous. (T' = 7K, V; = =150 mV, R; = 3 GQ, Vims = 3.5 mV.) (d, h, 1) The disordered
web region shows extreme spectral inhomogeneity. (T'=9 K, V, = —100 mV, R; = 2 GQ, Vims = 2.8 mV.)
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Figure 3.6: Magnetic field dependence of dI/dV spectra. Spectra acquired in zero field (blue) and
9 T (red) are plotted. The data have been scaled by a multiplicative constant but not offset. Magnetic
field was applied along the c-axis. (B =0T:T = 44K, V, = =100 mV, Ry = 2 GQ, Vips = 2.1 mV;,
B=9T:T=22K,V,=-60mV, Ry =1.2 GQ, Vips = 1.4 mV)

To better understand the f band hybridization, we focus in more depth on the two Sm-terminated
surfaces. Spectra on the 1 x 1 surface show a peak at -165 mV (Fig. 3.4e), which we identify as
the hybridized Sm** ®H7 /» multiplet typically seen by ARPES at Ep ~150-160 mV [54-56, 66],
and a peak at -28 mV, which we identify as the hybridized ¢ Hj /2 multiplet typically seen by
ARPES at Ep ~14-20 meV [52-56,66]. The downward energy shift of both these STM-observed
SH, /2 and SH, /2 multiplets compared to the average ARPES observations could arise from the
polar catastrophe at the 1 x 1 surface [71]. The polar catastrophe would cause the movement
of electrons towards the surface to decrease the charge of the surface Sm layer, and would shift
the Fermi level up, causing the hybridized f bands to appear lower in comparison. Indeed, one
ARPES experiment [57] that boasted no evidence of surface reconstruction from LEED [52] or
band-folding [53,54], showed similarly higher binding energies of -170 mV and -40 mV, consistent
with a chemical potential shift at a polar 1 x 1 surface.

We expect that the 2 x 1 surface is nonpolar, and may provide a better view of the bulk f
bands and hybridization process. Spectra on the 2 x 1 surface at low T show a broad peak at
around -155 mV, and a remarkably sharp feature centered at -8 mV (Fig. 3.4f), both more consis-

tent with 6H7/2 and 6H5/2 multiplet energies observed by ARPES [52-56,66]. The -8 mV peak is
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Figure 3.7: Illustration of cotunneling process in Kondo systems. In a Kondo system, electrons
can tunnel into the conduction band (blue) or the f band (green). The tunneling amplitude into the con-
duction or f band is t., and ¢y, respectively.

extremely homogeneous on clean terraces of varying sizes (Fig. 3.5b.f,j), and shows no change in
a c-axis magnetic field up to 9 T (see Fig. 3.6), unlike the ‘in-gap’ state whose field-suppression
was observed by NMR [72]. Some ARPES experiments have also observed a weakly dispersing
state around -8 mV to -4 mV, which has been claimed as the ‘in-gap’ signature of a TKI [52, 56].
However, a topological ‘in-gap’ state should continuously span the full hybridization gap, so we
argue that the sharp -8 mV state is the manifestation of the 4 f-5d hybridization itself, observed

specifically on the 2 x 1 surface.

3.4 TUNNELING INTO A KONDO LATTICE

In typical STM/STS experiments, the measured differential conductance dI/dV is representative
of the sample density of states (DOS) [29]. However, in Kondo systems there are two indepen-
dent tunneling paths: one into the conduction band and another into the heavy band. Therefore
the tunneling dI/dV depends on the DOS of the conduction band, the DOS of the heavy band,
and the interference of these two tunneling paths. This cotunneling process is illustrated in Fig.
3.7. It is necessary to account for the cotunneling process in order to extract the quantity of in-
terest, the intrinsic DOS of the hybridized bands, from the dI/dV spectra.

In this section we will discuss three models that we used to simulate our experimental spectra:
a Fano model [73, 74] as well as two clean Kondo lattice models by Figgins et al [70] and Malt-

seva et al [75]. While the Fano model fails to fit the SmBg spectra on our clean 2 x 1 surfaces,
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Figure 3.8: Decomposition of the Fano lineshape according to Eqn. 3.2. The three components
and the resultant summed dI/dV are indicated in the legend. Spectrum was plotted for ¢ = -1, A =1
and € is plotted in units of w for Eg =0.

both Kondo lattice models capture the main qualitative features of our spectra: the peak loca-
tion, width, and sharpness, as well as the width and positive energy kink of the gap. By using
the clean Kondo lattice model of Figgins et al. [70] to separate the three components of the STM-
measured dI/dV on SmBg, we show that dI/dV is dominated by the bare DOS, in contrast to

earlier PTS/PCS measurements [50, 63].

3.4.1 KONDO IMPURITY FANO MODEL

It is well known that tunneling into a Kondo impurity — a single magnetic atom in a non-magnetic
host — reflects the intrinsic impurity level and conduction band, as well as the quantum mechan-
ical interference between those two tunneling channels. The interference manifests as a Fano res-
onance — an asymmetric dip-peak feature that dominates the tunneling signal [34, 76]. The Fano
lineshape has the form,

ar ..., (¢+¢?

v =4 Tra (3.1)

where A is a multiplicative prefactor, ¢ is the Fano parameter, e = (eV — Eg )/w, E(’; is the en-
ergy of the discrete f state, and w is the width of the resonance, roughly equal to the single ion

Kondo temperature [75]. It is instructive to decompose the Fano lineshape by expanding Eqn.
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The three terms in Eqn. 3.2 are plotted separately in Fig. 3.8. The first term in Eqn. 3.2, shown
using the blue curve in Fig. 3.8, has the form of a Lorentzian scaled by the square of the Fano
parameter and can be attributed to the DOS from the f band. The third term in Eqn. 3.2, shown
using the red curve in Fig. 3.8, asymptotes to 1 for ¢ >> 1, vanishes when ¢ — 0, and can be
thought of as the gapped DOS of the itinerant electrons. Meanwhile, the second term in Eqn.

3.2, shown using green in Fig. 3.8, bears particular consideration. The term /(1 + €?) switches
sign when € = 0, implying that the contribution from this term will be negative on one side of

€ = 0. This clearly cannot be thought of as a DOS contribution, as negative DOS is unphysical.
This term is therefore the manifestation of the interference of the cotunneling process, and repre-
sents destructive and constructive interference of the conduction and f tunneling paths. Having

assigned each term to different tunneling processes, we can rewrite Eqn. 3.2 as:

dI

(V) =4 [qZNf + 2Ny + N, (3.3)

where Ny = 1/(1 + ¢?) represents tunneling into the f band, N.; = €/(1 + €) represents the
interference, and N, = €2 /(1 + €2) represents tunneling into the conduction band. The Fano
parameter ¢ in Equation 3.3 can now be interpreted as being proportional to the probability of
tunneling into the f band. This interpretation has a direct analog to the more precise model for
tunneling into a Kondo lattice, which we discuss in following section.

While the Fano lineshape has successfully described the dI/dV conductance of dilute magnetic
atoms on a metal substrate [34, 76], multiple experimental papers have reported that tunneling
into a Kondo lattice requires a more complicated model to incorporate the effect of the heavy
bands [50, 77, 78]. Recent theoretical work suggested that the Fano lineshape is just a limiting
case in Kondo lattice systems with spatial inhomogeneity or large self-energy [74]. We found that

for our dI/dV spectra, the Fano lineshape did not match the key features our spectra. Fig. 3.9
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Figure 3.9: Attempt to fit the 2 x 1 surface dI/dV spectrum to the Fano model. (a) We fixed
qg = —1, Eg = 0, and w = 100 K (the single ion Kondo temperature [50, 75, 79]), while varying the
amplitude A. (b) We fixed A = 1, Eg = 0, and w = 100 K, while varying the Fano parameter ¢. (c) We
fixed A = 1, Eg = 0, and ¢ = —1, while varying w. In each case, we thermally broadened all Fano model

spectra to the measurement temperature of 8 K. Black trace shows measured dI/dV on the 2 x 1 surface,
acquired at T = 8 K, V, = —100 mV, I, = 100 pA, Vims = 1.4 mV. The measured dI/dV was scaled by a
single multiplicative constant, but not offset.

shows the experimental data superposed on top of the Fano spectrum at different parameters.
We note that no combination of A, ¢ and w in the Fano model could simultaneously reproduce

the positive bias kink and the width of the -8 mV peak in the measured dI/dV. This necessitates

the use of Kondo lattice models which we discuss in the following section.

3.4.2 KONDO LATTICE MODELS

F1GGINS MODEL

We used two different Kondo lattice models [70, 75] to better understand our dI/dV spectra. We
first discuss the cotunneling model of Figgins and Morr [70], in which dI/dV can be decomposed
as the sum of three terms from the conduction band, the f band, and the interference of the two
channels. The differential tunneling conductance is modelled as:

%(V} = <ttf>2 Ny (V) +2 (?‘) Ny (V) + Ne(V) (3-4)
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where N (V') and N¢(V') represent the bare DOS, t. and t; are the respective tunneling ampli-

tudes into the two respective bands, and N.¢(V') represents the quantum mechanical interference
between the two tunneling channels [70,74,80,81]. 7 and t. are extrinsic parameters that are in-
fluenced by the tunnel junction and other experimental parameters. However, N, Ny, N.s are all

intrinsic to the Kondo lattice system being studied and take the form [70]:

N, = Im|[G.(k, w)] (3.5)
Nf = Im[Gf(k,w)] (36)
ch = Im[Gcf(k,w)] (37)

and the hybridized Green’s functions are given by

Gelk,w) = [GUk,w)™" = G (k,w)] ™ (3.8)
Gi(k,w) = [GH(k,w)™" —v*GR(k,w)] - (3.9)
Gep(k,w) = GUk,w)vG(k,w) (3.10)

The hybridized Green’s functions are expressed in terms of the hybridization amplitude v and the
bare Green’s functions: GY(k,w) = [w + iy — E{]~! and G?(kz,w) =[wH+iy— E,f]_1 where 7 is the
self energy and Ej and El{j are the unhybridized band structures of the conduction and f band,

respectively. The hybridized bands take the form

1 ] 2
E,;'E:2(E,§+E,{)i\/4 (B¢ - EL) +2 (3.11)

The hybridized bands with realistic parameters are plotted in Figure 3.10.

It is instructive to compare the form of dI/dV from the Figgins model (Eqn. 3.4) with the de-
composed dI/dV from the Fano model (Eqn. 3.3). In Eqn. 3.3, ¢ is a prefactor for the f-band
term and the interference term, and has the same form and meaning as the prefactor t¢/t. in

Eqn. 3.4, which scales the tunneling into the f-band. Therefore if we associate the tunneling ra-
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Figure 3.10: Hybridized band structure according to Eqn. 3.11. Blue and green are the positive
and negative branches of the band structure respectively. Parameters were chosen to realistically reflect
the model used and described in the text. E}, was modeled as a parabolic band centered at the X point
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tio with the Fano parameter: ty/t. < ¢, then we can similarly associate the respective terms for
the different tunneling processes from Eqn. 3.3 with Eqn. 3.4: Na t.ef © Nefef. The Fano model
can therefore be considered as a coarse Kondo lattice model, which retains the overall structure
of the Kondo lattice model but without some finer details. As one example, by using a Kondo
lattice model we can incorporate the known band structure into the Greens functions and DOS
of the ¢ and f bands through Eqns. 3.8 to 3.10, which is not possible using the Fano model. In
fact, recent theoretical papers have shown that the dI/dV of a Kondo lattice has a Fano line-
shape in the high disorder limit [74] or the high ~ limit [75], further supporting the interpretation
of the Fano model as a limiting case of general Kondo lattice models.

In our model, the bare bands of the conduction and f band were constrained by experiment
and theory. We modelled the Sm 5d conduction band as an ellipsoid centered at the X point
of the three-dimensional Brillouin zone, with semi-major kp axes 0.401(7/ag) x 0.401(7/ag) X
0.600(7/ap) and Emin = —1.6 €V in agreement with ARPES measurements [54]. We modeled
the Sm 4f band as a non-dispersive flat band spanning the Brillouin zone at energy Eg , and

used a self-energy v = kg7 for the measurement temperature T' = 8 K. The bands were sim-
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Figure 3.11: Fitting metric for the Figgins model. (a) Experimental 8K spectrum with annota-
tions indicating the FWHM and the A = |V}, — Vi]| used for calculating the error metric. (b) Error metric
d in units of meV in (v, t;/t.) phase space for T' = 8 K spectrum on the 2 x 1 surface. Bands were calcu-
lated as described in the text for v = 8 K.

ulated numerically in IDL using a typical & mesh of 201 points across 1/8 of the Brillouin zone,
with an energy mesh ~ 10 mV. To obtain the best match to our experimental spectra, we varied
Eg , tg/tc, and v to match the data. The best match was obtained by finding the simulated curve

that minimized the error metric ¢ (in units of meV) in (v,ty/t.) phase space for T = 8 K spec-

trum on the 2 x 1 surface. The error metric is 6(v,t5/t.) = VOFWHM? + §A2, where SFWHM
is the difference between the experimental and theoretical FWHM of the negative bias peak, and
dA is the difference between the experimental and theoretical values of |Vpeax — Viink|. Figure
3.11a denotes the FWHM and the A of the experimental T' = 8 K spectrum and in Fig. 3.11b
we show the result of calculating ¢ across all of phase space. The two fitting metrics, FWHM
and A, were chosen because they represent the most relevant spectroscopic quantities in the
dI/dV curves. The best match was chosen by calculating the error metric § numerically in Mat-
lab across all of phase space. Fig. 3.12 shows a modeled spectra that agrees well with our exper-
imental spectra acquired on the 2 x 1 surface, and represents the minimized error in phase space
(Fig. 3.11b). We found a good match using Eg = —3.5meV, v = 155 meV, and ty/t. = —0.055.
In particular, we note that there exists a large negative bias peak, a dip at the Fermi level, and a

positive bias kink, all in agreement with the 2 x 1 spectra shown in Fig. 3.4f, 3.11a.
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Figure 3.12: Decomposition of the measured tunneling conductance into DOS and interfer-
ence channels. (a) Simulation of d/dV on the 2 x 1 surface using a two-channel tunneling model [70].
The conduction band was modeled as an ellipsoid centered at the X point in the three-dimensional Bril-
louin zone shown in the inset, and the hybridized f band was approximated as dispersionless. The main
features of the 2 x 1 spectra are well-matched for self energies 7. = vy = 0.7 meV (equivalent to kT

at the measurement temperature T = 8 K), hybridized f band energy Eg = —3.5 meV, hybridization
amplitude v = 155 meV, and tunneling ratio ty/t. = —0.055. (b) Scaled contributions to dI/dV from
the conduction band (blue), f band (green), and interference (red). (c) Simulated dI/dV as a function of
tr/t. with the other parameters identical to a. The dominant peak position and shape evolve dramatically
with ¢f/t.; the dashed horizontal line indicates the best match to our data.

MALTSEVA MODEL

In addition to the model of Figgins and Morr [70], the model of Maltseva, Dzero and Coleman
[75] has been used extensively in other HF systems [50, 77] as an analytical formula for mod-
elling the dI/dV spectra of Kondo lattices. Previous experimental work has attempted to fit
experimental dI/dV spectra to the formalism of Maltseva to extract parameters such as the
bandwidth, hybridization amplitude and even the temperature dependence of these parame-
ters [50,77]. However, we point out a crucial error in the analysis in Refs. [50, 77] which we have
corrected, and use our results to qualitatively show the equivalence between the model of Figgins
and Morr [70], and Maltseva et al. [75].

The Maltseva model is an analytical mean-field approximation to the dI/dV of a Kondo lat-
tice. Rather than expressing dI/dV in terms of the Greens functions of the bare bands as in
Ref. [70] (see Eqns. 3.8 - 3.10), the Maltseva model presumes that the system has a parabolic

conduction band and a non-dispersive heavy band that overlap in energy and k. dI/dV then
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takes the form:
dl

W(V) o Im [GFE(eV — iv)] (3.12)

2 [eV 4+ Dy — 22 5
t Bl | Di+Dy [t
v f) In VB | P 2(f> (3.13)

eV — El te eV =Dy | oV - B te

GEL(eV) = (1 -
where — D7 and Dy are the lower and upper conduction band edges, v is the hybridization am-
plitude, ts/t. is the ratio of the tunneling amplitudes, Eg is the energy of the non-dispersive f
band, and + is the self-energy. In Eqn. 3.13 we have corrected a typo in the original Ref. [75],
which propagated into Ref. [50, 77]. The t? factor in the second term of the Green’s function
was originally omitted in Ref. [75], but is necessary to correctly dimensionalize the equation;
its absence leads to an unphysical negative dI/dV in a subset of parameter space. Correspond-
ingly the absence of the tff factor leads to unphysically small values of the conduction bandwidth
D = 30 meV for SmBg reported in Ref. [50]. Instead, we used D1 = 1.6 €V in agreement with
ARPES [54], and approximated Do = 3 €V in agreement with LDA calculations [82], giving a
total conduction bandwidth of 2D = Dy + Dy = 4.6 €V in better agreement with ARPES mea-
surements [54, 55, 64]. We used v = kpT for the measurement temperature 7' = 8 K and varied
Eg, tr/te, and v to match the 2 x 1 data.

Figure 3.13a plots simulated dI/dV curves at different values of v using the Maltseva model.
We note the prominence again of three features: (1) a negative bias peak, (2) a positive bias
kink, and (3) a broad Fermi level gap in the simulated curves. This is in agreement with the
dI/dV from our data, and the simulated dI/dV using the Figgins model (plotted in Fig. 3.13b).
In Fig. 3.13 we have plotted both Maltseva (a) and Figgins (b) at identical values of v, t¢/t., 7,
Eg for comparison. We find that for the best-fit parameters of the Figgins model in Fig. 3.11,
the Maltseva model agrees well with Figgins, and with the data. Furthermore, the value of v
that we use here is consistent with the Maltseva predicted magnitude of the hybridization gap

A ~ 20%/D [75].
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Figure 3.13: Computed spectra using the Maltseva model (a) and the Figgins model (b).
For both models, we varied the hybridization amplitude v (legend in units of meV), with fixed t;/t. =

—0.055, E(’; = —3.5 meV, and self-energy v = kpT for the measurement temperature 7' = 8 K. For
(a), as described in the text, we used D; = 1.6 eV and Dy = 3 €V. For (b), as described in the text,
we modeled the Sm 5d conduction band as an ellipsoid centered at the X point of the three-dimensional
Brillouin zone, with semi-major kr axes 0.401(w/ag) x 0.401(7/ag) x 0.600(7/ag) and Epi, = —1.6 €V.

DiscussioN

We summarize the simulation of the 2 x 1 surface dI/dV spectra using the Fano, Figgins and
Maltseva models in Fig. 3.14, in which the calculated dI/dV is plotted as a function of bias and
tunneling ratio (Fano parameter). All models agree on the following three main features: (1) the
relative prominence of a negative energy peak for t;/t. < 0; (2) the emergence of a positive en-
ergy peak for ty/t. > 0; (3) the persistence of a deep gap (< 10% of the background dI/dV’) near
the Fermi level across a wide range of ¢7/t.. However, the Fano model fails to capture some sub-
tleties of the full Kondo lattice models [50] which are seen in the data, such as the abrupt kink
on the positive edge of the gap, and the shoulder on the negative side of the peak.

By decomposing the spectra into the three tunneling channels, we can isolate the interference
term which is an extrinsic contribution to our d//dV measurement, and is undesirable because it

masks the desired bare DOS signal. Furthermore, using the Morr model of Eqn. 3.4 allows us to
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Figure 3.14: Comparison of Fano, Figgins and Maltseva dI/dV models. (a) dI/dV calculated
using the Fano lineshape with w = 100 K and E! = —3.5 meV as a function of bias and Fano parameter q.
(b) dI/dV calculated using the Figgins and Morr model with v = 155 meV, E(J; = —3.5 meV, and v = kT
corresponding to the measurement temperature of 8 K. (c¢) dI/dV calculated using the model of Maltseva,

Dzero and Coleman with v = 155 meV, Eg
temperature of 8 K.

—3.5 meV, and v = kgT corresponding to the measurement

take a step beyond recent PCS results [50] by separately plotting the scaled components N, (V),
2(tg/te)Nep(V), and (t7/t:)>Ns(V) in Fig. 3.12b. This allows us to examine the bare DOS in the
N, and Ny channels. From the decomposition of the 2 x 1 spectra, we find that there always
exists a negative energy peak (V},) and positive energy kink (V) in the Ny channel due to hy-
bridization, and that the energy separation between these features, A(Ny) = |V, — V4|, is the
hybridization gap (Apyp). Figure 3.15 illustrates these energy scales. Furthermore, for t;/t. < 0,
the energies V,, and V, for Ny occur at the same energies as V,, and Vj, in the summed dI/dV
channel. Therefore measuring the energy separation, A(dl/dV) = |V, — Vi|, in dI/dV is equiva-
lent to measuring the gap in the f-band DOS: A(dI/dV) = A(Ny) = Apyp.

Using this information, we quantify the hybridization gap directly from our dI/dV spectrum:
A = 26 £ 2 meV at T" = 8 K. This measurement is in the middle of the range of hybridization
gap measurements reported in the literature, and summarized in Tab. 3.1. In particular, this is
consistent with a recent high resolution ARPES measurement which used thermal population of
positive energy states to measure the hybridization gap at higher T' [64]. We elaborate more on

this extraction of the hybridization gap in Section 3.5.
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Figure 3.15: Measurement of A from dI/dV. Superposed and offset Ny and dI/dV curves from Fig.
3.12. Curves have been offset for visual clarity. The dashed lines indicate the peak V,, and kink V, energies
of the Ny and dI/dV curves. The energy separation between these two features is the gap measurement

A.

3.4.3 KONDO LATTICE MODEL ON THE 1 X 1 SURFACE

On the 1 x 1 terminated surface (spectrum shown in Fig. 3.4e) using the the model of Figgins
and Morr we found good agreement to the dI/dV peak at —28 mV by using v = 273 meV, v = 8
K, t¢/t. = —0.05, and E(’]c = —16 meV. The results of this analysis are shown in Fig. 3.16. We
note that the extracted value for E[]; = —16 mV on the 1 x 1 surface is lower than the E(]; =-3.5
mV on the 2 x 1 surface, in good agreement with our observation of polarity driven surface band
bending. Furthermore, the fact that the hybridization amplitude on the 1 x 1 is larger than on
the 2 x 1 surface (vix1 = 273 mV > vax1 = 155 mV) is consistent with our chemical identification
of the surfaces. We would expect that the hybridization is stronger on the 1 x 1 surface owing to

the higher concentration of Sm atoms, compared to the half terminated 2 x 1 surface.

3.5 SPECTROSCOPY OF THE TEMPERATURE DEPENDENT KONDO TRANSITION

Because the hybridization manifests as a metal insulator transition at 7% ~ 50 K as shown in
Fig. 3.2b, we performed temperature dependent dI/dV spectroscopy on the 2 x 1 surface to in-

vestigate the hybridization process. One of the sequences of T-dependent dI/dV spectra is shown
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Figure 3.16: Components of dI/dV spectroscopy on the 1 x 1 surface. (a) dI/dV calculated us-
ing the the formalism of Figgins and Morr [70]. Model parameters are listed in the text: v = 273 meV,
ty/te = —0.05, Eg = —16 meV and = corresponding to the measurement temperature of 8 K. We calcu-
lated spectra throughout (v, s /t.) phase space and chose the spectrum that matched best to the experi-
mental 1 x 1 spectrum (Fig. 3.4e). The inset shows the minimization procedure in phase space. (b) dI/dV
contributions from the conduction band (NN, blue), f band (N, green), and interference (N.¢, red). (c)

dI/dV calculated by varying t;/t. with fixed v = 273 meV, E!l = —16 and ~ corresponding to the mea-
surement temperature of 8 K.

in Fig. 3.17a. With the exception of T', all of the spectra shown in Fig. 3.17a were taken with the
exact same experimental conditions over clean 2 x 1 regions. Between T = 8 K to T" = 50 K,
the T-dependent spectra show a substantial reduction in spectral weight of the peak-dip features
from 8 K to 50 K, suggesting that these features reflect the Kondo hybridization of the itiner-
ant and Sm 4f electrons. To better visualize the T-dependent effect on dI/dV, we normalize the
spectra to remove any artifact variations from z piezo drift. The data is normalized by dividing
the spectra by a third order polynomial background shown using a dashed overlay in Fig. 3.17b.
The normalized spectra shown in Fig. 3.17c¢ show two effects with increasing 7": (1) The suppres-
sion of the Fermi level dip, and (2) the suppression of the negative bias peak. In fact we note

that the Fermi level dip is nearly completely filled-in by T' = 50 K.

3.5.1 THE EFFECT OF THERMAL BROADENING

In addition to experimental artifacts, thermal broadening of dI/dV spectra will smear features in

dI/dV and could cause the peak/dip suppression we observe in Fig. 3.17a-c. Therefore, to study
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Figure 3.17: Temperature dependent dI/dV on 2 x 1 surface. (a) Raw STM dI/dV spectra, corre-
sponding to the square markers in Fig. 3d of the main text. Temperature dependence (in Kelvin) is shown
in the legend. (Vs = 100 mV, R; = 1 G, Vips = 1.4 mV.) (b) Third order polynomial backgrounds
(dashed lines) superimposed on some of the raw spectra shown in (a). (A representative subset was se-
lected to avoid over-cluttering the image.) Each polynomial background was fit to the corresponding raw
spectrum excluding the energy range -60 mV < V' < 420 mV. (c) Normalized spectra obtained by dividing
each raw spectrum by its corresponding fitted polynomial background from (b). The maxima and minima
of these normalized spectra are plotted as blue and green points, respectively, in Fig. 3.18. (d) Thermally
broadened normalized spectra. The T = 8 K normalized spectrum from (c) was deconvolved to T" = 0

K then thermally broadened to the simulated temperature indicated in the legend. Maxima and minima
of this sequence of spectra are plotted as grey lines in Fig. 3.18. Comparing the corresponding spectra in
(c) and (d) shows that the rate of temperature evolution of the data exceeds that expected from thermal
broadening alone.
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the intrinsic temperature dependence of the dI/dV spectra we need to account for the thermal
broadening of data acquired at different 7. The effect of thermal broadening on the dI/dV spec-
tra can be expressed as the convolution of the sample density of states and the derivative of the

Fermi-Dirac distribution [34],

L) = [ D) BT) 2 F(E = VT x o (V.T) ¢ S FVT) (314)

Here p; and ps are the density of states of the tip and sample respectively, * represents a convo-

lution, and the derivative of the Fermi-Dirac distribution is

-1
4 pE,T) = ,
4kpT cosh*(E/2kpT)

pi (3.15)

which has a FWHM of ~ 3.5kpT. Using this formalism we can change the temperature of a spec-
trum from the temperature at which the data was acquired, Tyata, by deconvolving the spectrum
to Ty = 0 K with d%F (E, Tqata), and then convolving the spectrum to an arbitrary simula-

tion temperature Tyy,. Spectra were convolved and deconvolved by multiplying and dividing in
Fourier space, without the use of iterative deconvolutions. As discussed below, the deconvolution
only required the use of the T' = 8 K kernel %(E ,T"= 8K), which did not introduce meaningful
deconvolution artifacts into the analysis.

We use this technique to compare the data to a simulated series of spectra whose only effect at
higher T is due to thermal broadening. To obtain this sequence of simulated spectra, we use the
normalized Ty, = 8 K spectrum in Fig. 3.17c, thermally deconvolve the spectrum to 0 K and
then thermally broaden the resultant spectra to Ty, to arrive at the series of simulated spectra
at Ty in Fig. 3.17d. A comparison between the normalized data in Fig. 3.17¢ with the simu-
lated data in Fig. 3.17d shows that the peak and dip in the data are being suppressed at a faster
rate than the thermal simulation. To more clearly show this, we plot the maximum/minimum
value of the normalized spectra at each temperature with the maximum/minimum value of the

simulated spectra in Fig. 3.18. Figure 3.18 clearly demonstrates that the peak and dip in the
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Figure 3.18: Temperature dependence of spectra on the 2 x 1 surface. Temperature dependence
of the peak (blue) and dip (green) features in normalized dI/dV. Open vs. closed symbols indicate two
different experimental datasets acquired on different samples with different tips. The simulated reduction
(increase) in spectral weight at the peak (dip) due to thermal broadening alone are plotted with thick grey
lines, and are slower than the corresponding trends in the data. The closed markers and grey lines are
taken from the normalized amplitudes of Fig. 3.17c. The linear extrapolation of the green data upwards
indicates that the dip fills around 55 K (black open circle); its extrapolation downwards indicates the ex-
istence of residual conductance (red open circle) around half of the background conductance at T' = 0 K.
The non-vanishing negative bias peak at 7' = 50 K indicates incomplete loss of f state coherence at that
temperature.

data (squares and circles) are reduced as 7' increases at a faster rate than the simulation (gray
lines). This trend shows a temperature dependent rate exceeding thermal broadening and is very
suggestive of Kondo hybridization. Furthermore, it is clear that the Fermi level dip is nearly
completely filled by T' ~ 55 K, which is consistent with the reported T™ where previous bulk
experiments have observed a sharp increase in resistivity [43], a sign change of the Hall coeffi-

cient [44], a change in the magnetic susceptibility [72], and an abrupt change in Sm valence [79].

3.5.2 (CONCLUSIONS FROM TEMPERATURE DEPENDENT SPECTROSCOPY

In addition to the upward T extrapolation, extrapolation of the intensity of the Fermi level dip
toT = 0 K allows us to check whether the in-gap spectral weight is consistent with thermal

excitation. Figure 3.18 shows that even at zero temperature, the extrapolated minimum dI/dV
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is nonzero and approximately half the background conductance, implying the presence of addi-
tional states in the gap even at T' = 0 K. This contrasts with a two-channel tunneling model of a
clean Kondo insulator in which the hybridization gap should completely suppress the Fermi level
tunneling conductance at T = 0 K [70, 75]. Furthermore, unlike previous STM observations of
hybridization gap development in other heavy fermion materials [78, 81, 83], the 2 x 1 surface of
SmBg is free from quantum critical fluctuations, impurities, or structural defects, which would
increase the self-energy and move spectral weight into the gap [74]. The residual conductance

at T' = 0 and its implications for in-gap states, is consistent with our experimental observation
of residual spectral weight in the gap on all four surfaces, as shown in Fig. 3.4. Indeed, we al-
ways observed residual zero bias conductance independent of the morphology. Our observation
of zero bias tunneling conductance is consistent with the in-gap surface states of a TKI recently
suggested by other experiments [48,51, 54], but we cannot exclude the possibility of topologically
trivial surface states [55,57].

Having assigned the thermal evolution of the T-dependent spectra to Kondo hybridization, we
can use the technique of Fig. 3.15 to measure the temperature dependence of the hybridization
gap. We again assign the peak-kink energy separation of our experimental dI/dV spectra, Adata
with the hybridization gap in the f-band DOS, Ay, and plot the raw gap values in Fig. 3.19a.
However, to separate the effect of thermal broadening from the temperature evolution of Adata,
we compare A2 to that of a thermal simulation. The thermal simulation is calculated by mea-
suring A = |V}, — V}| of the simulated spectra derived by thermally broadening the T = 8 K
spectrum to arbitrary T5™: AS™(T) (simulated spectra shown in Fig. 3.17d). AS™(T) is plot-
ted using solid lines in Fig. 3.19a. Despite the scatter, by comparing AS™(T) with Ad%a(T), we
observe that overall Ad2t? ig smaller than AS™ indicative of a temperature dependent gap reduc-
tion. To extract the temperature dependent hybridization gap, instead of employing deconvolu-
tion of the higher temperature data, we instead phenomenologically quantify the trend shown in
Fig. 3.19a. We define Apy,(T) = A(T = 8K)+ (A(T) — AS(T')). Because Adata < ASImA}
measures the gap reduction relative to 8K, and effectively removes the effect of thermal broaden-

ing. (We note that deconvolution of the spectra by high temperature kernels of the form shown
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Figure 3.19: Variation of the hybridization gap as a function of temperature on the 2 x 1
surface. (a) Energy separation (A) between the positive bias dI/dV kink and the negative bias dI/dV
peak at varying temperature. In the inset we plot the T" = 8 K spectrum shown in Figure 3 and overlay
dashed lines to indicate the peak-kink energy separation A. The temperature variation of A extracted
from the data, A42* is plotted using open circles. The energy of the peaks and kinks were identified
from the first and second derivatives of the dI/dV spectra. Red and blue traces reflect two independent
temperature dependent datasets acquired on different samples. (b) Hybridization gap as a function of
temperature. A black dashed line has been superposed as a guide to the eye to illustrate the reduction
in Apyp as a function of temperature. The error bars shown represent the sum in quadrature of the en-
ergy spacing of the measurement and the rms bias modulation amplitude for each dataset. The value of
Anyb(T = 8K) = 26 £ 2 meV reported earlier reflects the average of the values shown in (a) or (b) above
with appropriate error propagation.

in Eqn. 3.15 was unreliable without using deconvolution techniques that required assumptions
about the experimental noise. For this reason we chose to use the phenomenological definition of
Apyp to quantify the suppression.)

Figure 3.19b plots Apy,(7') and shows that the gap has not closed by T' = 50 K, the reported
metal insulator transition in SmBg. This effect can even be seen in the raw data of Fig. 3.17c,
where the edge of the gap at positive bias (V},) does not shift significantly with 7". This partial
but incomplete gap closure was recently observed by another ARPES result [64], where they pro-
posed that the 50 K metal insulator transition is caused by the movement of the bands relative

to the Fermi level, rather than Ay, — 0 at 50 K.
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The decomposition of dI/dV in Section 3.4 allows us to better understand the temperature
evolution of the dI/dV spectra from the 2 x 1 surface, shown in Figs. 3.17, 3.18. From the de-
composition, the dip represents the gap in the DOS from hybridization, while the peak at -8
meV represents the peak due to the interference and the DOS of the f band. Therefore the dra-
matic reduction in intensity of the -8 meV peak at 50 K stems from reduction of both the f
band coherence (decreasing Ny) and the concomitant interference effect (decreasing N.y) as
the hybridization weakens. However, the weak residual peak at T' = 50 K demonstrates that
the loss of f band coherence is still incomplete at that temperature, in agreement with recent
ARPES measurements [64]. Meanwhile, the more complete elimination of the Fermi level dip
near 7' = 50 K could arise from a combination of partial closure of the hybridization gap (Fig.
3.19), as well as broadening of the N, and Ny channel (and accompanying N.y) into the gap,
also in agreement with recent ARPES measurements [64]. The strong temperature dependence
of both peak and dip that exceeds thermal broadening, as well as the agreement of our extracted
gap-filling temperature around ~ 55 K with abrupt property changes reported by other tech-
niques [43, 44,72, 79], suggests that our measured temperature dependent dI/dV spectra reflect

the Kondo hybridization in SmBg.

3.6 DISCUSSION OF MAIN RESULTS

We briefly discuss the implications of our work on previous SmBg tunneling experiments, SmBg
ARPES experiments and the study of Kondo insulators in general.

On all surfaces the STM-measured dI/dV spectra (Figs. 3.4e-h) consistently show a dominant
peak on the filled state side, in contrast to PTS/PCS measurements, which show a dominant
peak in dI/dV on the empty state side [50, 63]. Previous to our work, the PTS/PCS measure-
ments were puzzlingly in disagreement with the expected lineshape for the bare hybridized DOS
N(V) and N¢(V') expected for an electron-like 5d conduction band [42,52-57, 65, 66]. To under-
stand this contrast, we note that dI/dV depends on N.(V') and Nf(V'), which are intrinsic prop-

erties of the SmBg surface, and on the ratio ty/t., which is an extrinsic property of the tunnel
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junction. The dependence of dI/dV on t¢/t. in Fig. 3.12c allows us to conclude that an empty
state peak in dI/dV arises only when t;/t. > 0. For this regime we find that N.;(V') dominates
dI/dV and masks the bare DOS by adding a positive bias peak and a suppression at the Fermi
level, as shown in Fig. 3.14. The Fermi level dip in PTS/PCS data [50, 63] may therefore repre-
sent an energy range of destructive interference, and not necessarily the intrinsic hybridization
gap. The relative prominence of the filled state peak in all our STM measurements demonstrates
the consistent dominance of the bare DOS and the significance of the STM-observed spectral gap
as representative of the true hybridization gap. Furthermore, throughout the ¢;/t. < 0 tunneling
regime that matches our STM measurements, the modeled differential conductance is vanishingly
small within the hybridization gap, in contrast to the in-gap spectral weight we observe on all
four surfaces.

Our spatially resolved STM measurements of distinct electronic structure on the several sur-
face morphologies of SmBg are consistent with existing ARPES measurements, and can reconcile
some apparent discrepancies between them [52-57, 64, 66]. We expect that most ARPES experi-
ments, with typical ~hundred-micron spot size, will show momentum-resolved contributions from
both the Sm-terminated 1 x 1 and 2 x 1 morphologies (Figs. 3.4a-b), and possibly the top few lay-
ers of the bulk, but not from the two disordered morphologies where k is a poor quantum num-
ber (Figs. 3.4c-d). Depending on the fractional composition of the cleaved surface structure, as
well as the photon energy, depth probed, and detector resolution, ARPES may observe the spa-
tial average of the -28 meV and -8 meV hybridized f bands from the two Sm-terminated surfaces
as a single dispersing [64] or broadened f band at intermediate energy [53-55, 66], or as one [57]
or two [52, 56] separate states. In the latter scenario, the -8 meV hybridized f band has been in-
terpreted as an ‘in-gap’ state [52,56]. However, we note that a topological in-gap state would be
expected to span the upper and lower hybridized bands, and thus would appear as continuous
spectral weight filling the hybridization gap, rather than as a sharp peak at a specific energy as
claimed in Refs. [52,56]. Indeed, we consistently observe broad in-gap spectral weight on all sur-
faces that could be consistent with in-gap states.

With these first atomically resolved spectroscopic measurements on SmBg, we provide a gen-
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eral new paradigm for interpreting Kondo hybridization, and lay the specific groundwork for un-
derstanding TKIs. First, our explicit decomposition of the measured tunneling conductance into
DOS vs. interference channels provides an intuitive way to understand tunneling measurements
of Kondo hybridization in a broad class of heavy fermion materials [50,77, 78,81, 83]. Second, we
confirm that SmBg is a Kondo insulator, by using this decomposition to reveal the full f band
hybridization gap, spanning the Fermi level, on all four observed surface morphologies. Our tem-
perature dependent spectroscopy on the nonpolar 2 x 1 surface points to the hybridization gap
first crossing the Fermi level around T* ~ 55 K, in agreement with previous bulk measurements.
However, at low T, the apparent broadening of states into the gap significantly exceeds that ex-
pected for the self energy of 8 K, indicating that there may be an independent source of states
within the gap. Our hypothesis is in line with the ARPES experiments that have shown evidence
of (not necessarily topological) surface states. Third, our observation of the hybridized f band
shifts between polar and non-polar cleaved surfaces of SmBg reveals the dramatically different
electronic environments in which the predicted topological surface state must exist. Theoretical
modeling of bulk band shifts, surface states, and hybridization for different surface terminations
is urgently needed. Our work provides the nanoscale spectroscopic details necessary for under-

standing the first strongly correlated topological insulator.

60



Impurity induced phase separation and

scattering in Bio_ .Fe,Ses

Recent work on the topological insulator BisSes has focused on doping BisSes to move the chem-
ical potential into the bulk gap and inducing ferromagnetism using magnetic transition metal
elements. In this chapter, we present experimental results on BisSes doped with the transition
metal Fe. We observe an impurity phase separation which points to the difficulty of uniformly
doping Fe into BisSes. The Fe impurities form a scattering center from which we observe scat-
tering of the TSS and a trivial surface state at higher energies than previously expected, which is

supported by density functional theory calculations.
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4.1 INTRODUCTION

Recent interest in the newly discovered topological insulator (TI) materials has been driven by
the push to engineer novel devices utilizing the unique characteristics of TIs. In TIs, strong spin-
orbit interactions cause a a band inversion that leads to a nontrivial band topology, and metal-
lic topological surface states (TSS) that span the bulk band gap [1-4]. The TSS possess unique
characteristics, namely spin-momentum locking, which leads to unique properties that can be
exploited for potential applications in spintronics, transistors or in novel quantum computing de-
vices [2-4].

Recent experimental efforts have focused on manipulating the prototypical TI BisSes in hopes
of realizing novel topological devices. By tuning the magnetic interactions, for example via mag-
netic dopants, BisSes is predicted to enter a ferromagnetic phase which breaks the time reversal
symmetry and topological character of the surface states [84, 85]. A number of studies have fo-
cused attention on using Fe to dope BisSes [86-91]. However, numerous unresolved questions
remain regarding Bis_,Fe,Ses, including whether a gap opens at the Dirac point [86, 88, 89], the
effect of trivial 2D surface states [88,90], and whether the growth conditions in bulk Bis_,Fe,Ses
crystals permit a uniform ferromagnetic phase [92]. On another front, the fabrication of devices,
such as field effect transistors, using BiaSes have produced promising initial results [93]. While
the band structure of the occupied states is well studied, understanding the effect of applying a
positive bias gate to BisSes is complicated by the lack of spectroscopic studies at energies above
the Fermi level. Recent studies have even pointed to a wealth of unexplained physics at large
positive biases, including topologically trivial 2DEGs [94, 95], and an additional Dirac cone [96,
97].

4.1.1 SUMMARY OF RESULTS

Scanning tunneling microscopy has been used to great effect in the study of Tls, and has been
used to image nanoscale electronic variations in BigSes [98], dopant induced charge inhomogene-

ity [99] and T'SS scattering processes [35,100-102]. In this chapter we report on a study of bulk
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doped crystals of Bis_,Fe,Ses using scanning tunneling microscopy (STM) and spectroscopy. We
observed a surprising macroscopic phase separation of the Fe dopants into Fe-doped and undoped
regions of BisSes. This dopant segregation is likely due to inhomogeneous local growth conditions
related to the local anion/cation growth conditions. We used Fourier transform scanning tun-
neling spectroscopy to resolve two quasiparticle scattering modes in the unoccupied states in an
energy range 0.65 to 0.85 eV above the Dirac point. We find that the two scattering modes are
separated by 0.1 eV, and are caused by the SS and the topologically trivial quantum well state
(QWS) respectively. Both scattering modes have a velocity of v, = 1.1 £ 0.3 eV A, which is 3x
lower than the velocity at the Dirac point [103], and is explained by our finite slab density func-
tional theory (DFT) calculations. Our results show that the topological surface state remains
quantized from the bulk to higher energies than expected [104], and point to the important effect
of QWS on the TSS in BisSes.

4.1.2 EXPERIMENTAL METHODS

We studied Bis_,Fe;Ses single crystals with nominal Fe doping of z = 0.03, z = 0.07, and un-
doped BisSes single crystals. Sample preparation methods and the characterization of the crys-
tals has been described in previous work [105, 106]. The single crystals were cleaved along the
(001) direction, in cryogenic vacuum at 40 K and immediately inserted into the STM. The (001)
orientation was confirmed by measuring step heights that were integer multiples of the height of
a BisSes quintuple layer (QL), as shown in Fig. 4.1.

Density functional theory (DFT) calculations were performed using the linearized augmented-
plane-wave method in the WIEN2K packages [107], with structural parameters from Zhang et
al. [104]. Spin-orbit interaction is included as a second variational step using scalar-relativistic
eigenfunctions as a basis; exchange and correlation effects are treated within the generalized gra-

dient approximation [107].
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Figure 4.1: Crystal structure and characterization of Bi,_,Fe,Ses. (a) Schematic crystal struc-
ture of BisSes. Two quintuple layers (QL) of BisSes are shown, with the three lattice orientations of each
of the sublayers, designated A-B-C. The natural cleavage plane is between the two QLs, which will expose
a Se terminated layer in each half. (b) Topography of cleaved surface of Biy_,Fe,Ses over an 80 nm x 80
nm field of view. Four atomically flat terraces are visible. (T' = 4.4 K; V; = 800 mV; junction resistance

R; = 80 G2.) (c) Height profile taken along the dashed red line of (b). The separation of the terraces is
in integral multiples of the height of 1 QL of BiySes.

4.2 IMPURITY PHASE SEPARATION

The majority of the cleaved Bis_,Fe;Ses surfaces we studied were atomically flat over at least 10
- 100 nm length scales (see Fig. 4.2a). Figure 4.2b shows a typical dI/dV spectrum of Bis_,Fe,Ses
with a Dirac point at V' = —350 mV, consistent with previous measurements [89]. Compared to
the Dirac point on a pristine BisSes surface (spectrum shown in blue in Fig. 4.2b), Bis_,Fe,Ses
has a Dirac point that is 50 mV lower, in agreement with previous work showing that Fe is an
electron donor [87,90]. Topographic images of Biy_,Fe,Ses acquired on the flat terraces revealed
multiple species of three-fold symmetric impurities, as shown in Figure 4.2a,c. Following the
work of Song et al. [87], using the topographic images in Fig. 4.2a,c we can identify the impu-
rities based on the size of the impurity and its lattice orientation. Figure 4.1a shows that each
sublayer of the BisSes crystal alternates between an A, B or C lattice orientation. Furthermore,
the deeper the impurity is within the crystal, the larger its spatial extent on the topmost Se
layer [108]. These two facts allow us to identify the impurity by its phase relative to the top-

most Se layer and its vertex-vertex length. From the atomically resolved images of Fig. 4.2¢c, the
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red circled dark triangular impurity is out of phase with the A lattice, and has a vertex-vertex
length of 1ag. We identify it as a Fe substitution for a Bi atom in the 1st (topmost) Bi sublayer,
denoted Fep;;. The orange circled triangular impurity is in phase with the topmost Se lattice,
and has a vertex-vertex length of 3ag, which leads us to identify it as a Bi atom in the 2nd Bi
sublayer, denoted Fepja. We note that with one exception, shown in green in Figs. 4.2a,c which
we discuss later, all of the other impurities in Figs. 4.2a,c are consistent with and were identified
in previous work [87]. The presence of Bi substitutional impurities and the absence of Se vacan-
cies is characteristic of other STM topographies of TM-doped BisSesz compounds [90, 98, 109]
and is in agreement with theoretical models [110-112]. However, in contrast to previous work
that studied Bis_,Fe,Ses thin-films [87], in our doped crystals the density of defects in Fig. 4.2a
(n ~ 0.04 nm~2) is lower than the nominal concentration by more than a factor of 10. This mis-
match could be explained by our observation of dopant clustering as shown in Fig. 4.2d, which
would result in an inhomogeneous distribution of Fe dopants.

On the same Bis_,Fe,Ses cleaved surface but separated by > 10 um, we acquired topographic
images with a different defect distribution, as shown in Fig. 4.3a. Se vacancies, shown as bright
triangular impurities (green circles in Fig. 4.3a), are the dominant impurities in this other region,
as opposed to the Fepj; impurities that dominate in Fig. 4.2a. In fact, throughout the ~ 1 ym
area around the region shown in Fig. 4.3c, we did not find any of the Fe impurities identified by
Song et al. [87]. We verified our identification of the green circled impurities as Se vacancies by
comparing the impurities in Fig. 4.3a to the Se vacancies [113] in an undoped BiaSes topographic
image, as shown in Fig. 4.3b. The similar defect distribution in Figs. 4.3a and 4.3b suggests that
the region shown in Fig. 4.3a is an undoped portion of the Bis_,Fe,Ses crystal. Recent calcula-
tions [111, 112] have suggested that the allowed impurities in BizSes depend sensitively on the
type of dopant and whether the crystal is grown in a Bi or Se rich environment. Because Fe is
the smallest of the transition metal (TM) BisSes dopants, the size mismatch between Fe and Bi
makes it relatively difficult to dope [111]. As shown in Fig. 4.3c, doping Fe into BisSes is only fa-
vored in Se-rich conditions [111] which also inhibits the formation of Se vacancies [114,115]. Like-

wise, Bi-rich conditions inhibit Fe but promote Se vacancies [111]. Our results therefore point to

65



(@) (b)

High

= Pristine
147 7 = Fe—doped

~ El

] &

© >

— o

N =

o
Low 0.2 . . . . . . .
—-600 —-400 -200 0 200
Bias (mV)

(c)

High

E]

L

N

Low

Figure 4.2: Characterization of Bi,_,Fe,Ses; (z = 0.07). (a) Topography of 30 x 30 nm? field of
view acquired at T = 4.6 K, V; = 1V, I, = 20 pA. Red circles highlight Fep;; impurities. (b) dI/dV
spectra acquired on the Bis_,Fe,Sez surface shown in red, and the BisSez surface shown in blue. The
minimum in each spectrum is indicated with the red (-350 mV) and blue (-300 mV) dashes. The spectra
have been scaled and offset for clarity. Bis_,Fe,Ses spectrum acquired at T'=4.4 K, V;, = 0.5 V, I, = 200
PA, Vinms = 14 mV. BiySes spectrum acquired at T = 8.2 K, V, = 0.4V, I, = 400 pA, Vips = 10

mV. (c¢) Identification of Fe impurities. Topographic image of a 16.8 x 16.8 nm? acquired at T = 4.4 K,
Vs = 500 mV, I, = 100 pA, B = 0 T. Three types of impurities that were previously identified [87] are
highlighted: (1) Feg;i, identified in red, is a Fe substituting for a Bi in the 2nd subsurface layer that has
an B oriented lattice (see Fig. 4.1a); (2) Fepio identified in orange, is a Fe substituting for a Bi in the 4th
subsurface layer that has an A oriented lattice (see Fig. 4.1a); (3) Fejnter is an interstitial Fe impurity. The
Type A impurity, identified in green, has not been previously reported [87,90]. (d) Suspected Fe cluster in
Biy_,Fe,Ses crystals. 30 x 30 nm? topography acquired at 7 K, V, = 0.3 V, I, = 30 pA.
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Figure 4.3: Macroscopic phase separation of impurities in Bis_,Fe,Se;s Topography of 30 x 30
nm? field of view of Biy_,Fe,Ses (z = 0.07) (a), and BisSes (b). Orange circles highlight Se vacancies,
which are common to undoped BisSes. Yellow circles highlight a native defect that could be a Sep; anti-
site. Nominal dopant concentration indicated in the bottom left of each panel. Experimental conditions
for topography: (a) T = 44K, V, =05V, I, =50pA; (b)T = 22K, V, =04V, I, = 30 pA (c)
The dependence of impurity formation on growth conditions. Figure adapted from Ref. [111]. pus, is the Se
chemical potential, and the far left indicates Bi rich growth conditions, while the far right side indicates Se
rich growth conditions.

an inhomogeneous Bis_,Fe,Ses growth process where impurities segregate depending on the local

cation/anion environment, resulting in a very inhomogeneous Fe distribution in the crystal.

4.3 QUANTUM WELL STATE INDUCED SCATTERING

We now discuss results from our studies of the Fe-doped regions of Bis_,Fe,Ses.

4.3.1 OBSERVATION OF QUASIPARTICLE INTERFERENCE

Despite the weak warping of the CECs that limits the observation of quasiparticle interference
(QPI) in BisSes [103, 116], in the Fe-doped regions similar to Fig. 4.2a,c we observed two scat-
tering modes at V; > 0.3 V. In Fig. 4.4 we show a topographic image of a region where we
observed QPI. The distinguishing feature of this region is the high concentration of a large im-
purity, which we name “Type A”, that to our knowledge has not been previously reported in
Biy_,Fe;Ses or other TM-doped BisSes compounds. As shown in Fig. 4.5a,e, the Type A im-
purities are large scattering centers, with a vertex to vertex distance of 6ag = 2.4 nm. The spec-

troscopic signature of the impurity is mainly seen at positive biases (Fig. 4.5b-d, f), and it un-
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Figure 4.4: Fe-doped region with QPI. Topographic image of a 30 x 30 nm? region of Bi,_,Fe,Ses
where QPI was observed (T' = 6 K, V; = 0.6 V, I, = 30 pA). Area has a high concentration of Type A
impurities, a subset of which are circled in green.

dergoes a phase inversion in dI/dV images at ~ 400 mV. Fig. 4.5e shows that the center of the
Type A impurity is centered on a lattice site of the topmost Se lattice. Therefore, because of its
large size and its lattice orientation being in phase with the topmost Se lattice, the Type A could
be an interstitial impurity sitting in the hollow between the Se layers that make up the van der
Waals (vdW) gap.

The Type A impurity served as a high amplitude scattering center, allowing us to image quasi-
particle interference from the surface states. The two quasiparticle scattering modes are shown
in Fig. 4.6. The lower energy mode, ¢, disperses between 300 mV to 420 mV (Fig. 4.6a-e), while
the higher energy mode, g2 disperses between 430 mV to 520 mV (Fig. 4.6k-0). In the dI/dV
maps of Fig. 4.6, the QPI can be seen as wavefronts that scatter off of the Type A impurities,
and disperse with energy. To better visualize the scattering, we computed the Fourier transform
of the real space dI/dV maps of Fig. 4.6, which shows that both ¢; (Fig. 4.6f-j)and ¢2 (Fig. 4.6p-
t) disperse in the I'-M direction. We note that QPI was only observed in regions with a high den-
sity of Type A impurities, and we did not observe scattering in the I'-K direction.

The dispersion of the scattering modes along the symmetry directions is shown in Fig. 4.7,
which plots the intensity of the FT-dI/dV maps shown in Fig. 4.6 along the high symmetry di-
rections. While the ¢; and g2 modes are visible in the raw Fourier transform linecuts of Fig. 4.7,

a common isotropic background is present in both the I''M and I'-K linecuts that masks the in-
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Figure 4.5: Characterization of Type A impurity. Topographic image (a) and associated dI/dV
conductance maps at indicated bias (b) - (d) (T = 4.4 K, V; = 500 mV, I; = 100 pA, Vims = 14 mV,
B =9 T). (e) High resolution topography of Type A impurity. Red dots and dashed line have been over-
laid as guides to the eye to illustrate the internal structure of the impurity. The vertex to vertex length
of the impurity is exactly 6ag (T' = 4.4 K, V; = 500 mV, I, = 100 pA, B = 0 T). (f) dI/dV spectrum
acquired on the vertex of the impurity shown in (a). The spectrum on the vertex has been normalized by
a spectrum taken in the background away from impurities. Two prominent peaks are seen at ~ 110 mV

and ~ 350 mV. The spectrum was acquired from the spectroscopic map of (a) - (d) using the same experi-
mental parameters.
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Figure 4.6: Quasiparticle interference in Biy_,Fe,Ses. Scattering of the ¢g; mode shown in (a-j),
and the g2 mode shown in (k-t). (a-e); (k-0): dI/dV maps at the indicated bias over the 30 x 30 nm?
region shown in Fig. 44 (T =6 K, V, = 0.6 V, I, = 300 pA, Vims = 7 mV). A white arrow is overlaid over
the images to show that as the energy is increased the wavefront moves towards the impurity. (f-j); (p-t):
Fourier transform dI/dV maps at the indicated bias (T' = 6 K, V5 = 0.6 V, I, = 300 pA, Vims = 5 mV).
The Fourier transforms were taken over 60 x 60 nm? regions encompassing the regions shown in (a-e), and
(k-0), respectively. A white arrow is superposed to show that as energy increases the scattering wavevector
increases in the I'-M direction.
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Figure 4.7: Scattering linecuts in symmetry directions. Linecuts of Fourier transform dI/dV spec-
troscopy map shown in Fig. 4.6. Linecuts are taken in the (a) I'-M and (b) I-K directions. The difference
of the two images gives the data plotted in Fig. 4.8, which highlights the ¢; and ¢o I'-M scattering modes.
The dI/dV maps were normalized by energy layer, Fourier transformed and six-fold symmetrized along a
Bragg direction.

tensity of the scattering modes. Therefore to better display ¢; and gz, we minimized the effect
of this long wavelength isotropic background by subtracting the intensity of the FT-dI/dV maps
in the I'-M direction (I(gr—as)) from the intensity in the I'-K direction (I(gr_x)). We then plot
this quantity (I(¢qr—as) — I(gr—x)) as a function of bias voltage Vs and wavevector ¢ in Figure
4.8. The quantity I(¢gr—ar) — I(gr—k), achieves the effect of minimizing the isotropic component
of the long-wavelength background. Figure 4.8 clearly shows two scattering modes: g; between
300 - 420 mV bias, and g2 between 430 - 520 mV bias, with similar slopes and an energy separa-

tion ~ 0.1 eV.

4.3.2 PARAMETERS OF THE SCATTERING MODES

An examination of Fig. 4.8 shows that both ¢; and g2 abruptly end at two wavelengths: ¢ =
0.2 A" and q = 0.3 A" The abrupt cut-off of the ¢; and g2 modes can be understood by un-

derstanding the scattering length scales in this system. The high wavevector cutoff ¢ = 0.30 A
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Figure 4.8: Scattering modes in Bis_,Fe,Ses. Fourier linecut showing g; and ¢, scattering modes.
The Fourier intensity of a linecut in the I'-M direction is subtracted by the Fourier intensity of a linecut
in the I'-K direction for the FT-dI/dV maps shown in Fig. 4.7. The superposed black circles and error
bars are the respective center and standard deviation of Gaussian fits to the intensity at each bias (see
Fig. 4.9). The thick black line is a linear best fit to the black circles, from which we extract the scattering

velocities: v; = 1.28 +0.39 ¢V A, vy = 1.06 +0.32 ¢V A.

72



| = 24.2 A matches well with the vertex-vertex length of the Type A impurity scattering centers
[ = 6ag = 2.4 nm. Meanwhile, the low wavevector cutoff ¢ = 0.20 A" 51 =36.3 A matches well
with the average impurity separation vn—! = 5.2 nm, where n is the observed defect density.
Therefore the length scales from the size of Type A scattering center, and the defect density, can
quantitatively explain the restricted g-space range of ¢; and gs.

To quantify the dispersion, we first performed Gaussian fits to the Fourier intensity of Fig.
4.8 at each bias. Figure 4.9 shows a subset of the wavevector profiles at fixed energies that were
extracted from I(qr—p7) — I(gr—g) as shown in Fig. 4.8. Gaussian fits to each wavevector pro-
file are overlaid on top of the data in Figure 4.9 and the centers and standard deviations of the
Gaussians are overlaid on the scattering data in Fig. 4.8. To measure the velocities of ¢; and ¢o,
we fit the centers of the Gaussians to £ = vq + Ep and extracted the velocity from the best fit
parameters to the data. We found the velocity of g1: v; = 1.28 + 0.39 eV A, and the velocity
of g2: v2 = 1.06 + 0.32 €V A, where the error bars represent confidence intervals of the fitting.
The linear fits to the extracted scattering mode centers are superimposed on the data in Fig. 4.8.
The fitting leads to two intriguing observations that we address in the remainder of this chapter.
Firstly, the scattering velocities of ¢ and g2, vy ~ 1.1 — 1.3 eV A, are substantially reduced from
the band velocity at the Dirac point (vp = 3.5 eV A) [103]. Secondly, the velocities of ¢; and ¢

are equal within error, but the modes themselves are offset in energy by ~ 100 mV.

4.4 QuaNTUM WELL STATES IN Bl,_,FE,SE3

4.4.1 EVIDENCE FOR QUANTUM WELL STATES

Our observation of two energy offset parallel dispersing modes is hard to explain based off of
scattering from a single band, but could be explained using two bands separated in energy by
~ 0.1 eV. Indeed, ARPES experiments have observed additional quantized bands separated from
the T'SS by a comparable energy scale. These bands are 2 dimensional QWS [95, 117-120], whose
origin is unclear but has been reported by multiple groups. An ARPES intensity map taken from

Ref. [117] showing the QWS is shown in Fig. 4.10a.
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Figure 4.9: Gaussian fits of the ¢; and ¢» wavevectors. At each bias (indicated above the subpan-
els), I(T-M)-I(I'-K) from Fig. 4.8 is plotted with blue circles, and is fitted to a Gaussian (red line) with a
constant offset. The center of the Gaussian ¢y and the standard deviation o of the fit are shown in each
panel. For all energies, gy &+ o are plotted in Fig. 4.8.
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Figure 4.10: Quantum well states in BiySes. (a) ARPES intensity map showing QWS induced by
K adsorption onto the BisSes surface. The energy separation is on the order of ~ 0.1 eV. Figure adapted
from data in Ref. [117]. (b) Band bending as a mechanism to induce QWS. The conduction band (CB)
minimum and valence band (VB) maximum are shifted in energy downwards by dV at the surface relative
to the bulk. Downward band bending of the CB creates a potential well, resulting in quantum well states
(red and green). (c) Expansion of van der Waals gap as a mechanism to induce QWS. As the separation
h between the topmost QL and the crystal increases, the electrons at the surface become more vertically
confined leading to QWS.
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The QWS is commonly believed to arise from either: (1) band bending caused by surface
adsorbants [95, 117-122], or (2) structural asymmetry caused by a van der Waals gap expan-
sion [123, 124]. Fig. 4.10b,c show cartoons illustrating both mechanisms. In the band bending
scenario, an asymmetry at the surface causes an electrostatic potential gradient normal to the
surface. The potential gradient shifts the energies of the bands as a function of depth, as shown
in Fig. 4.10b, causing a potential well to form near the surface. The bound states of this poten-
tial well are the 2-dimensional quantum well states. In the van der Waals (vdW) gap expansion
scenario, an expansion of the vdW gap isolates the topmost QL from the bulk, confining the elec-
trons in the top QL. If the vdW is expanded by more than ~ 0.24 — 0.48 A [123], QWS are in-
duced at the surface. In our case, we cannot discount either scenario. We observed that the Type
A impurities are charged surface impurities, which would support a band bending origin to the
QWS. Alternatively, the extreme inhomogeneity of the dopants, including surface clusters with a
height (~ 1 A) that exceeds the threshold van der Waals gap expansion, points also to a struc-
tural origin of the QWS.

Regardless of the specific mechanism, we further validated the presence of QWS by finding
spectroscopic evidence from dI/dV spectra. In Fig. 4.11 we show spatially averaged dI/dV spec-
tra over a range of bias where we observed QPI, and at a variety of different experimental condi-
tions. In all cases, we observed kinks in the spectra, indicated with grey vertical bars, which are
signatures of the TSS and the QWSs. This conclusion is supported by our modeling, in which we
performed density functional theory (DFT) calculations, as shown in Fig. 4.12. Fig. 4.12 shows
that for a range of slab thicknesses, the DOS resulting from the calculated DFT bands shows
kinks on top of an increasing background DOS. Therefore we associate the kinks with the pres-
ence of abrupt changes in the band structure due to the onset of QWS. From the DFT calcula-
tions the Dirac point became gapped for N < 4, and so we chose to focus on calculations with
a thickness N > 5 QL because it was the simplest system that preserved the Dirac degeneracy
in our calculations (we will later show that N = 5 also self-consistently reproduced the energy
separation between ¢; and g2 modes - see Sec. 4.4.3).

In Figure 4.13 we summarize the agreement between our DFT calculations and the high bias
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Figure 4.11: High bias dI/dV showing kinks due to QWSs. dI/dV spectra were acquired at the
listed experimental conditions, with varying junction resistance R = V;/I,. The junction resistance is
exponentially dependent on the tip-sample separation. Grey bars are overlaid to show the approximate
positions of kinks in the spectra, which we identify as signatures of the TSS and QWSs. The energy kinks
are consistent across spectra taken with different experimental conditions, both in and out of magnetic
field. Experimental conditions not listed in the legend: blue (Vs = 600 mV, Vi = 5 mV), red (Vs = 400
mV, Vims = 14 mV), black (Vs = 700 mV, Vips = 5.6 mV), green (Vy; = 500 mV, Vs = 14 mV).
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Figure 4.12: DFT calculations at different slab thicknesses. (a)-(c): DFT bands at varying QL
thicknesses. (d)-(f): Calculated DOS at varying QL thicknesses. Dashed vertical lines in (d)-(f) are the
guides illustrating the energies of the kinks in the DOS. Horizontal lines in (a)-(c) match the respective
energies of the kinks in (d)-(f). Calculations for the DFT bands were conducted with a much finer k-mesh
than the DOS calculations in (d)-(f). 5QL DOS calculation of (d) was performed with a coarse k-mesh
comparable to (e),(f), but less well resolved compared to Figs. 4.13, 4.14. The effective energy resolution of
(d)-(f) is 21 meV, 62 meV, and 76 meV respectively.
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Figure 4.13: Evidence for quantum well states in dI/dV spectroscopy. (a) Positive high bias
dI/dV spectrum shows three prominent peaks at 320, 455 and 565 mV. The inset shows the spectrum
after removing a third order polynomial background. Spectrum was acquired by spatially averaging the
spectra acquired over a 36 x 21 nm? regionat T = 6K, B=9T,V, = 0.7V, I, = 0.35 nA, Vi = 5.6
mV. (b) Calculated DOS from the DFT band structure of (¢). Within an energy window: Epp : Epp+1.1
eV, three kinks in the calculated DOS are shown with arrows. The energies of these kinks are indicated
with dashed lines in the band structure in (c). Calculation was performed on a k-mesh with higher res-
olution than the k-mesh used in Fig. 4.12. (c) DFT calculated bands for a 5 QL slab of BisSes. Dashed
lines correspond to energies of kinks in the calculated DOS in (b). E = 0 is referenced to the Dirac point.
Horizontal axis spans the k-space distance from the high symmetry K and M points to the ' point.

dI/dV spectra. The calculated DOS (Fig. 4.13b) and the data (Fig. 4.13a) qualitatively agree
on the overall increasing shape of the spectrum, the existence of three kinks, and the decreasing
energy separation between the kinks. Furthermore, by comparing the band structure (Fig. 4.13c)
with the calculated DOS (Fig. 4.13b), we can see that the three kinks in the DOS occur at ener-
gies where the respective bands turn over, as indicated using dashed lines in Fig. 4.13c. There-
fore the qualitative agreement between the DFT and the dI/dV spectra leads us to associate the
kinks in dI/dV to the QWS. The subsequent sections provide further justification supporting the

presence of QWS in this sample.

4.4.2 INTRABAND QWS SCATTERING

We further demonstrate the existence of QWS by ascribing the origin of the scattering modes to
a wavevector that connects specific parts of the CECs. Dominant scattering modes in STS stud-
ies arise from ¢ wavevectors that connect high DOS or nested portions of the CECs. In BisTes,
at energies away from the Dirac point, scattering modes connect k-states on the CEC that are

nested because of hexagonal warping [35,101,116,125,126]. In analogy, we can expect that scat-
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tering modes in BisSes also depend on nesting due to hexagonal warping. Recent ARPES ex-
periments have found that for both the TSS [103], and the 1st QWS [119] the hexagonal warp-
ing is maximal in the I'-K direction. The inset of Fig. 4.14 shows an illustration of the hexago-
nally warped CECs of the TSS (outer band) and the 1st QWS (inner band) [119]. At the energy
shown in the inset, Qur—ps is a I'-M wavevector that connects nested parts of the CEC of the
TSS. Because Qps— s connects adjacent M points that are separated by an angle of 7/3, the ve-
locity of the Qp—p mode is the same as the band velocity along the I'-M direction: vga—ar) =
vr—n)- Furthermore, because the CEC of the QWS1 and the TSS have the same warping, their
CECs will evolve in the same way but shifted in energy. Therefore if Qa7_3s connects nested por-
tions of the CEC for the TSS, then at a higher energy, Qas— s will also connect nested portions
of the CEC for the QWS.

From this reasoning, we expect that the band velocity in the I'-M direction should disperse like
a M — M scattering mode (Uk(F_M) R~ UQ(M_M)), and that both ¢; and ¢s should be parallel and
offset in energy. To verify this hypothesis, in Figure 4.14 we plot the band structure of the SS,
QWS1 and QWS2 along the I'-M direction and superpose the dispersion of ¢; and g2 (Figs. 4.8,
4.9). Figure 4.14 shows that there is an excellent agreement between the dispersion of ¢; and the
TSS band, and between the dispersion of go and the QWS1 band. We computed the band veloc-
ities of the DFT bands by fitting each band to a linear dispersion between k = 0.15 — 0.30 AL
The velocities of the two bands are vgg = 1.12 £ 0.04 ¢V A and vqwst = 1.41 £ 0.08 eV A.
These band velocities match well to within error to their respective scattering velocities: v; =
1.28 £ 0.39 eV A ~ vgg, va = 1.06 £0.32 eV A =~ vqws:.

Discrepancies between the velocities of the DFT and the scattering modes could be caused
by the fact that in our model, the QWS is spin-degenerate, in contrast to the spin-polarization
of the QWS due to Rashba splitting [119]. The Rashba splitting would split the QWS into two
bands, reducing the velocity of one band, thereby bringing its velocity closer to value of vo ex-
tracted from the data. To account for the spin-polarization, we used k - p theory to simulate the
expected ¢ scattering modes from the CECs of a spin-polarized SS and Rashba-split QWS. The

simulation is shown in Fig. 4.15. We calculated the CEC for a single band by solving the k - p
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Figure 4.14: Dispersion of scattering modes from the SS and QWS. The QPI wavevectors from
Figure 4.8,4.9 are plotted using black circles on top of the DFT bands in the I'-Mdirection from Fig. 4.13.
The DFT bands have been labeled and colored to match the bands in Fig. 4.13. The bands for the SS and
the QWS1 match well with the measured scattering modes ¢; and g2 between k& ~ 0.2 — 0.3 A7'. The
inset shows a CEC with a warped QWS (green) and a warped SS (blue) that would produce the measured
scattering modes indicated using black arrows.
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Figure 4.15: k- p scattering wavevector simulation of SS and QWS. (a) Constant energy contours
of three separate hexagonally warped bands, in agreement with ARPES measurements of band bending
induced QWS. The outer band corresponds to the SS, and the inner two bands correspond to the Rashba
split, hexagonally deformed QWS. Dashed lines indicate two nesting wavevectors Q1 and ()2 between the
tips of the SS and the 1st QWS. (b) Spin dependent joint density of states of the constant energy contour
of (a). The spin matrix element, T(s1,s2) = | (51]52) |* modifies the joint density of states of the constant
energy contours and suppresses back-scattering. Two prominent peaks are seen in the I'-M direction. The
two T'-M peaks match well with the nested wavevectors from the SS and QWS shown in (a). White dashed
box corresponds to the region of ¢ space shown in (¢) (¢) I-M linecut of the SJDOS as a function of en-
ergy and q. The second derivative of the SJDOS intensity is plotted to more clearly show the @)1 and Q-
wavevectors. The energy of (a) and (b) is highlighted in the horizontal white dashed box. Two parallel
dispersing modes are seen corresponding to the @1 and Q2 wavevectors of (a) and (b).

Hamiltonian in the spin basis [116, 126]:
— _ é 3 3
H = vg(kgoy — kyog) + 5 (k1 4+ k)0, (4.1)

where vy = vp is the Dirac velocity, o, , . are the Pauli spin matrices, A is a phenomenological
warping parameter, and k+ = k, + ik,. Guided by ARPES which shows that the 1st QWS’s two
Rashba subsplit bands are warped in the I'-K direction [119], we offset the eigenstates in energy
to create the constant energy contours shown in Fig. 4.15a. We calculated the SJDOS, which
accounts for the spin matrix element that depends on the initial and final spin polarization, as
shown in Fig. 4.15b,c. Even with the presence of three spin-polarized bands, we found two par-
allel I'-M scattering modes, offset in energy, with ¢ wavevectors coming from M — M scattering,
and a lack of scattering in the I'-K direction. All of these observations are consistent with the
experimental observations of the ¢; and ¢ modes. The good agreement between our DFT calcu-
lations, k- p model and our scattering modes confirms that ¢; and ¢s represent scattering between

adjacent M — M portions of the CEC of the SS, and QWSI1, respectively.

81



4.4.3 CHOICE OF SLAB THICKNESS

We further discuss our choice of a 5QL thickness for our DFT calculations.

Our choice of using a 5QL slab of BisSes for our DFT calculations is within the range of ac-
ceptable thicknesses for the band bending length scale in BisSes. If the QWS are induced by
surface band bending, the potential is commonly thought to have the form of a triangular po-
tential [127]:

VV(z—2)+ EME 2 <z
Eo(z) = (4.2)

i 2>
where z = ( defines the surface, z > 0 measures the distance into the material, z; is the depth of
the band bending potential, VV' ~ dV/z;, and dV is the magnitude of the energy shift at the sur-
face relative to the bulk (see Fig. 4.10b). A slab of thickness t is effectively a square well approx-
imation to a triangular well potential where ¢t ~ z;/2. In the literature [122], the band bending
causing potential gradient VV ~ 0.75 — 2 meV A~!, and has been measured to shift the energy
by dV = 130 meV [95] to dV = 230 meV [127]. This leads to a wide range of possible thicknesses
for the extent of the band bending potential, from z; = 6.5 nm to z; = 30 nm. Therefore the
range of acceptable slab thicknesses ranges from ¢t = z;/2 = 3.25 nm to ¢ = 15 nm, or approxi-
mately 3QL to 15QL. Furthermore, the Dirac point was gapped for DFT calculations with N < 4
QL. Therefore the choice of N = 5 QL is the simplest system that preserves the topological char-
acter of the SS, while also being within an acceptable experimental range for the band bending
depth.

After attributing the ¢; and g2 modes to the band dispersion of the TSS and the 1st QWS we
were able to self-consistently check two quantities to verify our choice of N = 5. Firstly, our ob-
servation that induced QWS cause a reduction in the band velocity at k ~ 0.2 — 0.3 A~ is inde-
pendent of our choice of N. To show this, in Fig. 4.16a-c we plot the band structure for different
slab thicknesses, and show the velocity extracted from a fit of the T'SS. We find that the velocity
of the TSS is consistently v = 1.10 VA to within ~ 3% from N =5 to N = 8. This demonstrates

that the band velocity is reduced for all QL thicknesses. Secondly, we can use the energy scale of
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Figure 4.16: DFT parameters for different slab thicknesses. (a)-(c): Band structure in the I'-M
direction at the indicated QL slab thickness, in an energy and k-space range corresponding to the ¢; and
go scattering modes in the data. The color of the bands matches the color of the bands in Fig. 4.12 (e.g.
blue band is the TSS band, green is QWS1). The black line shows a linear best fit (E = vk + Ep) in the
range k = 0.2 A=' to k = 0.3 A='. The velocity extracted from the fit is indicated in the panels. (d)
Energy separation between the two lowest lying bands: Eqws — Egg at varying slab thicknesses. The
energy separation is calculated from panels (a)-(c) in a narrow k range matching the scattering modes
from the data. The energy separation between the ¢; and g2 modes in the data (main text fitted curves in
Fig. 4.14) is plotted using a thick grey line.

separation between ¢; and ¢o as another parameter to self consistently verify our choice of N. In
Fig. 4.16d we plot the energy separation of the two lowest bands at different slab thicknesses as
a function of k (I'-M), along with the energy separation between the ¢; and g2 modes from the

data. We can see that only the 5QL slab reproduces the energy separation within this window of

k. This is further evidence validating our choice of N = 5.
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4.5 DISCUSSION

Our results have implications on the use of BisSes in potential nanoscale devices. In the idealized
bulk band structure calculations of BisSes the T'SS merge into the bulk bands at approximately
0.35 eV above the Dirac energy [104]. Significant experimental efforts have focused on tuning the
chemical potential within this bulk gap to increase the transport sensitivity to the TSS. While
previous work has suggested that the SS might exist at energies beyond the CB minimum in Bi-
chalcogenides [125], our results show that extending the energy range of the TSS can be achieved
by purposefully inducing QWS. The lack of I'-K scattering suggests that despite the emergence of
QWS, the chiral nature of the SS is preserved, which is of importance for spintronics applications
that require the spin-momentum locking of the surface state. This is in line with previous exper-
iments on Biy_,Fe,Ses that found the resilience of the TSS to Fe-doping [89, 90]. However, the
reduced band velocity of the SS at these energies could lead to a reduction in the mobility of the
carriers. Furthermore, while the TSS remains quantized, transport will still have to disentangle
the response of the TSS from the trivial QWS. Further transport experiments on QWS induced
BisSes are required to deduce whether inducing QWSs is an effective alternative to tuning the
chemical potential in BisSes.

In summary, we report STS measurements on bulk crystals of Bis_,Fe,Se3. We observed ex-
treme defect inhomogeneity, with macroscopic phase separation into regions with no Fe atoms,
low Fe concentration, and clusters of Fe atoms. This dopant inhomogeneity is likely due to nonuni-
form local growth conditions during the crystal growth process. We were able to use a specific Fe
defect as a high amplitude scattering center. Due to the presence of QWS, we observed two scat-
tering modes that connect M-M points of the CEC of the TSS and the 1st QWS. The scattering
velocity is 3x smaller than the velocity at the Dirac point, as reproduced by our DFT calcula-
tions. Our results suggest that inducing QWSs can cause the T'SS to remain quantized from the

bulk, and provides important spectroscopic information for future device applications.
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Charge order in BipSro_ . La,zCuOg g

Charge ordering in the cuprates, as observed at the surface via STM, and in the bulk via neu-
tron or x-ray scattering, has never been fully reconciled. In this chapter, we detail experiments
performed on La-doped Bi-2201, in conjunction with collaborators using bulk sensitive probes,
to look for charge ordering in the cuprates. Some of the results in this chapter were published in

Ref. [28]: Comin, Frano, Yee et al., Science 343, 390 (2014).
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5.1 INTRODUCTION

Understanding the mechanism of superconductivity in the cuprate superconductors has been
complicated by the multiple observations of charge, spin, and structural modulations. The ef-
fect of these modulations on the the electronic structure of cuprates, and whether it is related to
the mysterious pseudgap phase has been actively studied for the past three decades [128]. Ow-
ing to differences between the multiple cuprate compounds, certain techniques are better suited
for studying specific compounds, leading to a poor understanding of what is ubiquitous to the
cuprate family. For example, some experiments have shown signatures of charge ordering, such
as the 4ag stripe ordering in the bulk of La-based cuprates [129, 130]. Similarly, x-ray scatter-
ing experiments on the bulk of Y-based cuprates also found evidence for charge ordering with

~ 3.3ap periodicity [131,132]. In contrast to the prior bulk measurements of charge order (CO),
STM measurements on the surface of Bi and Cl based cuprates have long reported evidence of
CO [133-138]. Whether the surface observed CO via STM is related to the bulk observed order-
ing in La or Y cuprates remains an open question.

Single layer Bi-2201 is well suited for studies using low-7" STM because of its easily cleavable
surface, and the ability to probe the PG state at relatively low temperatures [139,140]. While the
bilayer compound Bi-2212 has been better studied than the single layer Bi-2201 compound, many
of the previous experiments on Bi-2201 have focused on using Pb-doped Bi-2201 [137, 141, 142].
Pb-doping serves to suppress the supermodulation that could lead to bilayer-splitting, Umklapp
bands [143], or modulate the pseudogap energy on a local scale [144]. However, Pb, which sub-
stitutes for Bi, typically overdopes the system [139, 140] (although it can bring Bi-2201 in the
extreme underdoped region [145]). On the other hand, La, which substitutes for Sr, can con-
tinuously span a wide range of the superconducting dome, from p = 0.10 in the underdoped
regime to p = 0.19 in the overdoped regime [139, 140, 146]. This makes non-Pb doped Bi-2201
(BigSra_,La;CuOgys) ideal for studying the underdoped regime, despite the possible structural
reconstructions and their electronic effects. While BiaSry_,La, CuOg4s has been studied in the

optimal and overdoped regime using STM [147], the deeply underdoped regime (p < 0.12),
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with its electronic complexity [23], has not been studied via STM, leaving open the question of

whether a CO-state exists in this strong pseudogap regime.

5.1.1 SUMMARY OF RESULTS

In this chapter we report on our STM studies of UD15K BisSry_,La,CuOgs near the hole dop-
ing p ~ 1/8. We acquire topographic images of a A\ = 4a* commensurate supermodulation in
Bi-2201, which differs from the, A ~ 5a* supermodulation in the parent Bi-2201 compound [148],
and incommensurate supermodulation in Bi-2212 [144]. We observe another incommensurate
A &~ 8.1a* superstructure which does not have a measureable temperature dependence (shown
in Fig. 5.4), in contrast to LEED results that report a strong temperature dependence of a super-
structure wavevector [149]. Our STS measurements of BisSra_,La,CuOg¢ys find a non-dispersive
CO wavevector of gco = 0.248 + 0.012 r.l.u., which is in agreement with the CO wavevector
measured from the bulk using resonant X-ray scattering (REXS). Combined with the tempera-
ture dependent REXS measurements, this work provides the first crucial verification that surface
CO measured via ARPES and STM is related to the bulk CO measured by neutron and X-ray
scattering, and suggests an intimate link between the CO state and the pseudogap phase.

Some of the work in this chapter was published in: Comin, Frano, Yee et al., “Charge Order

Driven by Fermi-Arc Instability in BiaSry_,La;CuOg,s”, Science 343, 390 (2014) [28].

5.1.2 EXPERIMENTAL METHODS

Bulk single crystals of BisSra_,La,CuOgys (z = 0.8, p ~ 0.115, T, = 15 K) were cleaved in-
situ at T' ~ 40 K and immediately inserted into the STM. The samples were prepared in the
laboratory of Dr. H. Eisaki in the National Institute of Advanced Industrial Science and Tech-
nology, Tsukuba, Japan. Prior to STM studies, our collaborators measured the T, of the crystals
via in-plane resistivity and magnetic susceptibility measurements. The hole doping p was then
determined from the T, using Ref. [146]. Complementary resonant X-ray scattering (REXS) and

ARPES experiments were performed under the supervision of Prof. A. Damascelli at the Univer-
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Figure 5.1: High resolution topography of BisSry;_,La,CuQOg,s. Topographic image acquired

over a 10 x 10 nm? region (V; = —1.2 V, I, = 100 pA, T = 4.5 K), and post-corrected for scan-piezo
drift [150,151]. Orange dots are overlaid to represent the atomic positions. The supermodulation has a pe-
riodicity A = 4b* in the b direction. Square lattice unit vectors (z, y) and orthorhombic unit vector (a,b)
are indicated in red.

sity of British Columbia [28].

5.2 STRUCTURAL RECONSTRUCTIONS IN B1sSRy LA, CUOg

5.2.1 TOPOGRAPHIES OF Bi;SRy LA, CUOg, s

Cleaving the BisSre_;La,;CuOgs crystal exposed a clean BiO layer and the surfaces subsequently
studied were atomically flat over long (> 100 nm) length scales. Figure 5.1 shows high resolution
topography acquired over a 100 x 100 A2 region. Bi atoms are clearly resolvable in Fig. 5.1, and
are arranged in a square lattice along the Cu-O lattice directions (z, y), separated by a tetrag-
onal lattice constant of ag = 3.86 A. Along the b direction that is 45 degrees between the (z,y)
directions, we observe a periodic superstructure with a periodicity of ~ 4 x v/2ag. Orange circles
have been overlaid in the b direction on top of Bi atoms to indicate the superstructure periodic-
ity. Intriguingly, compared to the supermodulation (SM) in the parent Bi-2201 compound [148],
OP Bi2201 [147], or in Bi-2212 [144] the supermodulation in the BisSre_,La,CuOg¢ys samples
studied here are missing a similar characteristic “dollar-sign ($)” modulation. Instead, the modu-
lation shows up as a “zig-zag” crease on the surface.

To more accurately measure the periodicity of the structures seen in real space, we take the
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Fourier transform of topographic images over large fields of view. Figure 5.2a shows a topo-
graphic image with its associated Fourier transform image in Fig. 5.2b. By taking the Fourier
transform of the topographic image, periodicities with wavevector A in the topographic image are
represented by high intensity peaks at wavevectors @@ = 27/A. Following Ref. [151], a clear peak
is seen at a wavevector Qprage = 27/ag in the Cu-O bond directions (x,y). In the a direction,

a structural peak is visible at Qortho = 27/a*, which is due to an orthorhombic distortion that

is caused by an asymmetric expansion between the = and y directions [151]. The true unit cell

is then orthorhombic, rotated 45 degrees relative to the tetragonal unit cell, and is spanned by
vectors along the (a,b) directions, and where a* = b* = y/2aq is the orthorhombic unit cell [151].
Lastly, supermodulation peaks (green circles) are observed along the b direction, perpendicular to
the orthorhombic distortion. However, the signature of the SM also shows up as satellite peaks
between the orthorhombic peak (0,1) and the Bragg peak (1,1). Measuring the periodicity from
the satellite peaks avoids the isotropic long wavelength @ = 0 background that obscures the SM.
A linecut through the satellite peaks (blue arrow at the bottom box), is shown in Fig. 5.2c. Now,
the SM wavevector can be precisely determined: @) = 27 /4a*. In addition to the SM wavevec-
tor, an additional series of satellite peaks are seen with a wavevector of @ = 27/8a*, indicated
with orange stars. This leads us to conclude that there exist two supermodulation wavevectors,
Q1 = 27/4a*, and Q2 = 27w /8a*, both with distortions perpendicular to the orthorhombic distor-
tion.

Surprisingly, the periodicities of superstructures measured in the Bi-based cuprate family
varies in the literature. In the parent compound, the periodicity of the supermodulation was
found to be A = 5b* ~ 2.7 nm [148], and in Bi-2212 the periodicity of the supermodulation
was found to be A = 4.8b* &~ 2.6 nm [144]. However, STM topography on optimally doped
BigSry_,La, CuOgys found a superstructure with modulation A = 2.2 nm ~ 4b* [152], in agree-
ment with our @1 modulation. The prominence of the ‘¢’ superstructure in Refs. [144, 148] seems
to be related to a ~ 5b* modulation, whereas in our work and Ref. [152] where Ao ~ 4b*, the
superstructure is characterized by the “zig-zag” pattern. In all of the previous STM references

[144, 148, 152] however, the ()2 = 27/8a* modulation has not been previously observed. But
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Figure 5.2: Topography and Fourier transform topography of Bi;Srs_,La,CuQOgs. (a) Topog-
raphy of BiaSra_,La,CuOgys over a 29 x 29 nm? region (T' = 4.5K, V, = 200 mV, I, = 20 pA). Topo-
graphic image has been corrected for experimental noise due to scan-piezo drift [150, 151]. Red direction
arrows have been superposed to match those shown in (b). (b) Fourier transform of topography shown in
(a). Red circle identifies the Bragg peak and blue arrows denote the distances in reciprocal space. Green
circles and orange stars denote the periodicities of the ()1 and @2 wavevectors respectively. Red arrows
denote the directions in Fourier space related to those directions shown in (a). A coordinate system has
been superposed in the (a,b) coordinate system where 27r/a* = 1. (c) Intensity linecut through Fourier
transform of (b). Linecut taken from (b) from the point (0,-1) towards (1,-1) along the blue arrow, inside
the rectangular blue box box of (b).

Reference Compound A1 Ao T-dep?
Reported here La-Bi2201 UD15K | 4b*; “zig-zag” 8b* No
Machida et al. [152] | La-Bi2201 OP34K | ~ 4b*; “zig-zag” None No
Shan et al. [148] La-Bi2201 ~ 5b*; ‘¢’ None No
Slezak et al. [144] Bi-2212 ~ 4.8b*; ‘¥’ None No
Rosen et al. [149] | La-Bi2201 UD15K ~ 4b* 8b* at low T' | Yes for Ay

Table 5.1: Properties of the reported superstructures in Bi-2201.

there has been a temperature dependent modulation with a low-T periodicity of A = 8a* that
was observed by low energy electron diffraction (LEED) measurements [149] which could coincide
with our Q2 wavevector. To summarize the literature, we compiled the various supermodulation

observations in Table 5.1.

5.2.2 TEMPERATURE DEPENDENCE OF SUPERMODULATION

To investigate whether the measured 1 and (2 correspond to the wavevectors recently seen in
LEED measurements [149], we performed T-dependent topography. In the LEED measurements

of Ref. [149], Q2 = 27 /Ay was found to have a strong temperature dependence with Ay = 8a* at
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Figure 5.3: High temperature topography of Bi;Srs_,La,CuOgys. (a) Topography of
BiySry_,La, CuOg sover a 90 x 90 nm? region at T = 30 K (Vi = —200 mV, I, = 10 pA). Topographic
image has been corrected for experimental noise due to scan-piezo drift [150, 151]. (b) Fourier transform
of topography shown in (a). Red circle at (1,1) identifies the Bragg peak, and blue circle at (0,1) identifies
the orthorhombic peak. Green circles and orange stars denote the periodicities of the ;1 and Q5 wavevec-
tors respectively. (c) Intensity linecut through Fourier transform of (b). Linecut was symmetrized about
the orthorhombic peak, and taken from the orthorhombic peak towards the Bragg peak as illustrated us-
ing the rectangular box of (b).

T =6 K, and increasing to Ag ~ 12.1a¢* at T" > 120 K [149]. We therefore focused on studying the
Q)2 peak in our data, evidenced by satellite peaks from the orthorhombic peak. Figure 5.3 shows
an example of a topographic image, acquired over a large field of view to maximize Fourier-space
resolution, at 7' = 30 K. As in Fig. 5.2, @1 and Q2 are seen as satellite peaks between (0,1) and
(1,1) (shown in blue box with blue indicated arrow). We measure Q1(T = 30 K) = 2x/4a*,
and Q2(T = 30 K) ~ 27/8a*, as shown in the Fourier linecut in Fig. 5.3c. We summarize the
wavevectors ()1 and Qo measured from a series of topographies with different tips, acquired be-
tween 6 K and 40 K in Figure 5.4. The results shown in Fig. 5.4 demonstrate that in contrast
to Ref. [149], we did not observe a meaningful temperature dependence of the Q2 peak. In fact,
at T = 40 K, our highest measured temperature, Q2 = 27/a* x 0.123 £ 0.005, whereas from
Ref. [149], Q2 =~ 27m/a* x 0.101 at T = 40K. This corresponds to a wavelength mismatch of
Aostm = 8.1 £0.3a" =44.2£18 A vs. A2 LEED ~ 9.9a" = 54 A, well outside of the error bars of
our measurement.

The mismatch in the temperature dependence of the incommensurate Qo wavevector between

STM, and LEED, which are both surface sensitive probes, is surprising. One possibility, is that

the discrepancy is due to the different vacuum environments between the LEED measurements
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Figure 5.4: Temperature dependence of () wavevector. (3 wavevectors were extracted from the
Fourier transforms of topographies taken at different temperatures over similar but not identical regions
of BisSre_,La,CuOg4s. Junction resistances were typically Ry ~> 1G2. A vertical gray bar indicates
the superconducting 7T, in this sample, and the horizontal gray bar indicates the wavevector correspond-
ing to A = 8a*. Topographic images were corrected for scan-piezo drift. Fourier transform linecuts were
taken from the symmetrized linecut between the orthorhombic peak and the Bragg peak. Error bars repre-
sent the pixel resolution in Fourier space, which was determined by the pixel resolution of the topographic
image.
and the STM measurements. In our STM experiments, the sample is cleaved in-situ at cryogenic
vacuum, surrounded by a cryostat that is bathed in liquid helium. The cryogenic temperatures
of our environment allow us to maintain a cryogenic ultrahigh vacuum over the span of months.
Meanwhile, the LEED experiments were performed in vacuum chambers requiring line-of-sight
access at pressure P ~ 5 x 107! torr [149], but in a room temperature cryostat. The temper-

ature dependence of Q2 could then be related to different temperature dependent surface effects

between the two systems.

5.3 SCANNING TUNNELING SPECTROSCOPY OF BI,SRy LA, CUQOqg,4

5.3.1 SPATIALLY RESOLVED SPECTROSCOPY

Having characterized the surface modulations in BiaSry_,;La,CuOgy5, we performed spatially re-
solved tunneling spectroscopy to image the electronic density variations. Figure 5.5 displays rep-
resentative dI /dV spectra of BigSra_,La,;CuOgys over different energy ranges. Fig. 5.5a shows

a sudden increase in dI/dV at V = —1.3 V and V = +1.6 V corresponding to the onset of two
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Figure 5.5: dI/dV spectroscopy of BisSry_,La,CuOg,s. (a) High bias spectroscopy. Data acquired
at Vs = =1V, I, = 100 pA, Vips = 7mV, T = 8.4 K. Orange markers indicate the onset of additional
bands at V = 1.6 V and at V = —1.3 V. Red markers indicate a Er centered suppresion in dI/dV. (b)
Low bias spectroscopy. Data acquired at T = 9 K, V, = —200 mV, I, = 250 pA, Vi = 8.5 mV. Each
spectrum is a well-averaged single-point spectrum that is representative of the typical surface spectra.

different bands. The band onset at -1.3 V roughly agrees with a similar rise in dI/dV at negative
biases in Bi-2212 [153, 154]. The increase in dI/dV in the unoccupied states at 1.6 V is likely re-
lated to the onset of Bi or O bands predicted at Er +2 eV [155]. Fig. 5.5b shows a low bias spec-
trum illustrating the DOS near the Fermi level. The spectrum shows a suppression in the DOS
near the Fermi level which is A ~ 100 mV, which is of the correct order for highly underdoped
systems [156].

We performed multiple spatially resolved scanning tunneling spectroscopy maps at varying
temperatures, an example of which is shown in Fig. 5.6. The topographic image in Fig. 5.6a
shows the presence of the ()1 supermodulation throughout the large field of view. However, the
supermodulation is absent from the dI/dV map shown in Fig. 5.6b. In fact, the most prominent
feature is an x and y oriented modulation, shown in Fig. 5.6b, and the inset of Fig. 5.6b, that
has been described as a checkerboard [133], fluctuating stripes [138], or a charge density wave
(CDW) [137]. The FT-dI/dV map shown in Fig. 5.6c shows a prominent peak in the direction
of the Cu-O bonds at a wavevector smaller than the Bragg wavevector. Experiments in Bi-based
cuprates have attributed this modulation in dI/dV to a static charge ordering that is dopant de-
pendent [137]. In Fig. 5.7 we show an additional two dI/dV maps taken with a different area,

tip, and temperature, which also shows the prominence of the CO wavevector along the Cu-O
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Figure 5.6: Scanning tunneling spectroscopy of BiySry_,La,CuOgs. (a) Topogra-
phy, (b) dI/dV (V=0), and (c) Fourier transform dI/dV (V=0) map of a 65 x 65 nm? region of
Bi,Sry_,La,CuOg.s. Inset in (b) is a magnification of a 15 x 15 nm? area showing the charge order mod-
ulation. Red circles in (c) highlight the Bragg periodicity in the z and y directions. Blue circle highlights
the peak due to the charge order shown in (b). Data from a-c were acquired simultaneously at: T' = 40 K,
Vs = =200 mV, I, = 200 pA, Viys = 14.1 mV. Topographic image (a) and dI/dV map (b) were corrected
for scan-piezo drift. Fourier transform dI/dV image of (c¢) was 4-fold symmetrized to better resolve the
CDW periodicity.

bond direction.

NON-DISPERSIVE BEHAVIOUR OF CO PEAK

To verify that the dI/dV modulation is actually a static CO rather than modulations due to dis-
order induced quasiparticle interference [157], we show the energy dependence of the FT-dI/dV
map in Fig. 5.8. In Fig. 5.8a we show the Fourier linecut taken along the CO bond direction as a
function of energy. The color plot clearly shows the presence of a modulation at @ ~ 0.25 r.l.u.,
over a large range of energy. Here we define 1 reciprocal lattice unit (r.l.u) = 27/ag for conve-
nience. The background subtracted linecuts in Fig. 5.8c more clearly show that the peak exists
over a wide range of energy, and does not disperse more than ~ 0.02 r.l.u.. Because the 4ag peak
is nondispersive, the modulations in dI/dV observed in Figs. 5.6, 5.7 is a static charge order.
The charge order seen in dI/dV, as shown in Fig. 5.8, is independent of STM matrix element ef-
fects, as shown by the Z* normalized map in Fig. 5.9. Our observation of a static charge order
is similar to the observation of static charge order between 0 - 50 mV in Bi-2212 [158], and static

charge order between 5 - 35 mV in Pb-doped Bi-2201 [137].
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Figure 5.7: Scanning tunneling spectroscopy of Bi;Sry_,La,CuOgs. (a) dI/dV (V =-24 mV).
(b) dI/dV (V= +24 mV). (c) Fourier transform dI/dV (V = -24 mV). (d) Fourier transform dI/dV (V
= +24 mV). Red circles in (c), and (d) indicate the location of the Bragg peaks in Fourier space. Fourier
transforms have been 4-fold symmetrized along the crystal directions to better show the CDW periodicity.
A subset of this data was used in Comin et al. (with the color bar of the dI/dV images inverted) [28].
Data acquired at T = 9 K, V, = —200 mV, I, = 250 pA, Vims = 8.5 mV over a 43 x 43 nm? region as

shown in (a) and (b).
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Figure 5.8: Fourier linecut showing ) ~ 1/4 peak. (a) Fourier linecut from @ = 0 along the Bragg
direction as indicated in Fig. 5.7 (b) Low @ background subtraction. The data from the V' = +24 mV
linecut (blue) was exponentially fit to give the background shown in green. The CO peak is more clearly
shown by taking the difference between the data and the fit, as shown in red. (c) Fourier intensity along
the Bragg direction at specified energies (labeled in figure). Vertical dashed line indicates @ ~ 0.248.

To obtain the individual () dependent profiles, an exponential background was subtracted from the data
shown in (a). All profiles were subtracted by the exponential fitted to the V' = 24 mV profile that is shown
in (b). Data taken from the Fourier STS map shown in Fig. 5.7.
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Figure 5.9: Fourier space signature of CO using Z normalization. (a) Fourier transform of
ZT(F, V) = dI/dV(F,V)/dI/dV (7,200 mV). Red circles are placed over the Bragg location. Z* map
was four-fold symmetrized to better display @ space signatures. (b) Fourier linecut of Z* map shown in
(a) along the symmetrized x direction.

5.3.2 CDW ORDERING AT g = 1/4

Having established the existence of CO in this system, we now move to precisely determining
the magnitude of the CO wavevector. In other studies of Bi-based cuprates, the CO wavevector
was found to be @ = 0.3 r.L.u. in UD45K Bi-2212 [158], 0.15 r.L.u. to 0.23 r.l.u. over a range

of dopings in Pb-doped Bi-2201 [137], 0.2 r.l.u. in OP32K La-Bi2201 [147, 152, 159], and 0.25
r.l.u. in UD29K La-Bi2201 [160]. We chose to measure the wavevector primarily from the dI/dV
modulations at V' = 24 mV, because we found the CO wavevector to be most pronounced in
Fourier space at that energy, in agreement with similar measurements [158]. For V' = 24 mV, the
Fourier linecut along the Cu-O bond direction is shown in Fig. 5.10. The center of the Gaussian
is an extracted fit parameter: gy = 0.248 + 0.002 r.l.u., where the error bar is the 95% confidence
interval of the fit. However, the dominant uncertainty in determining the CO wavevector is the
range of CO wavevectors at different energies. From the linecut in Fig. 5.8c, we can see that for
some energies, the maxima in the Fourier linecuts are located at ¢ = 0.236 r.L.u. (e.g. V = 72
mV). We therefore take the separation between the center from the fit, and this point to be the
error in our measurement of goo = 0.248 £ 0.012. From the fitting parameters shown in Fig. 5.10,

the linewidth of the CO peak is w = s/v/2, for the fitting parameter s = 0.044 + 0.004 r.L.u..
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Figure 5.10: Determining the Qcpw periodicity. Example of fitting procedure for Fourier intensity
profile I(¢q,V = 24mV). Blue circles represent the data taken after removing an exponential background,
as described in Fig. 5.8. The red profile is the best fit to a Gaussian profile with a linear background: I =
Aexp(—(q — q0)?/s?) + ag + b. Fit parameters extracted from the best fit are: ¢o = 0.248 + 0.002, s =
0.044 + 0.004, where the fit parameter error bars represent the 95% confidence interval of the fit. The
separation between the pixels in @) space is 0.0075 r.l.u.

The FWHM can then be evaluated using the fact that for a Gaussian, FWHM = 2v/21n2w =

0.073 + 0.07 r.1.u., which leads to a correlation length as reported in Ref. [28] of ¢ =28 +2 A.

5.3.3 EVIDENCE FROM REXS aND ARPES

Our measurement of the CO wavevector gco = 0.248 £+ 0.01 in UD15K BisSry_,La,CuOgys
samples was corroborated by independent measurements on the same crystals by our collabo-
rators at the University of British Columbia, and the Max Planck Institute for Solid State Re-
search [28]. On the same BiySry_,La,;CuOg,s compounds and over a larger range of doping, res-
onant x-ray scattering (REXS) experiments were able to probe variations in the electronic den-
sity profile in the CuOs planes. In REXS, the photon energy is tuned to be in resonance with
the absorption of specific elements, allowing atomic sensitivity to electronic density variations in
the bulk [28, 130]. At the same doping (UD15K), REXS measured a gco = 0.265 £ 0.01 [28],

in agreement with our measurement. Because REXS is a bulk probe, the coincidence of these
two wavevectors demonstrates that the surface CO measured in STM is the same bulk CO mea-
sured via REXS. Furthermore, ARPES measurements in these UD15K crystals showed that the
Qco ~ 0.25 r.l.u. wavevector matches to the k-space distance between the hot spots of the Fermi

arcs (Qus = 0.255 £ 0.1) [28]. The combination of these surface and bulk probes of the same
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Bi-based cuprate crystals at the same doping is strong empirical evidence for a A = 4ag surface
and bulk charge order at x = 1/8 doping. This CO is related to the wavevector that connects
the hot-spots of the Fermi arcs in the UD regime, as opposed to antinodal nesting as previously

assumed [132,137,161].

5.4 DISCUSSION

The doping dependence of the CO wavevector measured in Ref. [28], and recent work on the bi-
layer compound [158], verify that the surface CO extensively studied previously [133, 134, 136—

138, 162—164] is not restricted to some surface phenomenon, but represents a CO that pervades
into the bulk. The coincidence of the CO wavevector in doping with the ¢ ~ 0.25 wavevector at
x = 1/8 in La-based cuprates [129, 130], and in Y-based cuprates [132], suggests that the CO

is ubiqutous throughout the cuprate family. Furthermore, the temperature dependent measure-
ments of BigSro_,La,CuOgs by our collaborators [28] shows that the onset temperature of the
CO is coincident with the pseudogap temperature measured by NMR, [28, 165]. This suggests a
close relationship between the ubiquitous CO observed and the PG phase. While these findings
still leave open the question of the mechanism driving superconductivity or charge ordering, the

universality of the CO reported here provides important insight into understanding the cuprates.
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Nematic Order in Bi-based Cuprates

This chapter discusses experiments that we performed investigating the experimental validity of
broken electronic intra-unit cell rotational symmetry in Bi-2201. We conducted high resolution
STS maps under varying conditions to verify the analysis techniques of the work by Lawler et

al. [150].
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6.1 INTRODUCTION

6.1.1 INTRA-UNIT CELL ELECTRONIC NEMATICITY IN CUPRATES

Understanding whether the pseudogap phase in high-T, cuprates has any associated broken sym-
metries is key to unraveling the pseudogap phases’s mysterious origin [166, 167]. Recent exper-
iments have found evidence for an electronic intra-unit cell nematic order [150], where the elec-
tronic states break rotational symmetry but preserve the translational symmetry of the lattice
[150, 168]. These experiments used the high-spatial resolution of STS to image rotational sym-
metry breaking on the atomic length scale. In particular, Lawler et al. [150] found evidence for
an electronic inequivalence between the states at the oxygen sites in the x and y directions. This
four-fold symmetry breaking, where the electronic order preferentially chooses one direction over
the other, was found to scale with the pseudogap energy, and is therefore in agreement with
other observations of broken symmetries that scale with the pseudogap temperature [169-171].
However, there is still some debate on the experimental validity of the claimed observation of
electronic intra-unit cell nematicity in the cuprates [172], and additional STM experiments have
been conducted to investigate the issue further [172, 173]. Different experiments have come out
against and in support of the observed nematicity. According to one paper, the nematicity is
likely due to tip structure [172], while another paper has supported the observation of nematic-
ity by verifying the high spatial resolution of the technique in Lawler et al. [173]. In this chapter
we provide additional insight into the experimental validity of Lawler et al.’s observation of elec-
tronic nematicity [150] by performing high-resolution STS experiments under a variety of experi-

mental conditions.

6.1.2 EXPERIMENTAL DEFINITION OF INTRA-UNIT CELL NEMATICITY

Lawler defined an intra-unit cell nematic parameter of variable M, as [150]:

On (M) = Re[M(Qy)] — Re[M(Qx)] (6.1)
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Figure 6.1: Real-space interpretation of Nematic order parameter. The real components of the
Bragg periodicities @, and @, are interpreted as the periodicity that is in-phase with the Cu atoms. Fig-
ure adapted from Ref. [150].

where @, are the Bragg peaks in the x and y directions, and M is the complex-valued Fourier
transform of M. Figure 6.1 illustrates the real-space interpretation of Eqn. 6.1. Lawler et al.

showed that within each unit cell,

Re[M(Q.)] = My + Mo, — Mo, (6.2)

Re[M(Q,)] = Moy + Mo, — Mo, (6.3)
Therefore the Nematic order parameter as defined in Eqn. 6.1 reduces to,
On[M] = 2(Mo, — Mo,) (6.4)

and the Nematic order parameter, which is defined based on the Bragg periodicities in the Fourier
transform, can be interpreted as a global average of the difference between the O, and the O,
sites. In this way, On # 0 implies that there is an inequivalence between the O bond directions

in the z and y directions, breaking the rotational symmetry of the CuO unit cell.
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We probe three assumptions in Ref. [150]. First, we discuss whether electronic intra-unit cell
nematicity can reliably be observed in dI/dV maps, which are the most straightforward experi-
mental quantity. Secondly, we discuss the utility of Ref. [150]’s use of the Z-map normalization.
Finally, we discuss whether experimental errors within the STM measurement techniques can

give rise to an erroneous nematic signal.

6.2 EXPERIMENTAL DEMONSTRATION OF d[/dV MATRIX ELEMENTS

We first address whether the Z (7, V) = % normalization scheme used by Lawler et al. is
required to look for intra~unit cell broken symmetry, and whether strictly using the experimental
dI/dV maps is sufficient. Recall from Chapter 2 that the differential tunneling conductance can

be expressed as,
ALy 2 1o 202 (V) (6.5)
dv
where Ij is a constant with units of current, x is the local barrier height, and Az is the tip-sample
separation. dI/dV is commonly associated directly to the local density of states, without consid-
eration for the STM tunneling matrix elements: exp(—2xAz). For interpreting dI/dV for high
resolution purposes, such as intra-unit cell broken symmetry, we have to be very careful in un-
derstanding the lengthscales of the matrix element, and whether it will couple into our desired
signal.

We tested whether dI/dV could directly be associated with the DOS by acquiring two simul-
taneous dI/dV maps with different matrix elements. We varied the matrix elements by chang-
ing the experimental voltage and current feedback setpoints, (Vs, Is) so that Vi = —Via, but
|Is1] = |Is2]. The two dI/dV maps were performed simultaneously by first setting the setpoint
to (Vs, I)1, acquiring a dI/dV spectrum, changing the setpoint to (Vs, I5)2, and then perform-
ing a second dI/dV spectroscopy. This process was repeated at each pixel, so that each pixel
within dI/dV; is taken within ~ 2 seconds of dI/dV5. If instead, we had acquired the two dI/dV
maps in succession, rather than simultaneously, the piezoelectrics that comprise the STM scanner

would be required to scan twice over the same area, increasing drift and other artifacts due to
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Figure 6.2: Robustness of dI/dV maps to V;. (a) High resolution STM topography over a 9.5 x 9.5
nm? region of overdoped T. = 16 K Bis_,Pb,SroCuOgs. Topography was simultaneously acquired over
the same field of view as shown in (c¢)-(h), with V; = —100 mV. (b) Average spectra at different V5. (c-
h) dI/dV maps at the indicated bias (in mV) acquired with V, = —100 mV for (c)-(e), and Vs = +100
mV for (f)-(h). All data was acquired at T = 4.75 K, I, = 100 pA, Vims = 2.1 mV. The STS maps were
corrected for scan-piezo drift using the algorithm of Refs. [150, 151]. The drift fields used for each dataset
were acquired from that dataset’s own simultaneously acquired topographic image (i.e. dI/dV (V") was
corrected using the simultaneous topograph acquired at V).

piezoelectric errors.

The results of this experiment are shown in Fig. 6.2. Figure 6.2a shows a topographic image of
the 9.5 x 9.5 nm? region that we studied. The topograph has excellent spatial resolution, and al-
lows resolution of individual Bi atoms, as well as Pb atoms, which appear as larger bright atoms.
Each atom is resolved by a ~ 7 x 7 pixel grid, ensuring excellent atomic intra-unit cell resolu-
tion. Fig. 6.2b shows the field-of-view averaged spectra for the two dI/dV maps. The spectra
shows characteristic gap features at A ~ 25 mV, in agreement with previous measurements of
Bi-2201 [141]. The vertical offset between the two spectra are the result of the fact that there is
more integrated spectral weight from V =0 — V = —100 mV, than from V =0 — V = 4100
mV. This causes the z position of the V; = —100 mV dI/dV map to be further away from the
surface to fix I = I, thereby reducing the conductance.

Figs. 6.2c-h are the key results of this experiment. We plot representative dI/dV images at

the same biases of the two acquired datasets beside each other in Fig. 6.2c-h. What is most
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Figure 6.3: Cross correlation of dI/dV maps at different V;. The correlation is computed from the

quantity: dI/dV (7, Vs1) % dI/dV (7, Vsa), where the dI/dV maps are taken from those shown in Fig. 6.2.
Cross correlation = 1 indicates a correlation between identical images.

striking between the two datasets acquired at different V; is that each of the corresponding maps
are not the same. While similar patterns are resolvable between corresponding maps at the same
bias, there are still significant differences between the two. These findings are summarized in Fig.
6.3 which shows the cross correlation of the corresponding dI/dV maps as a function of bias.

We can see that the correlation gets progressively worse, and is far from the ideal correlation of
1. Overall this implies that the matrix elements in dI/dV are significant, and that dI/dV # p,

strictly speaking.

6.2.1 DIFFERENTIAL TUNNELING CONDUCTANCE MATRIX ELEMENTS

We now discuss the cause of the matrix element dependence on V; shown in Figs. 6.2,6.3. Recall

from Chapter 2 that the tunneling current and differential tunneling conductance are given by:

Ep+eV
I(7, V) = Ipexp(—2kAz) / p(7, V')dV' (6.6)
Er
al "
W(r, V) = Iyexp(—2kAz)p(7, eV) (6.7)
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where we have inserted 7 dependence into the above relations. At fixed 7, the matrix element is
determined by the separation between the tip and the sample, Az. Recall from Chapter 2 that

Az is determined by I = I at a bias of Vj, so that (as shown in Eqn. 2.15):

-1 I/
Az(F) = - -In | = /To (6.8)
2K ffVS ps(7,eVdV'!
which, when substituted into Eqn. 6.7 becomes:
dl I
—=(1V) = -p(T,eV) (6.9)
av gfﬂ‘@ p(7,eVdV'
and so we define the matrix element for these purposes as:
I
|M|? = — (6.10)
BTV (7, eV dv

This formulation of dI/dV relates dI/dV to the sum of the spectral weight from EFr to Ey + eVs.
To first order, if we ignore the spatial dependence in Eqn. 6.9, the two STS maps shown in Figs.
6.2,6.3 would differ by an overall multiplicative constant that is related to the sum of the spectral
weight on the two sides: (ff)loo p(7, eV’)dV’>_1 for Vs = —100 mV, and ( 0+100 p(7, eV’)dV’)_1
for Vs = +100 mV, and where V' is in units of mV. This fact would explain the overall change in
the contrast for the two images.

However, an additional fact that we have ignored is the spatial dependence of |M|?. From
Eqn. 6.10, we can see that |M|? has 7 dependence (in the denominator of Eqn. 6.10) so that
for 7y # 7, |M(71)]? # |M(7%)|?. Specifically, the square of the matrix elements differs by
the sum of the spectral density at each location, as described in Eqn. 6.10. In instances where
there is charge ordering or density of states modulations, |M|? at the peaks of the charge density
wave will be different from |M|? at the zeros of the charge density wave, and have the relation:
[ p(Fo, V)AV > [ p(Fpero, V')dV. This implies that even within a single STS map, each point in
the dI/dV map will differ from every other point by a multiplicative constant that depends on

the integrated spectral weight. In most cases, we assume that by fixing the tip-sample separation
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in a feedback loop at each location, we are explicitly fixing fOVSI p(7,eVdV' ~ fOVSZ p(7,eV"dV',
so that the matrix elements differ on a small scale compared to the variations in the density

of states. This assumption allows us to typically interpret %(F, V') maps as representative of
p(7,eV)) maps. However, for the stringent experimental requirements of intra-unit cell nematic-

ity, careful consideration must be paid to eliminate the source of this false spatial dependence.

6.3 Z MAP NORMALIZATION

We now discuss whether dI/dV normalization techniques can be used to correct the spatial and
experimental dependence of the dI/dV maps shown in Fig. 6.2.

In Lawler et al. [150], the broken intra-unit cell rotational symmetry was found in Z normal-
ized maps that were introduced by Lee et al. [174] to remove the effect of the tunneling matrix
elements |[M|2. The Z-map is defined by performing the following operation to dI/dV maps:

vy = AV EY)

_ e/arinb) . 11
ajavir,—vy V=0 (6.11)

Because the expression for the square of the matrix elements in Eqn. 6.10 depends only on (7, Vs, I),
dI/dV data taken at different energies, but at the same spatial location, will have the same ma-

trix element. Therefore any normalization scheme that divides dI/dV (7, Vi) by dI/dV (7, Va), will
eliminate the effect of the matrix element, but the key is choosing a normalization scheme that

has physical significance. In the case of the Z map defined in Eqn. 6.11, straightforward evalua-

tion leads to:
p(7, V)

Z(rV)= o —V)

for V> 0. (6.12)

The Z map can then be interpreted as measuring the particle-hole asymmetry of the system,
which theoretically should be free of matrix element effects.

We verified the robustness of the Z map normalization to different matrix elements of the un-
derlying dI/dV maps, by performing the Z normalization to the dI/dV maps acquired in Fig.

6.2. A subset of the Z normalized images acquired at Vs = —100 mV and at V; = 4100 mV
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Figure 6.4: Robustness of Z-map normalization to V. Z-map normalization of dI/dV map from
Fig. 6.2 acquired at V; = —100 mV (a-c) , Vs = +100 mV (d-f). Note all panels are plotted on the same
color scale, and that white in this color scale corresponds to Z = 1, and can be interpreted as being a
location that is particle-hole symmetric.

are shown in Figs. 6.4a-c and 6.4d-f, respectively. The two Z normalized maps are in excellent
agreement with each other, even though the respective dI/dV maps were acquired with differ-
ent V5. The spatial patterns in both maps, and the Z intensities are all in agreement spatially,
in contrast to the differences in the original dI/dV maps shown in Fig. 6.2. We summarize the
findings of Fig. 6.4 by plotting the cross correlation of the two independently acquired Z maps
as a function of energy in Fig. 6.5. The cross correlation coefficient is consistently > 0.85 across
the entire energy range, indicating the validity of the Z map in eliminating the matrix element

effects inherent in dI/dV maps.

6.4 ERRONEOUS NEMATIC SIGNAL DUE TO PIEZOELECTRIC DRIFT

While the Z-map normalization eliminates spatial and experimental setpoint dependence in
dI/dV maps, because the normalization procedure involves a quotient of datapoints taken at
different times, it is unclear whether other experimental errors could give rise to an erroneous
nematic signal in Z. In this section we describe a toy model that demonstrates that the nematic

signature described by Lawler et al. [150] could arise from experimental errors in the STM data
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Figure 6.5: Cross-correlation of Z maps at different V;. The correlation is computed from the
quantity: Z(7,V; V1) % Z(7,V; Vse) where Z is defined from its respective dI/dV (7, V'; Vi1 52) using Eqn.
6.11. The Z maps are taken from those shown in Fig. 6.4. Cross correlation = 1 indicates an ideal correla-
tion.

acquisition and analysis procedure.

The broken rotational symmetry in BipSroCaCu2Ogis was found by observing that the -
y symmetry was broken on the unit-cell lengthscale by looking at the Fourier transform of the
Z(z,y) maps [150]. As shown previously in Eqn. 6.4, evaluating the real-part of the Fourier trans-
form peak at the Bragg periodicity, Re[Z(Q,)], is essential to the interpretation that Oy mea-
sures intra-unit cell nematicity. This requires precise phase information, to ensure that the STS
data is perfectly in-phase with the Cu atoms in CuOs lattice. However, STM does not measure
the CuOs plane directly. Instead, STM measurements scan the BiO plane, and assume that be-
cause the Bi and Cu atoms are directly on top of each other in the crystal lattice (see Fig. 1.6 in
Chap. 1), the imaged Bi atoms of the BiO lattice serves as a direct registry of the Cu atoms in
the CuO3 plane.

The perfect registry of the imaged Bi lattice to the underlying CuOs lattice is true in ideal
situations. However, experimental artifacts from the STM piezoelectric scanning head can cause
erroneous smearing or “drift” effects that might cause a misalignment in the apparent positions

of the BiO and CuQOs lattices. Because the piezoelectric scanners are essentially capacitors, sud-
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Figure 6.6: Error in Lattice Registry due to Piezoelectric Drift. (a) Mis-registry due to piezo re-
laxation. The location of the tip is in principle controlled by the voltage (red), so that for V' = V(x1), the
position of the tip should be z = x; asymptotically. However, depending on the time of the measurement,
the actual position of the tip will differ from z1. At two indicated times (black dots), separated by At,

the position drifts by up to Az. (b) Piezoelectric drift shown in (a) could lead to a shift in the perceived
location of the lattice in one measurement versus the next measurement.

den voltage changes applied to change the spatial location of the STM tip will result in the ac-
tual voltage across the piezo being slightly different from the asymptotic value. If however, the
voltage to the piezo is held constant for a sufficiently long “relaxation time”, the position of the
piezo will reach its asymptotic value. This situation is schematically illustrated in Fig. 6.6a. As
the STM tip is relaxing into the asymptotic position, the computer does not take into account
this misregistry, and because the voltage applied to the piezo is the steady state value V1, the
computer assumes that the tip is at position at 1. The results in artificial streaks in the image
that are familiar to all STM experimentalists. The standard technique to combat this effect is to
apply a constant voltage on the piezos for a long time period before acquiring data.

This effect is particularly important in evaluating the Fourier transforms of the Z-map. Be-
cause the Z map is a quotient of two datapoints measured separately in time by up to 1 — 2 sec-
onds, in principal there could be significant piezo drift between the two measurements dI/dV (—V')
and dI/dV (+V'). The result of drift between of the STM tip relative to the CuO2 lattice mea-
sured at dI/dV (—=V') and dI/dV (4+V') would correspond to some directional phase shift of the Cu
lattice of the two measurements, as shown in Fig. 6.6b. dI/dV modulations that would otherwise

be in-phase with the Cu lattice and have the form dI/dV = Acos(Q,x) would gain an additional
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phase and become,

% = Acos(Qux + ¢z) = Acos ¢, cos(Qrpx) — Asin ¢, sin(Q,x) (6.13)

which reduces the magnitude of the real component of the Fourier transform from A — A cos ¢,.

6.4.1 Toy MODEL OF LATTICE DRIFT

This problem is particularly important for the Z map given the misregistry between the +V and

—V measurements. If we approximate the dI/dV modulations in a given direction by,

dI
W(m) ~ 1+ A, cos(Qux) (6.14)

where A, ~ 0.1 — 0.01 and represents the fraction of the total amplitude of dI/dV that is in the

Bragg channel, then the Z map is represented by,

_dIJdV(+V) 1+ Ay cos(Qux) (6.15)
T dIJAV(—V) ~ 1+ Bycos(Qur + fr) '

Ly

where A, and B, represent the fractional amplitudes of the +V and —V measurements, and f,
is the relative phase shift between the +V and —V measurements. The phase mismatch within

a single spectrum was estimated by Hamidian et al. [173] to be < 2% of a lattice constant, and
so we fix f; = 271 x 0.02 to be the maximum drift in a STM spectrum. The form of Z, from
Eqn. 6.15 depends on the values of A;, B,. For A = 0.1, we plot the form of Z, as a function of
(B,x) in Fig. 6.7. We can clearly see that the region around B ~ A represents a region in phase
space where Z, is heavily shifted away from the @), periodicity. For B < 0.84, Z, is still in phase
with the lattice and the dI/dV measurements, while for B > 1.2A, Z, is out of phase with the
dI/dV measurements. This shows that the effect of scan piezo drift on any Z, measurement is

to induce a non-trivial phase. Overall, this demonstrates that scan-piezo drift couples into the Z

maps, which have been used to find evidence for broken intra-unit cell rotational symmetry.
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Figure 6.7: Toy Model simulation of Z,. Simulation uses the approximation in Eqn. 6.15 to model
Zy for f =0.02%xQ, and A =0.1. For B < 0.84 Z, shifts phase by m compared to Z, for B > 1.2A. The
intermediate region where B ~ A causes non-trivial phase shifts as well.

6.5 ORDER PARAMETERS UNDER ROTATION

6.5.1 ROBUSTNESS OF Oy(Z) TO ROTATION

We performed an experimental test to determine whether scan-piezo noise could infiltrate the
Nematic signal. In a STS map, the tip scans the pixels along each row, designated the fast-scan
axis, before moving up to the next row. Therefore, because the piezo is being moved most quickly
in this direction, we would expect the fast-scan axis to have the dominant noise due to piezoelec-
tric drift. To investigate whether this would infiltrate the Nematic signal, we acquired two iden-
tical STS maps with their fast-scan axes oriented 90° to each other. The maps are designated as
the +45°, and —45° maps. To check whether the two maps agree with each other, we evaluated
the local Nematic order parameter in space, over a 5 atom lengthscale, to give On(Z (7, V; £45°)).
This experimental test is shown in Fig. 6.8. By eye, all of the panels associated with the +45°
map are well correlated with the panels associated with the —45° map. The nematic domain
boundaries, regions with asymmetry along one axis vs. the other axis, are well correlated, and

have the same shape and magnitude. Together, these maps show that for the experimental pa-
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Figure 6.8: Nematic order parameter under rotation. Robustness of the Nematic order parameter
to the angle of scan rotation. Two dI/dV spectral maps were obtained with their fast scan axes perpen-
dicular to each other (designated +45° and —45°). (a,b) Z maps at V' = 20 mV for the two spectral
maps obtained. The —45° map has been rotated 90° to allow for easier comparison with (a). (c-h) Local
nematic order parameter Ox(Z(7,V)) at the indicated bias (in mV), for the +45° and —45° maps, as in-
dicated. Data were acquired over an 18.5 x 18.5 nm? region of OD T, = 16 K, Bis_,PbySroCuOgs, at

T =48K, Vs = =100 mV, I, = 100 pA. All conductance maps have been drift corrected and aligned ac-
cording to their own respective simultaneously acquired topographic images. Each STS map was processed
independently from the other.

rameters used to acquire the data in Fig. 6.8, the electronic parameters, specifically the Z map

and On(Z(7,V)), are independent of scan-axis, and therefore independent of scan-piezo error.

6.5.2 ROBUSTNESS OF AMPLITUDE ORDER PARAMETER

We now discuss whether other order parameters could be used to measure electronic nematicity.
In contrast to the nematic definition relying on the real component of the Bragg wavevectors in

Eqn. 6.1, which we now denote,

zz
zz

OX° = Re[M(Qy)] — Re[M(Qx)] (6.16)
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we could instead measure the total difference in the amplitude along the x and y directions:
Am ~ ~
ON™ = |M(Qy)| — |M(Qx)|- (6.17)

Because |M(Q)|? = Re[M(Q)]? + Im[M(Q)]?, we need to understand the physical interpreta-
tion of Im[M(Qy)] to gain intuition for O]’?,mp. If we look at the cartoon illustration of the CuO,
lattice in Fig. 6.1, we can see that Im[M(Q.)] can be understood as a sin(Q,z) modulation,
centered at the Cu site, analogous to how Re[M(Q,)] is understood as a cos(Q,z) modulation.
Thus, Im[M(Q,)] can be understood as measuring the asymmetry of the adjacent Cu-O bond

sites. However, as discussed in Hamidian et al. [173], an imaginary order parameter:
ON' = Im[M(Qy)] — Im[M(Qy)] (6.18)

would be extremely sensitive to scan-piezo noise because a phase-shift ¢ in the lattice, caused by

lattice mis-registry, would couple into O}{,ﬂ because for z close to x = 0,
sin(Qqx 4 6) ~ sin(8) + Qu cos(6)x ~ Qux + § + O(6?) (6.19)

where the last line used the relationship that § << 1. On the other hand, for O%e which is repre-

sented by cos(Q.x), the impact of a phase shift § would be (for small = close to x = 0):
cos(Qux + 8) ~ cos(d) — Qg sin(d)z ~ O(5?) (6.20)

where the last line assumes that for small z, @,z ~ O(d). The two results in Eqns. 6.19,6.20
show that the atom centered order OK‘,C is sensitive to phase shifts only to second order, while
the bond-centered order O}{,n is sensitive to phase shifts to first order. This invalidates the use of
ol

However, the question remains, how sensitive is the amplitude order parameter Oﬁ,mp to phase

shifts? To answer this question we show in Fig. 6.9 the effect of different scan angles on the
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ORe(Z (7, V; £45°)) and O]/?,mp(Z(F, V;+45°)) maps. The set of images in Fig. 6.9 show that
ORe(Z(F, V; £45°)) is significantly better correlated between different scan angles compared to

Oﬁmp(Z (7, V;£45°)). To better quantify this trend, we plot the energy dependence of,
ON A (Z(F, V; +45%)) O™ (Z(7, V; ~45°)),

where * indicates a cross correlation, in Fig. 6.10. Because the cross correlations of O%e in Fig.
6.10 is consistently larger than 0.7 across all energies shown, we can conclude that O%e is robust
to scan-angle rotation and therefore scan-piezo induced phase shifts. However, the poor correla-
tion of O]Avmp across scan angles, even becoming anti-correlated for £ > 40 mV, shows that Oﬁ,mp
is not robust to scan-piezo induced phase shifts. This demonstrates that the phase information

that is lost in the definition of O]/?,mp is crucial to measure any form of broken symmetry and the

results of Figs. 6.9,6.10 invalidate the use of O]@mp to measure broken symmetries.

6.6 CONCLUSION

Our results point to the validity of the analysis technique used by Lawler et al., while filling in
some of the required experimental details. We have demonstrated that matrix element effects

in dI/dV maps render them unsuitable for high resolution studies, such as the search for elec-
tronic intra-unit cell nematicity. Secondly, we show that the Z map normalization, while not
being unique in eliminating matrix element effects, does eliminate the spatial and setpoint de-
pendence of the matrix elements. We used a simple toy model to illustrate how scan piezo errors
could infiltrate the Nematic signal of a Z(x,y) map and give rise to an erroneous nematic sig-
nal. However, our demonstration of the robustness of nematic ordering to scan direction indicates
that for a well chosen set of experimental parameters, it is possible to eliminate scan piezo noise
from the measurement of Oy (Z). Furthermore, our analysis of an amplitude order parameter
and demonstration of its sensitivity to scan-piezo error, further validates the use of On(Z) as de-
fined in Ref. [150]. This validates the results of Lawler et al. [150], and points to the importance

of understanding the relationship between broken symmetries and the pseudogap phase.
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Figure 6.9: Broken symmetry order parameters under rotation. The Z(+45°) and Z(—45°)
maps shown in Fig. 6.8 are used to calculate broken symmetry order parameters as defined in Eqn. 6.1 for
O}},e and Eqn. 6.17 for Oﬁ,mp. The column labels at the top show the energy of the respective On maps,
while the rows indicate the Op order and the scan rotation angle. Each pair of rotated images that fixes
Oy and E (i.e. OR¢(+4 mV, +45°) and OR¢(+4 mV, —45°)) are plotted using the same numerical color
bar. However, to increase the contrast available between energies, we allow the max/min of the color bars
between energies to vary. The images cover a 18.5 x 18.5 nm? region of Bi-2201.

116



0.81

3 06}
O
5
3 04
8 o2}
&
[72]
S of
O

—— Real
-0.2f | —e— Amplitude

10 20 30 40 50 60
Energy (mV)

Figure 6.10: Cross correlation of Order Parameters acquired at different Scan Angles. The
cross correlation coefficient of OR*A™P(Z (7, V; +45°)) x ORAMP(Z(7, V; —45°)) is plotted as a function
of energy for the Real (O%) and Amplitude (O4™P) order parameters as indicated in the legend. The
order parameters are taken from the data shown in Fig. 6.9. A cross correlation coefficient of 1 is an ideal
correlation.
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