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Abstract 

 

Addressing the neural mechanisms underlying complex learned behaviors requires 

training animals in well-controlled tasks and concurrently measuring neural activity in their 

brains, an often time-consuming and labor-intensive process that can severely limit the feasibility 

of such studies. To overcome this constraint, we developed a fully computer-controlled general 

purpose system for high-throughput training of rodents. By standardizing and automating the 

ŝŵƉůĞŵĞŶƚĂƚŝŽŶ ŽĨ ƉƌĞĚĞĨŝŶĞĚ ƚƌĂŝŶŝŶŐ ƉƌŽƚŽĐŽůƐ ǁŝƚŚŝŶ ƚŚĞ ĂŶŝŵĂů͛Ɛ ŚŽŵĞ-cage our system 

dramatically reduces the efforts involved in animal training while also removing human errors 

and biases from the process. We deployed this system to train rats in a variety of sensorimotor 

tasks, achieving learning rates comparable to existing, but more laborious, methods. By 

incrementally and systematically increasing the difficulty of the task over weeks of training, rats 

were able to master motor tasks that, in complexity and structure, resemble ones used in primate 

studies of motor sequence learning. We also developed a low-cost system that can be attached 

to the home-cages for recording neural activity continuously in an unsupervised fashion for the 



iv 

entire months-long training process.  Our system allows long-term tethering of animals and is 

designed for recording and processing tens of terabytes of raw data at very high speeds. We 

developed a novel spike-sorting algorithm that allows us to track the activity of many 

simultaneously recorded single neurons for weeks despite large gradual changes in their spike 

waveforms. This is done with minimal human input enabling, for the first time, the identification 

of almost every single spike from a single neuron over many weeks of training. We used these 

systems to record from the motor cortex of rats as they learned to perform a sequence of highly 

stereotyped movements. We found that neural activity in the motor cortex was exquisitely 

correlated with the behavior. Surprisingly, the pattern of neural activity in the motor cortex was 

similar before and after learning despite the fact that motor cortex is required to learn the task, 

but not to perform it once it has been acquired. 
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Introduction 

The human brain is an impressively complex network of ~10^14 connections between ~10^11 

neurons that underlies our capacity for reasoning, ingenuity and other forms of complex behavior[1]. By 

filtering and processing the massive amounts of often ambiguous and unstructured incoming sensory 

information in sophisticated ways, it guides our actions and enables continued learning. No artificial 

system comes close to achieving the level of performance of ordinary humans even in such mundane tasks 

as invariant object recognition[2] or dexterous manipulation of objects[3]. Furthermore, human brains 

achieve this performance while consuming several orders of magnitude less power than artificial systems 

attempting to replicate it[4]. As such, understanding the principles by which the organization and function 

of neural circuits lead to perception and behavior has been of interest not only to scientists wishing to 

understand normal brain function but also to engineers interested in replicating it in silico. 

 The brain structures of non-human primates in particular and mammals in general bear 

remarkable anatomical similarity to humans. As such one of the dominant experimental paradigms in 

neuroscience for more than half a century has been to record the activity of neurons in the brains of non-

human primates as they learn and perform complex perceptual, cognitive and motor tasks [5ʹ7]. A typical 

multi-year research project under this paradigm led by a graduate student or a postdoc often involves 

training a handful of animals (typically rhesus monkeys) in moderately complex tasks and recording from 

dozens to hundreds of neurons in hour-long recording sessions.  These experiments are very time 

consuming and labor intensive - training animals often takes months, recording typically require close 

supervision by the researcher ʹ yet produce relatively small amounts of data especially compared to the 

enormous complexity of the object under investigation. 

 Lowering the barriers to studying brain function and behavior in non-human animals by 

automating the labor intensive parts of these experiments, and even of data pre-processing steps like 

spike sorting, in a low-cost manner promises to increase the throughput of these experiments and the 
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scale of data collection by at least an order of magnitude, thus accelerating progress toward making 

neuroscientific discoveries. We contend that many subfields of neuroscience, including behavioral 

neurophysiology, are at present data-starved ʹ  the amount and nature of data that individual experiments 

collect is not large enough to substantially constrain the universe of hypotheses about how networks of 

neurons might coordinate to compute perceptions, decisions and behavior. Furthermore, the difficulty of 

these experiments often makes replication challenging increasing the time-scale for weeding out spurious 

results. Finding how general a particular finding is by repeating the experiment under different conditions 

and in different contexts would also be greatly aided by developing systems to make neuroscience 

experiments high-throughput. 

 While many previously labor intensive experiments in molecular biology and genomics have now 

been automated and commoditized[5ʹ7], neuroscience has only just started to see meaningful progress 

in this direction[8]. This includes the development of microfluidic devices for whole-organism imaging for 

worms[9], flies[10], and fish[11], automated sectioning and imaging of neural tissue at nanometer 

resolution in order to reconstruct the connectivity structure of whole brains[12], and, robots for 

automated patch-clamping[8]. Many of these techniques generate an unprecedented amount of data and 

have the potential to revolutionize our understanding of brain function once good data analysis tools are 

developed. 

 In this thesis, we describe our contribution to this tradition of developing fully or largely 

automated high-throughput systems to radically reduce the barriers for doing certain kinds of 

experiments. In Chapter 1, we describe a low-cost system for fully automated training of rodents in a high-

throughput manner in their home-cages that requires no manual intervention beyond standard animal 

care. In Chapter 2, we describe a system for continuous months-long neural recordings in behaving 

animals and a largely automated algorithm for tracking the activity of populations of single neurons for 
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the duration of the recordings. Finally in Chapter 3, we use the systems described in the previous two 

chapters to study the neural representation of learned motor sequences in the motor cortex of rats. 
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A fully automated high-throughput training system for rodents  

Introduction 

Studies exploring the neural mechanisms underlying higher-order cognitive and learning 

phenomena, including decision making[13], motor skill execution[14], and perceptual 

discrimination[15,16], have traditionally been done in non-human primates. Costs and regulations, 

however, make high-throughput experiments on monkeys difficult to justify[17]. Rodents, with their 

increasingly well-understood cognitive and learning capabilities, have emerged as an alternative model 

system for studying a variety of complex behaviors[18ʹ27]. Rats and mice share the basic mammalian 

brain architecture with primates, and though cortical specializations may differ[28ʹ30], recent studies 

suggest that many of the well-characterized cortical functions in primates have equivalents in 

rodents[19,21,24,25,27,31].  Sophisticated tools for measuring and manipulating brain activity[32ʹ35] 

together with the many transgenic lines and disease models available in rodents further incentivize their 

use in mechanistic studies. Yet one of the main barriers for research on complex behaviors, both in rodents 

and primates, lies in training animals - a process typically done under close supervision of researchers who 

frequently modify protocols and procedures on an animal-by-animal basis to improve learning rates and 

performance. This approach is labor-intensive and time-consuming, and makes the interaction between 

animal and researcher an integral part of the training process, possibly confounding comparisons of 

experimental outcomes across animals and labs[36].  

 Here we describe a method and experimental infrastructure that fundamentally transforms this 

traditionally arduous process, making it effortless, rigorous and amenable to high-throughput approaches. 

Our solution combines two main ingredients.  

1. Automation of the training process. Automation allows implementation of rigorously defined 

training protocols on a large scale without the vagaries and efforts associated with human-
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assisted training[37]. Such improvements in the quality and quantity of behavioral data enables 

powerful research approaches for addressing complex and slow-to-learn behaviors [31].  

2. TƌĂŝŶŝŶŐ ǁŝƚŚŝŶ ƚŚĞ ĂŶŝŵĂů͛Ɛ ŚŽŵe-cage. IŵƉůĞŵĞŶƚŝŶŐ ĂƵƚŽŵĂƚĞĚ ƚƌĂŝŶŝŶŐ ǁŝƚŚŝŶ ƚŚĞ ĂŶŝŵĂů͛Ɛ 

home-cage eliminates the need for day-to-day handling of trained animals, making long training 

processes fully automated and largely effortless. Live-in home-cage training also enables long-

term tethering of animals, making long-term uninterrupted neural recordings feasible.  

 

While certain aspects of animal training have been automated, either through the use of custom-

developed software or commercially available systems[31,38ʹ42], most solutions lack the flexibility 

required to tackle broader sets of questions or behaviors. Existing solutions do not accommodate either 

complete automation of multi-stage training processes involving large numbers of animals or long-term 

neural recordings in the context of training. Thus the significant human involvement currently required 

for experiments on complex behaviors still represents a considerable impediment to large-scale rodent 

studies.   

 To further improve the efficiency of the training process, we developed a fully Automated Rodent 

Training System (ARTS) for reward-based learning (Figure 1.1). Our ůŽǁͲĐŽƐƚ ƐǇƐƚĞŵ ŝƐ ĨůĞǆŝďůĞ͕ ĞǆƚĞŶƐŝďůĞ͕ 

remotely administrable, and allows for simultaneous training of large cohorts of animals. ARTS is designed 

for deployment in animal facilities found in biomedical research centers, and requires no more human 

supervision than standard animal care. TƌĂŝŶŝŶŐ ŽĐĐƵƌƐ ŝŶ ĐƵƐƚŽŵͲĚĞƐŝŐŶĞĚ ŚŽŵĞͲĐĂŐĞƐ ƚŚĂƚ ĐĂŶ ďĞ 

outfitted with a variety of sensors, manipulanda, water ports, and effectors (e.g. sensory stimulation 

devices), customized to the nature of the behavioral task (Figure 1.1A; see Supplementary Video S1 for a 

demonstration).  

 Below, we outline the general architecture and logic of ARTS and its current implementation and 

describe, validate, and benchmark its use for motor learning in rats.  
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System Architecture 

Flexible and modular software architecture for control of high-throughput animal training  

Figure 1.1: A fully automated high-throughput training system for rodents. A. Schematic of the 
hardware implementation. Custom-made behavior boxes, housing individual rats, are outfitted with 
task-specific sensors, manipulanda, and effectors. Water reward is delivered through a computer-
controlled solenoid valve connected to the animal facility͛s pressurized water supply. Client 
computers (2 boxes per computer) directly control and monitor the behavior boxes via a data 
acquisition card, using rules supplied by the Trainer.  B. Logic of the software implementation. 
Training protocols and behavioral monitoring is implemented through a flexible and hierarchical 
software architecture. Clients (c) control individual trials by directly interfacing to a behavior box. 
The Trainer monitors overall performance and implements the training protocol by informing Clients 
about the rules and structure of individual trials. The user controls and monitors training remotely 
over the internet via a graphical user interface. Green arrows denote information flow regarding the 
training protocol; red arrows represent flow of behavior data.  

A B 
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The heart of our automated rodent training system is the software platform that interacts with 

ŝŶĚŝǀŝĚƵĂů ŚŽŵĞͲĐĂŐĞƐ ĂŶĚ ĞǆĞĐƵƚĞƐ ƉƌĞͲƐƉĞĐŝĨŝĞĚ ƚƌĂŝŶŝŶŐ ƉƌŽƚŽĐŽůƐ (Figure 1.1B, Figures S1.1 ʹ S1.3 in 

File S1). To allow for maximum flexibility and generality, the software suite is modular and hierarchical, 

with two different components controlling distinct aspects of the training process (Figure 1.1B). At the 

top of the hierarchy is the Trainer, which monitors overall performance and implements user-defined 

training protocolƐ ĨŽƌ ŝŶĚŝǀŝĚƵĂů ďĞŚĂǀŝŽƌĂů ďŽǆĞƐ͘ A ͚ƉƌŽƚŽĐŽů͛ ŝƐ ĚĞĨŝŶĞĚ ĂƐ Ă ƐĞƚ ŽĨ ƚƌĂŝŶŝŶŐ ƐƚĂŐĞƐ ĂŶĚ 

performance criteria for automatically transitioning between them (see Figures S1.5, S1.6, and Methods 

in File S1 for details). Each training stage is specified in the form of a finite state machine (FSM), a widely 

employed and intuitive abstraction for specifying behavioral tasks that consists of states linked by 

transitions[43]. Behavioral or environmental events, such as lever presses, nose pokes, or elapsed time, 

can trigger transitions between states, each of which can be associated with a set of actions (e.g. reward 

being dispensed, LEDs turning on/off).  

The Trainer executes training protocols by supplying FSMs specifying reward contingencies and 

trial structure to lower level Clients, each of which controls a behavioral box. With this flexible and general 

program structure, automating a training protocol in ARTS reduces to having the Trainer supply the Client 

with the right FSMs at the right times.  

Data acquired by the Client ĚƵƌŝŶŐ ƚŚĞ ĞǆĞĐƵƚŝŽŶ ŽĨ ĂŶ F“M͕ ŝŶĐůƵĚŝŶŐ ŚŝŐŚͲƌĞƐŽůƵƚŝŽŶ ƚŝŵŝŶŐ ĚĂƚĂ 

and video, is stored in a central database. This allows multiple users to concurrently and efficiently read 

and write ĚĂƚĂ ƚŽ ĂŶĚ ĨƌŽŵ ƚŚĞ ĚĂƚĂďĂƐĞ ƵƐŝŶŐ “QL Ͳ ĂŶ ŝŶƚƵŝƚŝǀĞ ĚĂƚĂďĂƐĞ ůĂŶŐƵĂŐĞ supported by all major 

programming languages. Centralized data storage also allows for easy backup, aggregation, analysis, and 

distribution of large amounts of behavioral data. A sofƚǁĂƌĞ ƉĂĐŬĂŐĞ ĨŽƌ A‘T“ ĐŽŵƉůĞƚĞ ǁŝƚŚ Ă ƵƐĞƌ͛Ɛ 

manual can be downloaded from our server. 

Software Implementation 
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The entire software suite for ARTS is written in C#.Net, a simple, general-purpose, object-oriented 

programming language. The software (both source code and pre-compiled binaries) along with detailed 

step-by-step instructions on setting up the system can be downloaded from 

http://olveczkylab.fas.harvard.edu/ARTS (the system is co-branded OpCon in the website and internally). 

Both the Client and Trainer can easily be extended to accommodate virtually any behavioral task or 

training protocol by simply writing add-on custom-scripts in any .NET compatible language, including C#, 

F#, J#, VB, and C++. Writing or using these plugins does not require a detailed understanding of the 

underlying software (the plugins and scripts included in the source code can serve as a starting point). 

Importantly, the software supports numerous extensions to basic FSMs, like custom plugins and 

concurrent execution of multiple FSMs[43], which enables specification of behavioral paradigms with 

probabilistic cues and complex reward contingencies.  

In addition to the core components of ARTS (Client, Trainer, and the database), a suite of 

supporting software adds further functionality, making it a complete end-to-end high-throughput 

automated training system (Figures S1.1-S1.3 in File S1). A graphical user interface allows for easy and 

intuitive specification of training protocols. Behavioral monitoring, including querying the timing, 

ĚƵƌĂƚŝŽŶ͕ ĂŶĚ ƐĂǀĞĚ ǀŝĚĞŽ ŽĨ ĞĂĐŚ ďĞŚĂǀŝŽƌĂů ͚ĞǀĞŶƚ͛ ŝƐ ŵĂĚĞ ƉŽƐƐŝďůĞ ďǇ ĂŶ ŝŶƚĞƌĂĐƚŝǀĞ ĚĂƚĂ ǀŝƐƵĂůŝǌĂƚŝŽŶ 

tool. Furthermore, a suite of network services & scripts enables remote control and monitoring (including 

live streaming video onto the internet) of the system.  

A cost-effective hardware solution 

The hardware requirements of ARTS are modest, making it ĐŽƐƚͲĞĨĨĞĐƚŝǀĞ ĂŶĚ easy to build and 

deploy (Figure 1.1, Figure S1.1 in File S1). Our current system contains 48 behavior boxes controlled by 24 

Client computers and two servers, all of which are housed in a temperature and humidity controlled 

animal facility. The reward port providing water reinforcement in each behavior box is connected to the 

animal ĨĂĐŝůŝƚǇ͛Ɛ ƉƌĞƐƐƵƌŝǌĞĚ ǁĂƚĞƌ ƐǇƐƚĞŵ ƚŚƌŽƵŐŚ ƐŽůĞŶŽŝĚ ǀĂůǀĞƐ͕ allowing us to dispense specific 

http://olveczkylab.fas.harvard.edu/ARTS
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volumes of water by controlling the duration of valve openings through the Client. Aquarium pumps 

(Jehmco LPH 60) are used to ventilate behavior boxes at a ratio of one pump for every six boxes. To ensure 

acoustic and visual separation each box is placed in an enclosure (Supplementary Figure 1.4A in File S1), 

which is placed on the shelves of a standard wire racks. 

Behavior boxes were custom designed using acrylic and aluminum extrusions. The boxes have a 

removable front panel holding all experimental equipment (sensors, indicators, manipulanda, water 

dispensing valves etc.; Figure S1.4A in File S1). The front panel is the only part of the system that needs to 

be customized for a given experimental paradigm. To ensure compatibility with invasive experiments 

(chronic electrophysiology etc.), the normal lid of the box can be exchanged with a custom lid having the 

experiment-specific equipment (e.g. commutator etc.). The hardware cost for building the boxes is 

~$500/box.  

Each low-cost Client computer runs Windows 7 and contains an Intel quad-core processor (Core 

i5-750 - 2.66GHz/core), 4GB of DDR3 SDRAM, and a 1.5TB 5900 RPM hard disk and controls and 

communicates with the behavior boxes at the ratio of two boxes per computer. Behavioral data (e.g. from 

manipulanda, lick sensors, and cameras) and signals for controlling peripherals such as speakers and LEDs 

are transferred between the box and the Client computer via a National Instruments data acquisition 

system (NI PCIe 6323 - DAQ card, 2 x RC68-68 ʹ Ribbon Cable & 2 x CB-68LP ʹ  Connector Block).  The Client 

computers, in turn, communicate with a central server, which runs the Trainer and hosts the database 

(Figure 1.1). Server computers (Trainer) contain a higher-end Intel quad-core processor (Core i7-950 ʹ 

3.06GHz/core), 12GB of DDR3 SDRAM, 3 1TB 7200 RPM hard disks. The servers run Windows Server 2008 

R2 and host a SQL Server 2008 R2 database. 

 The total cost of our current ARTS set-up (48 boxes), including all hardware, computers, and 

electronics, is around $67K, i.e. $1400/box (see Supplementary Table 1 in File S1 for a breakdown of the 

ĐŽƐƚƐ ĂŶĚ ƚŚĞ ͞HĂƌĚǁĂƌĞ͟ ƐĞĐƚŝŽŶ ŽĨ http://olveczkylab.fas.harvard.edu/ARTS for a detailed list of the 

http://olveczkylab.fas.harvard.edu/ARTS
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components of ARTS). Supplementary Video S1 shows ARTS deployed in our animal facility. Detailed 

designs and specifications of the hardware implementation are available upon request.  

Scalability and Safety 

The number of behavior boxes per Client computer is primarily limited by the number of video 

cameras attached to each box since acquisition/processing of video data is fairly CPU intensive. ARTS 

supports multiple data acquisition cards per Client computer allowing a large number of behavior boxes 

to be controlled via a single computer if the Client does not need to process video data. Likewise the 

network bandwidth is dominated by uncompressed video data (17MBps per 30fps 640x480 webcam). The 

server can be scaled to support a larger number of clients by increasing the amount of available memory 

since this is the bottleneck for database performance. 

 In addition to free water at the end of every night (see section Schedules and mode of 

reinforcement) multiple layers of security checks are built into the system to prevent animals from 

dehydrating. Water is only dispensed upon licking the reward spout ensuring that the dispensed water is 

consumed. The behavior monitoring GUI prominently displays water consumption. A watchdog program 

continually monitors the Client, Trainer and database to detect any failures and displays this information 

in the monitoring GUI. Finally animals are periodically examined and weighed by the animal care staff to 

ensure they are adequately hydrated. 

Behavioral Training Methods 

 

We have used ARTS to train more than 150 rats in a variety of behaviors including pressing a lever 

in precise temporal sequences, pressing a set of levers in spatiotemporal sequences on cue, and moving 

a joystick in various directions on cue. In this report we focused on a subset of 67 female Long Evans rats 

aged ~10-12 weeks at the start of the experiment, 30 of which were trained to perform a simplified version 

of the center-out task (Figures 1.2, 1.3) and 39 on a precise lever pressing task (Figure 1.4). Animals were 

kept on a daily 12h light cycle.  
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Figure 1.2: Complete automation of a complex multi-step training protocol for a version of the 
center-out movement task (see Methods). A. Training session structure. Animals were trained 
during six nightly 30-minute training sessions. The density plots show the distribution of joystick 
presses for four representative animals in their third week of training. ͚Free͛ water is only 
available to rats earning less than a minimal amount of water during the nightly training session. 
B. Thirty rats were trained to perform the center-out movement task in three successive stages, 
each with multiple sub-stages (see Supplementary Methods in File S1 for details). Stage 1: 
touching the joystick for a reward tone and subsequently licking at the water spout to initiate 
water reward delivery. Stage 2: moving the joystick down on cue. Stage 3: moving the joystick 
left and right. C. Stage and sub-stage completion times for each rat. Six rats (indicated with 
asterisks) were dropped from the study due to poor learning. Inset shows the mean (and 
standard error) of the number of completed sub-stages as a function of time. D. Time needed to 
complete one stage vs. another for the 24 successful rats.   

A D 

B 

C 
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Schedules and mode of reinforcement 

Naïve rats were water-deprived for 8-10 hours before being transferred to their behavior boxes. 

After this, rats were trained for the next several weeks automatically by ARTS with no human involvement 

in the day-to-day training process. For the tasks in Figures 1.2 and 1.3, rats had 30-minute training sessions 

during their subjective night every 2 hours for a total of six training sessions. For the task in Figure 1.4, 

rats had 2 60-minute sessions per night. At the end of the night, ARTS automatically dispensed free water 

up to their daily minimum (5ml per 100g body weight). Rats also had a rest day every week during which 

water was dispensed ad libitum. Blinking house lights, a continuous 10s 1kHz pure tone and a few drops 

of water marked the beginning of each training and free water session. 

Center-out task 

Rats were trained to move a 2D joystick left/right along two arms of an inverted-Y shaped slit 

(Figure 1.2). The equilibrium position of the joystick is at the top of the inverted-Y. Trial availability was 

indicated by the center LED; a rat could commence a trial by moving the joystick down by ~2 cm to the 

point where the two arms of the inverted-Y meet. Then, the left (right) LED turned on, and if the rat guided 

the joystick >5 cm along the left (right) arm of the slit, the trial was considered successful and a reward 

tone (1000Hz for 100ms) presented. The rat could then lick the reward spout to collect water and 

commence the next trial. If the rat moved in the wrong direction, a 7 second timeout was instituted before 

the next trial could be initiated. 

Precise lever pressing task 

Rats were trained to press a lever twice with a 700 ms delay between the presses. Animals could 

self-initiate the trial by pressing the lever. After learning to associate lever pressing with water, rats were 

rewarded for increasingly precise approximations to the target sequence, i.e. 2 lever presses separated 

by 700ms. The reward contingencies were automatically updated based on performance to ensure that, 

on average, ~30-40% of the trials were rewarded. If the trial was successful, a reward tone was played 
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and water reward dispensed upon licking of the reward spout. Animals had to wait 1.2s before initiating 

the next trial if the inter-press interval fell outside the rewarded range. 

System Validation 

ARTS is designed for fƵůůǇ ĂƵƚŽŵĂƚĞĚ ƚƌĂŝŶŝŶŐ ŽĨ ĐŽŵƉůĞǆ ďĞŚĂǀŝŽƌƐ ŝŶ Ă ŚŽŵĞͲĐĂŐĞ ĞŶǀŝƌŽŶŵĞŶƚ 

and thus represents a significant departure from current practice. The day-to-day interaction of the 

researcher with experimental animals and training apparatus is eliminated as is the need for transferring 

animals back-and-forth between procedural chambers and holding rooms. Whether completely replacing 

the researcher with contextual cues can successfully get animals to learn complex tasks has not been 

evaluated. To ensure the feasibility of our approach as a general purpose solution ĨŽƌ ůĂƌŐĞͲƐĐĂůĞ rodent 

training, we have done extensive testing and characterization of the system, including training more than 

hundred and fifty animals in a variety of sensorimotor tasks, a subset of which we report on below.   

Structure of fully automated training 

A major challenge presented by home-cage training is motivating animals to perform the 

behavioral task. In traditional reward-based training paradigms[22,27,39], the experimenter places a 

water- or food-deprived animal in the behavioral apparatus and rewards correct behaviors with liquids or 

foods. As hunger or thirst is satisfied, the researcher removes the animal and commences deprivation 

ĂŶĞǁ͘ WĞ ĂƵƚŽŵĂƚĞ ƚŚŝƐ ƉƌŽĐĞƐƐ ǁŝƚŚŝŶ ƚŚĞ ĂŶŝŵĂů͛Ɛ ŚŽŵĞ-cage by dispensing water as reward only 

during training sessions, the start and end of which are indicated to the animal by a set of salient sensory 

cues (e.g. flashing house lights). Time between sessions serves to deprive the animal of water and thus 

build up motivation for the next session. We have deployed a variety of session structures. For the center-

out movement task described below (Figure 1.2B), for example, animals had 6 30-minute training sessions 

per day spaced at 2 hour intervals (Figure 1.2A), whereas for the task in Figure 1.4, we employed 3 daily 

60-minute sessions, each separated by 4 hours. Whether a particular session structure is superior to 
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others has yet to be rigorously tested, but our experience thus far suggests that this is not a critical 

parameter. 

 Animals quickly learn to engage with the task (e.g. manipulating a joystick) predominantly during 

specified training sessions: in the third week of training in the center-out task, the likelihood of a rat 

pressing the joystick was, on average, 24 times higher in-session than out-of-session (n = 24 rats; Figure 

1.2A). To prevent poorly performing animals from dehydrating, water is provided at the end of the night 

for animals that do not receive the prescribed minimum daily water amount during training. 

Validation of ARTS: Center-out movement task 

A standard paradigm for studying neural control of movement in primates is the center-out 

reaching task[44,45], which involves moving a manipulandum to one of several possible cued locations. 

Rats trained with traditional methods can master a version of this task in a matter of weeks[27]. In our 

implementation of the task, rats are required to move a two-dimensional joystick along the arms of an 

inverted Y-shaped slot with their forepaws (Figure 1.2B, Methods). Trials are initiated by moving the 

joystick down the vertical arm of the slot in response to an LED cue. A second LED then prompts the animal 

to move the joystick either left or right. A correct trial is indicated by a short tone followed by water 

reward. Thirty rats were trained on the task in three sequential stages, each containing multiple sub-

stages (Figure S1.5 and Methods in File S1). All but one rat completed the first training stage (touching the 

joystick for a reward tone and collecting water reward) within 12 hours. Twenty-four out of 30 rats 

completed the second (moving the joystick vertically down on cue) and third (moving the joystick left and 

right) training stage to criterion (Figure 1.2C, Methods). Despite being trained using the same training 

protocol, animals learned at different rates (time to complete all three stages = 148 ± 78 hrs (mean ± S.D.) 

from start of training, range = 73 ʹ 299 hrs, n = 24 rats). Furthermore, learning rates on one training stage 

was not a good predictor for mastery of other stages, which involved different sets of cognitive, learning 
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and motor control challenges. The correlation coefficients between the time to complete different stages 

were -0.05 (stage 1, 2), -0.18 (stage 2, 3), and -0.34 (stage 1, 3) respectively (n = 24 rats; Figure 1.2D). 

Faced with such a substantial variation in the speed of learning across subjects and in distinct phases of 

learning, studies on complex learning that use learning rate as a behavioral readout will require large 

cohorts of animals trained in identical tasks, an approach that will be much helped by automated high-

throughput training systems.  

Figure 1.3: Automated training of memory guided action sequences. A. Structure of the behavioral 
task. An experimental block starts with a visually guided trial (left), in which the center LED indicates 
trial initiation. Upon moving the joystick down, the left (right) LED comes on. After a successful left 
(right) movement the LED turns off and the joystick is moved back to the center. A second 
movement is then cued by the right (left) LED. Upon moving the joystick right (left) a water reward is 
delivered. Any erroneous movement results in a timeout. After two consecutive correct trials, 
directional cues are not given and the movement sequence has to be performed from memory 
(right). After two consecutive correct memory guided trials (or ten total trials ʹ an incomplete block), 
the next block commences with a new sequence. B. A sample run of 7 consecutive blocks from one 
animal. Each row represents one trial, with the sequence of movements color coded as in ͚A͛. Left 
column denotes the target sequence (L-left movement; R-right movement). Shaded trials denote 
memory guided trials. Blocks denoted with asterisk correspond to perfect performance. 
Supplementary Video S2 shows experimental blocks 5-7.  C-D. Aggregate performance of 4 rats 
trained in the task as measured by the fraction of completed blocks (C) and the number of memory 
guided trials until completion (D). Performance is compared to simulated chance (error-bars denote 
95% confidence level). Data from 679 blocks for Rat 1, 647 blocks for Rat 2, 472 blocks for Rat 3 and 
392 blocks for Rat 4. 

A B C 
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Validation of ARTS: Memory guided motor sequence execution  

Having the capacity to simultaneously and effortlessly train large groups of animals, reduces the 

risk associated with - and the investment made in ʹ individual animals, making it feasible to train even 

very challenging tasks, i.e. ones that only a small fraction of animals may be capable of learning. We 

deployed our automated training set-up to explore whether rats can master sophisticated motor 

sequence learning paradigms previously used only in primates[14].  In particular we were interested in 

the extent to which rodents can execute action sequences from working memory[46]. We trained the 4 

best rats in the center-out task (Figure 1.2) to make sequences of left/right joystick movements from 

memory (Figure 1.3A, Figure S1.6 in File S1). At the beginning of each block of trials, visual cues (LEDs) 

were used to instruct the correct sequence of movements. After 2 consecutive correct visually guided 

trials, cues were removed and animals had to perform the same movement sequence from memory. Rats 

progressed to the next block (i.e. new sequence) after 2 consecutive correct memory guided trials or 10 

trials, whichever occurred first. 

Figure 1.3B shows an example of the star performer in this task once asymptotic performance 

was reached (see also Supplementary Video S2). The errors in the visually guided trials at the start of some 

blocks are typically due to the animal performing the sequence from the prior block.  

To measure the extent of learning, we compared Ă ǁĞĞŬ͛Ɛ performance on the task to simulated 

chance (Figures 1.3C, 1.3D), modeled as random left/right movements during the memory guided trials. 

All 4 rats completed significantly more blocks (i.e. got 2 consecutive correct memory guided trials within 

a span of 10 trials) than expected by chance (Figure 1.3C, fraction of completed blocks = 63% vs. 39% by 

chance; probability of observing performance by chance < 2e-4). Furthermore, the average number of 

memory guided trials required to complete a block (which can range from 2 to 10) was substantially 

smaller than chance levels for each animal (Figure 1.3D, 3.2 vs. 5.4 for chance; probability of observing 

performance by chance < 1e-4). The best rat completed over 75% of the blocks with, on average, only 3 
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memory guided trials per block. These results validate rodents as a model for working memory guided 

motor sequence generation, and ARTS as an efficient method for training such complex behaviors.   

Benchmarking home-cage training against existing training methods  

To benchmark the live-in training concept against more traditional methods, we compared the 

performances of rats trained in our home-cage set-up (n = 24 rats) with ones housed in social groups and 

exposed to the behavior apparatus only during daily training sessions (n = 13 rats) (Figure 1.4A). Both 

groups were trained in identical behavioral boxes using the same automated training protocol. Rats were 

trained to spontaneously press a lever twice with a 700 ms delay between presses (Figure 1.4A, Methods). 

Motivation to do the task, as measured by the number of trials initiated per day, was similar between the 

two groups (494 ± 243 (mean ± S.D.) trials per day for automated training vs. 426 ± 123 trials per day for 

manual training on day 15 of training; Figure 1.4B). Furthermore, learning rates, as characterized by the 

ĨƌĂĐƚŝŽŶ ŽĨ ͚ĐŽƌƌĞĐƚ͛ ƚƌŝĂůƐ ;defined here as inter-press intervals within 30% of the 700 ms target) at 20,000 

trials was also comparable (83% ± 8% for automated training vs. 76% ± 17% for manual training, p=0.22; 

Figure 1.4C). Beyond demonstrating the feasibility and non-inferiority of live-in training in terms of 

performance, our results also validate the use of our automated training system in cases when rats are 

transferred to behavior boxes only for the duration of training. While home-cage training has the obvious 

advantage of requiring no human involvement other than standard animal care, there may be scenarios 

in which the benefits of fully automated home-cage training outweigh the negative effects of social 

isolation[47,48]. In such instances ARTS can still automate all other aspects of training (as was done for 

the socially housed cohort in the precise lever pressing task, Figure 1.4). An added benefit of manually 

transferring animals to the behavior box during training sessions is that the same box can be multiplexed 

across many animals increasing the throughput of the system[31,38]. 
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Discussion 

We present a cost-effective, modular, and fully automated training system for rodents (ARTS, 

Figure 1.1) that dramatically decreases the effort required for implementing operant learning paradigms. 

Deploying the system in our animal facility enabled high-throughput training of rats with performance 

and learning rates similar to more traditional methods (Figure 1.4). While we benchmarked our system in 

a variety of motor learning tasks (Figures 1.2, 1.3 and 1.4), we believe that its flexibility, modularity, and 

extensibility ensures that it can be used to automate virtually any training protocol relying on reward-

based learning.  Though we designed and benchmarked ARTS for rats, a simple modification to the 

Figure 1.4: Fully automated live-in home-cage training is comparable to existing methods in terms of 
learning and performance. A. Rats were trained to spontaneously press a lever twice with a 700 ms 
delay between presses in an individually housed live-in training paradigm (red, n = 24 rats) or in a 
socially housed setting in which they were transferred to the behavior apparatus for daily training 
sessions (blue, n = 13 rats). B. Motivation as measured by the number of trials per day over time. C. 
Learning performance as measured by the fraction of correct trials, defined as trials within 30% of 
the 700 ms target inter-press interval, over time. Shaded regions in B and C represent standard error 
across animals. 

A 

B C 
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geometry of the home-cage should make the system applicable also to mice, though the extent to which 

mice are amenable to fully automated training in our system remains to be seen. 

 Simple behavioral tests in rodents have revolutionized our understanding of neurological function 

by allowing large-scale phenotyping of experimental animals[49]. Automated training further extends the 

power of rodent models in neuroscience by enabling standardized high-throughput studies of more 

complex behaviors[42]. Full automation also removes the vagaries inherent to human-assisted training by 

requiring explicit codification of all training steps, including contingencies and criteria for progressing from 

one stage to the next (example in Figures S1.5, S1.6 and Methods in File S1). Such a compact and complete 

description of the training process makes reproducing and comparing experimental outcomes across 

different animal cohorts and labs possible and meaningful.  

Automated training protocols not only standardize the training process, but they ensure that 

incremental insights and improvements to training strategy accumulate. Indeed, our experience in setting 

ƵƉ ŶŽǀĞů ƚƌĂŝŶŝŶŐ ƚĂƐŬƐ ŝƐ ƚŚĂƚ ƚŚĞŝƌ ŝŵƉůĞŵĞŶƚĂƚŝŽŶ ŝŵƉƌŽǀĞƐ ǁŝƚŚ ƚŝŵĞ͕ ĂƐ ŝŶĞĨĨŝĐŝĞŶĐŝĞƐ ĂŶĚ ͚ďƵŐƐ͛ ŝŶ ƚŚĞ 

training protocol get sorted out. In contrast to human-assisted training, where these experiential gains 

are largely confined to the researcher, automated training ensures that each improvement becomes part 

of an ever-evolving protocol. 

Having well defined discrete training stages, each associated with its distinct set of cognitive, 

learning, perceptual, or motor control challenges, also enables increased specificity of the behavioral 

analysis. For example, when we analyzed learning rates in different phases of a multi-stage task we found 

no correlation between them, meaning that facility with associative learning aspects of a task, for 

example, may not translate into success on motor learning aspects (Figure 1.2D). Breaking down the 

learning process to its elementary components by evaluating each training stage independently will 

permit a more detailed phenotypic analysis and thus help better pinpoint how specific manipulations, 

genetic or otherwise, impact learning and performance of complex multi-faceted behaviors. 
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The advantages of home-cage training go beyond the benefits of full automation. It eliminates 

animal handling and the performance variability that goes with it[37] and  fully automated continuous 

long-term neural recordings in behaving animals a feasible prospect. An initial practical concern with 

home-cage training, however, was the possible impact of social isolation on learning and 

performance[47,48]. In our benchmarking, however, we did not see a difference in either motivation or 

learning rates as compared to animals that were housed socially and exposed to the behavioral chamber 

only during training (Figure 1.4). It is possible that any detrimental effect of social isolation is compensated 

for by other factors unique to automated training, such as precise and regimented training schedules. 

Further experiments are needed to fully characterize the effects of social isolation on motivation and 

learning in a home-cage setting, with the understanding that different tasks may be impacted differently.  

Lowering the barrier for training large number of animals on complex behavioral tasks, as ARTS 

does, has the potential to accelerate research towards understanding many fundamental questions in 

neuroscience. 

Supporting Information Legends 

Supplementary Video S1: A 2m30sec video highlighting the functionality and features of ARTS, and 

showing its deployment in our animal facility. 

Supplementary Video S2: Video of a rat performing the task shown in Figure 1.4. The video contains the 

ƐƚƌĞƚĐŚ ŽĨ ƚƌŝĂůƐ ĐŽƌƌĞƐƉŽŶĚŝŶŐ ƚŽ BůŽĐŬƐ ϱͲϳ ŝŶ FŝŐƵƌĞ ϭ͘ϰB͘ OŶ ƚŚĞ ƌŝŐŚƚ ŽĨ ƚŚĞ ŵŽǀŝĞ ĨŝůĞ ŝƐ ƐĞĞŶ ƚŚĞ 

joystick trajectory. Colored cues shown in the video correspond to cues seen by the animal (obscured in 

the video). Red square corresponds to the cue for initiating a trial. Green square denotes the cue for 

pushing joystick to the right; blue square for pushing the joystick to the left. 

Supplementary File S1: Supplementary Methods, Supplementary Table 1, and Figures S1.1 ʹ S1.6. 

Attribution 
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A system for continuous long-term neural recordings in rodents 

Introduction 

One of the primary experimental tools for understanding the relationship between neural activity and 

behavior is the extracellular recording of action potentials from single neurons. While this approach is 

often used to investigate the neural correlates of behavior at timescales of seconds, minutes, and 

occasionally hours, experimental techniques for tracking the activity of populations of single neurons over 

days and weeks remain elusive[51]. In this paper, we describe and characterize the first end-to-end fully 

automated system for continuous 24x7 recordings of action potentials from single units and for tracking 

these units stably, often for weeks, in behaving rodents. 

Advantages of continuous long-term recordings 

Recording from the same population of neurons continuously for long periods of time offers several 

advantages over cross-sectional comparisons between distinct groups of neurons at distinct time points. 

Recording from the same set of neurons at two time points or across two experimental conditions 

ŝŶĐƌĞĂƐĞƐ ƐƚĂƚŝƐƚŝĐĂů ƉŽǁĞƌ ďǇ ŵĂŬŝŶŐ ƚŚĞ ĞǆƉĞƌŝŵĞŶƚĂů ĚĞƐŝŐŶ ͚ǁŝƚŚŝŶ-ŐƌŽƵƉ͛ ƌĂƚŚĞƌ ƚŚĂŶ ͚ďĞƚǁĞĞŶ-

ŐƌŽƵƉƐ͛͘ Furthermore, longer recordings mean that activity of single neurons can be tracked for a larger 

number of trials, thus allowing the detection of even very small effects. More importantly, continuous 

long-term recordings allow us to address a range of questions not possible with a cross-sectional 

approach. For example, many studies find that large fractions of neurons respond in task-specific ways to 

virtually any task the animal is trained on[52], raising the question whether two neurons in a brain area 

that are functionally similar during a given task are also functionally similar in a different task. Is there an 

underlying commonality to the features encoded by a neuron across tasks? How do these neurons behave 

in non-task related contexts like unstructured exploration or sleep? How does the pattern of neural 

activity and the underlying neural circuit that generate them change as a behavior is gradually learnt over 
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the course of many weeks? Once a behavior is learnt, does its neural representation remain stable? The 

ability to record from targeted brain areas stably and in a continuous manner over days and weeks would 

significantly help in addressing these and other important questions. 

Fully automated continuous recordings also eliminates the laborious manual steps typically involved 

in recording from behaving animals, like transferring animals to their recording chamber, plugging and 

unplugging recording cables. This allows scaling recording experiments to a large number of animals and 

enables a single researcher to easily supervise tens or even hundreds of recordings simultaneously. 

Combined with the fully automated training system described in the previous chapter, this enables 

experiments to study the neural correlates of weeks-long learning processes with little human 

involvement in a high-throughput manner. 

Previous attempts at recording from the same set of units over time 

Previous studies have attempted to record stably from the same set of units for weeks by recording 

from chronically implanted electrode arrays during hour-long recording sessions every day. Similarity of 

action potential (AP) waveforms and stability of functional characteristics are then used to match units 

across days[53ʹ56]. This approach is likely to have a large number of false negatives since AP waveforms 

change over time due to slight motion of the electrodes between recording sessions[57] and since 

functional properties of neurons also change with time and learning. Also, nearby neurons of the same 

type can be mistakenly considered to be the same leading to false positives[54]. Action potentials with 

similar extracellular waveforms recorded several days apart can be attributed to the same neuron with 

much greater confidence if recorded continuously with no gaps in between. Furthermore, action 

potentials with different waveforms can still be assigned to the same single unit if it is shown to 

continuously morph from one to the other over time. 
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Recently, two-photon imaging of fluorescence-based calcium indicators in mouse brains has been 

used to record from the same population of neurons at regular intervals for several weeks[58,59]. This 

has provided one of the first longitudinal dataset of neural activity.  However, the temporal resolution of 

these indicators is several orders of magnitude worse than electrical recordings (100ms vs 1ms) and they 

cannot be used to record from deep brain areas without damaging overlying neural tissue[60]. Also, 

continuous recordings allow changes in the neural activity to be observed as they happen, enabling 

questions relating to how circuits re-organize with learning and the role of sleep in the plasticity of neural 

circuits. To date, the longest continuous recording of a single unit lasted approximately 48 hours and was 

conducted using a wireless system from primate brains[61]. 

System Design 

LONG TERM TETHERING OF BEHAVING ANIMALS 

Rats tend to destroy the cable tether given continuous access to it 

The dominant approach to recording single units in freely behaving rodents during intermittent hour-

long recording sessions does not scale to a continuous 24x7 setting for a number of reasons. Chief among 

these is that animals find ingenious ways of destroying the bundle of wires (primarily by chewing it up) 

that relay electrically measured neural activity from the brain to the data acquisition system. We verified 

this by leaving freely behaving rats (n=2) in custom built but standard electrophysiological recording 

chambers. Each animal was put in a behavior box (similar to the ones used in the automated training 

experiments in the previous chapter) with a multi-conductor cable connected to a commutator. The 

commutator allows the animal to walk around freely without twisting the cable and thus prevents the 

ĂĐĐƵŵƵůĂƚŝŽŶ ŽĨ ƌŽƚĂƚŝŽŶĂů ĨŽƌĐĞƐ ŽŶ ƚŚĞ ƌĂƚ͛Ɛ ŚĞĂĚ͘ BŽƚŚ animals chewed up the cable within 24 hours. 

Furthermore, once an animal did this, the replacement cable was destroyed within hours. 

Previous approaches and failed solutions 
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One straightforward solution to this problem is to eliminate the cable from the recording setup 

entirely by wirelessly transmitting recorded neural data[62ʹ66]. However, even with very low-power 

amplification circuitry, the amount of energy required would necessitate frequently replacing the battery 

pack needed to power the headstage making this solution quite labor intensive. For instance, a 64 channel 

wireless headstage designed for rats by Szuts et al[62] consumes 645mW of power. This would exhaust a 

25g (10 percent of the weight of a rat) 1100mAh Li ion battery in about 6 hours.  For mice, which weigh 

an order of magnitude less than rats, the battery pack would need to be replaced prohibitively frequently. 

An attractive solution is to power the headstage wirelessly using RF induction[66]. However, no such 

solution is currently commercially available. Another major drawback of wireless headstages is that power 

requirements scale at least linearly with the channel count making this problem even more acute for 

higher channel count recordings. 

 Another approach that researchers in the field have tried is to coat the cable with a repellant like 

capsaicin. However, in a setting where the animal has continuous 24x7 access to the cable, they are 

reported to eventually overcome their distaste for capsaicin and destroy the cable anyway. Yet another 

approach reported in the literature involves connecting the cable to a system of pulleys and 

counterweights to prevent the animal from physically reaching the cable[67]. We replicated a version of 

this system adapted to rodents but noticed a tendency for the strings used in the setup to get entangled 

with the cable as the animal moved around. Another solution that we considered, but ultimately 

discarded, was to make the cable into a spring with the goal of preventing the animal from being able to 

grasp the cable. However, for reasonable cable lengths and cage heights this would result in large forces 

ŽŶ ƚŚĞ ĂŶŝŵĂů͛Ɛ ŚĞĂĚ ƐŝŶĐĞ ƚŚĞ ƌĞƚƌĂĐƚŝŽŶ ĨŽƌĐĞ ŽĨ Ă ƐƉƌŝŶŐ ƐĐĂůĞƐ ůŝŶĞĂƌůǇ ǁŝƚŚ ŝƚƐ ĞǆƚĞŶƐŝŽŶ͘ HŽǁĞǀĞƌ͕ Ă 

constant force spring, one whose retraction force is independent of the extension (like a retractable tape 

measure), ought to overcome this problem. 

Pulley and linear-slide based solution for long-term tethering 
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Our final design emulates a constant force spring with a low-cost counterweighted linear-slide and 

pulley system that effectively prevents the animal from reaching the cable by always keeping the tether 

taut and thus out of its reach (Figure 2.1AͿ͘ IŶ ŽƵƌ ĚĞƐŝŐŶ͕ ƚŚĞ ƌĞĐŽƌĚŝŶŐ ĚĞǀŝĐĞ ŽŶ ƚŚĞ ƌĂƚ͛Ɛ ŚĞĂĚ ŝƐ 

connected via a cable to a passive commutator attached to a carriage that rides on a low-friction linear-

slide (friction force < 10g). The carriage is counterweighted via a pulley, resulting in a constant but small 

upwards force (approx. 10g) on the tethering cable that removes all slack while still allowing the animal 

to freely move around its cage. The friction in the linear slide and pulley needs to be countered by the 

Figure 2.1: Home cage adapted for continuous long-term neural recordings. A. Schematic of the set-
up. The implanted recording drive is connected, via a cable, to a passive commutator attached to a 
carriage that rides on a low-friction linear slide. The carriage is counterweighted by a pulley removing 
all slack while still allowing the animal to freely move around the cage. B and C. Performance (as 
measured by the fraction of correct trials ʹ panel B) and motivation (as measured by the number of 
trials ʹ panel C) before and after implantation and addition of pulley-system to the home cage for 3 
rats in the center-out task described in Chapter 1.  
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animal as it moves around the behavior box, and should be minimized. In our experience a force of ~10 g 

ĚŽĞƐ ŶŽƚ ŝŶƚĞƌĨĞƌĞ ǁŝƚŚ ƚŚĞ ĂŶŝŵĂů͛Ɛ ƉĞƌĨŽƌŵĂŶĐĞ ;FŝŐures 2.1B and 2.1C).  

The angle at which the linear slide is mounted above the cage parametrizes a trade-off between the 

height of the apparatus and the maximum bend angle of the cable which in turn impacts the performance 

of the commutator. A perfectly vertical linear slide, while increasing the total height of the apparatus, 

results in only small cable bend angles and hence smooth operation of the commutator. On the other 

hand, a perfectly horizontal linear slide introduces large cable bend angles when the animal is in certain 

parts of the behavior box resultinŐ ŝŶ ůĂƌŐĞƌ ƌŽƚĂƚŝŽŶĂů ĨŽƌĐĞƐ ŽŶ ƚŚĞ ĂŶŝŵĂů͛Ɛ ŚĞĂĚ ďĞĨŽƌĞ ƚŚĞ ĐŽŵŵƵƚĂƚŽƌ 

can relieve it. We have found that an approx. 45 degree angle is an acceptable compromise that works 

well in practice. 

 The functionality of a home-cage can thus be extended by replacing its top panel with a custom-

made variant outfitted with the experimental infrastructure (commutator, pulley and linear-slide system) 

described above (Figure 2.1A). This allows animals deemed suitable for recording to be implanted with 

recording drives and placed back into their familiar training environment (i.e. home cage), but now with 

the recording extension added. These procedures (implant, adding pulley-system to the home-cage) did 

not adversely affect the trained behavior in any of the three rats that were tested (fraction of correct trials 

in the center-out task (see Chapter 1): 0.78 ± 0.13 (mean ± S.D.; pre), 0.80 ± 0.10 (post), number of total 

trials per day: 489 ± 114 (pre), 650 ± 267 (post), n = 3 rats; Figure 2.1B). One animal (blue line in Figure 

2.1B) was continuously tethered for multiple weeks, all the while performing the task at similar levels of 

success and motivation as before tethering (fraction of correct trials: 0.73 (pre), 0.71 (post), number of 

trials per day: 423 (pre), 468 (post); Figure 2.1C). 

SIGNAL PROCESSING AND RECORDING HARDWARE 

RHD2132 based 64-channel signal processing chain 
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 We also developed a novel low-cost system for high channel-count extracellular neural recordings 

from behaving animals by taking advantage of a recently released IC (integrated circuit) by Intan 

Technologies (http://www.intantech.com/). Commercially available systems for this application consist of 

multiple devices and a rack of electronics costing tens of thousands of dollars. Our system, contains two 

primary components, a headstage that remains on the animals head for the duration of the recordings 

and a digital interface board that is placed outside the home-cage (Figure 2.2). The headstage is a 28mm 

X 18mm 4-layer circuit board containing two 32-channel versions of this IC (RHD2132, Intan Technologies) 

that weighs less than 5 grams total. The headstage incorporates almost all aspects of the signal processing 

chain including digitally programmable band-pass filtering, 200-fold amplification, and analog-to-digital 

conversion at a rate of 30,000 samples per second per channel with 16 bits of resolution per sample. The 

digitized signals from each 32-channel IC is multiplexed into one high speed (84 MHz) digital signal. The 

output of our headstage contains a total of 12 wires and is then sent to a computer through a USB 2. 0 

port via a digital interface board containing an FPGA. The digital interface board was designed to accept 

additional digital inputs from, for example levers, poke sensors and camera triggers to be recorded in sync 

with the neural data from the headstage. Likewise, the digital interface board also provides a down-

sampled version of the clock used to time the sampling of the neural data that can be sent to the behavior 

control system. The headstage design also incorporates a 3-axis accelerometer allowing continuous 

monitoriŶŐ ŽĨ ƚŚĞ ŬŝŶĞŵĂƚŝĐƐ ŽĨ ƚŚĞ ĂŶŝŵĂů͛Ɛ ŚĞĂĚ ĞŶĂďůŝŶŐ ĞƉŝƐŽĚĞƐ ŽĨ ƐůĞĞƉ͕ ŐƌŽŽŵŝŶŐ͕ ĞǆƉůŽƌĂƚŝŽŶ͕ ĞƚĐ͘ 

to be detected[68]. Our system is similar to the more widely used Open-Ephys system, both of which rely 

on the same RHD2132 IC. Our system was designed to be aggressively low-cost and hence differs from 

the Open-Ephys system in the choice of connectors and cables and unlike the Open-Ephys system contains 

a very basic no-frills digital interface board. 
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 In addition to its low cost, our system has highly favorable noise characteristics since the electrical 

signals measured at the tip of the electrodes are amplified and digitized very close to their source on the 

ĂŶŝŵĂů͛Ɛ ŚĞĂĚ͘ WĞ ĞŶĐĂƐĞ the headstage in a small faraday cage (made by spray coating the protective 

Figure 2.2: Scalable low-cost signal processing and recording hardware. Neural activity is recorded 
using an electrode array. A headstage continuously filters, amplifies, and digitizes the measured signals 
and sends them over to a digital interface board via a commutator. The digital interface board 
packages the data into USB packets and streams it to a storage server. 



30 
 

enclosure with silver paint) that gets implanted on the head along with the electrode array, virtually 

eliminating 60Hz power line noise. Furthermore, since only digital signals exit the headstage, the signal 

path to the computer containing long cables and a commutator are very robust to electro-magnetic 

interference. Because of this we were able to use cheap mass-manufactured commutators (SparkFun 

Electronics ʹ ROB-13065, $20) instead of ones custom-made for scientific instrumentation that cost 

thousands of dollars each. 

Automated closed-loop electroplating of electrode arrays 

 By taking advantage of the impedance measurement and electroplating capabilities of the 

RHD2132 IC we developed the first fully automated closed-loop electroplating system for multi-electrode 

arrays. Extracellular neural recordings in rodents typically employ an array of very thin (approx. 25µm in 

diameter) nichrome wires with tips that are gold plated to reduce their impedances for improved signal-

to-noise ratio. This is done by bathing the electrode array in gold cyanide solution and manually 

alternating between impedance measurement and current injection resulting in a gradual decrease of the 

impedance[69]. When done manually, the amount of current injected in each pulse is very imprecise and 

can result in shorts between adjacent electrodes because the electrode tips accumulate too much gold. 

For an array of 64 electrodes this process often takes more than an hour. We designed our headstage and 

the firmware of our digital interface board to allow for rapid alternation between the impedance 

measurement and electroplating modes of the headstage. A simple software controller is then used to 

automatically alternate between the two modes until the target impedance is reached. 

DATA STORAGE AND COMPUTING INFRASTRUCTURE 

Hardware setup 

 One of the biggest challenges associated with continuous 24x7 recordings is storing and efficiently 

processing the massive amounts of raw data produced by this method. A 64 channel recording at 30,000 
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samples per second per channel translates to 1 terabytes (TB) of raw data every 2 days. A typical study 

with a few animals recorded for 2 months each results in 100s of terabytes of data. We developed a 

custom low-cost and, reliable, high IO bandwidth storage solution with a custom lightweight fileserver for 

this application (Figure 2.2). Each storage server consists of 24 4TB spinning SATA hard disks connected in 

parallel to a dual socket Intel server class motherboard via the high bandwidth PCI-E interface. The ZFS 

file-system (bundled with the open source SmartOS operating system) is used to manage the data in a 

redundant configuration that allows any two disks in the 24 disk array to simultaneously fail without data 

loss. In some situations, up to 6 disks can fail without impacting data integrity. With such a large storage 

array random bit-flips occasionally occur that can lead to data corruption. ZFS prevents this by periodically 

checking the entire dataset for such silent bit-rots. Due to the redundancy, each server has 60TB of usable 

space that can be read at approximately 16 gigabits per second (Gbps). This high IO bandwidth is critical 

for data backup, recovery and integrity verification.  

Distributed computing software setup 

  The key to fully utilizing available CPU and IO resources is to process the data in parallel[70]. 

Thread-level parallelization inside a single process is the simplest approach and coordination between 

threads is orchestrated using memory shared between the threads. However, this approach only works 

for a single machine and does not scale to a cluster of computers. The typical approach to cluster-level 

parallelization is to use a map-reduce framework like Hadoop[71] that coordinates the multiple parallel 

computations running both within a machine and across machines in a cluster by exchanging messages 

between the concurrently running processes. The map-reduce abstraction conceptualizes a computation 

ĂƐ ŚĂǀŝŶŐ ƚǁŽ ƉŚĂƐĞƐ͗ Ă ͚ŵĂƉ͛ ƉŚĂƐĞ ǁŚŝĐŚ ĨŝƌƐƚ ƉƌŽĐĞƐƐĞƐ ƐŵĂůů ƐƵďƐĞƚƐ ŽĨ ƚŚĞ ĚĂƚĂ ŝŶ ƉĂƌĂůůĞů ĂŶĚ Ă 

͚ƌĞĚƵĐĞ͛ ƉŚĂƐĞ ǁŚŝĐŚ ƚŚĞŶ ƐĞƌŝĂůůǇ ĂŐŐƌĞŐĂƚĞƐ ƚŚĞ ƌĞƐƵůƚƐ ŽĨ ƚŚĞ ͚ŵĂƉ͛ ƉŚĂƐĞ ;FŝŐƵƌĞ Ϯ͘ϯAͿ͘ HŽǁĞǀer, 

Hadoop was primarily designed for CPU limited workloads rather than IO limited workloads and hence 

requires frequent reading and writing of data to disks and across network links[72].  



32 
 

 Since many different kinds of simple exploratory data analysis is IO limited (like computing 

statistics of spike waveform amplitudes), we developed a custom distributed computing infrastructure for 

map-reduce like computations for the .NET platform (Figure 2.3B). The major novelty in our framework is 

that rather than moving the output of the map computation over the network to a central node for 

performing the reduce computations, it instead moves the reduce computation to the machines 

containing the output of the map computations in the correct serial order. If the output of the map 

computation is voluminous compared to the output of each step of the reduce computation then our 

approach consumes significantly less time and IO bandwidth. We have used this framework both in a 

virtual cluster of 10 virtual machines running on the afore-mentioned SmartOS-based storage servers and 

ŝŶ MŝĐƌŽƐŽĨƚ͛Ɛ ĐŽŵŵĞƌĐŝĂů ĐůŽƵĚ ĐŽŵƉƵƚŝŶŐ ƉůĂƚĨŽƌŵ͕ WŝŶĚŽǁƐ AǌƵƌĞ͘  

SPIKE SORTING TO TRACK SINGLE UNITS OVER TIME 

 A ĐƌƵĐŝĂů ĚĂƚĂ ƉƌŽĐĞƐƐŝŶŐ ƐƚĞƉ ;ĐĂůůĞĚ ͚ƐƉŝŬĞ ƐŽƌƚŝŶŐ͛ ŝŶ ƚŚĞ ůŝƚĞƌĂƚƵƌĞ[73ʹ80]), necessary for 

relating extracellularly recorded single unit activity to behavior, is extracting the spike times of all the 

Figure 2.3: Schematic of the distributed computing framework used to process the incoming data at 
high speeds. A. Input data is divided into ܰ blocks ݔଵ to ݔே. The ͚map͛ computations ܯ௜  are used to 
compute ݕ௜  from ݔ௜ in parallel. The ͚reduce͛ computations ܴ௜ are used to aggregate the outputs ݕ௜  by 
serially threading a state ܽ ௜  through the outputs in order. B. Order of execution of the map and reduce 
computations in a 3-node cluster. The width of the boxes represent the duration of each computation. 
Map computations can happen in any order. Reduce computation ܴ௜ is executed in the same node as ܯ௜ and ܴ௜ାଵ can only be started after ܴ௜ has completed. 



33 
 

neurons that can be reliably identified from the raw data in a given recording. Typically, the signal 

measured by an extracellular electrode ʹ the fluctuations in the electrical potential at the tip of the 

electrode - contains contributions from the firing of hundreds of neurons in its vicinity scaled by the 

distance of each neuron from the electrode tip[81]. Often, only a few neurons are close enough to the 

electrode to elicit reliably large fluctuations in the measured voltage to enable separating those instances 

from fluctuations due to the firing of the hundreds of other nearby neurons and due to thermal noise. 

However, identifying and tracking single neurons over the time-course of multiple hours, days and 

often weeks is an extremely difficult signal processing problem[75,76]. Since we are the first in the field 

to record single units continuously for weeks and wish to do this on a large scale, we found that existing 

spike sorting algorithms were not well adapted to this scenario and fail for two main reasons. First, spike 

sorting, even for short hour-long recording sessions, is an inherently hard problem (in the same sense as 

many problems in artificial intelligence/machine learning like vision or the cocktail party problem) due to 

the noisy nature of the data. As such, most commonly used approaches are only semi-automatic in nature 

with a lot of time consuming manual steps[75,76]. While a semi-manual approach towards spike sorting 

ŝƐ ŶŽƚ Ă ƐĞǀĞƌĞ ďŽƚƚůĞŶĞĐŬ ĨŽƌ ŚŽƵƌ ůŽŶŐ ƌĞĐŽƌĚŝŶŐ ƐĞƐƐŝŽŶƐ ŝƚ ĚŽĞƐŶ͛ƚ ƐĐĂůĞ Ăƚ Ăll to 24x7 recordings. 

Second, due to relative motion between the electrode array and the brain, and possibly gliosis following 

implant, the spike waveforms associated with single units gradually change over the time-course of hours 

and days often disappearing into noise or emerging from it[51]. 

Overview of the full multi-step spike-sorting algorithm 

 We developed a new speedy algorithm that largely eliminates manual steps from spike sorting 

and is able to track single units over long periods of time (Figure 2.4). Our approach uses a combination 

of super-paramagnetic clustering[76,82] and integer linear programming to isolate single units and track 

them despite continuously changing spike waveforms. The approach is inspired by the segmentation 

fusion algorithm[83,84] proposed for connectomics, the 3D reconstruction of neural processes from a 
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stack of 2D electron microscope images. The slowest step in the algorithm is currently approximately 3 

times faster than the speed of data acquisition ;ƌĞĨĞƌƌĞĚ ƚŽ ĂƐ ͚ƌĞĂů-ƚŝŵĞ͛Ϳ and hence can be run on-the-

fly on incoming neural data in our dual hex-core Xeon setup. Since the slowest step is CPU limited and 

Figure 2.4: Steps for spike sorting of continuous long-term neural recordings. Spikes are identified 
from filtered raw data (panel A) by detecting large excursions from baseline (see Figures 2.5 and 2.6). 
Identified spike waveforms (panel B) are locally clustered and each cluster is replaced with its centroid 
resulting in de-noising of the spike waveforms and large reductions in the volume to data (see Figures 
2.7 and 2.8). The averaged spike waveforms (panel C) are then separated into distinct units (panel D) 
and tracked over time (see Figures 2.9 and 2.10). 
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since the algorithm is trivially parallelizable it can easily be sped up even further. The entire processing 

pipeline contains only a few free parameters that control relatively well understood tradeoffs. We 

describe this pipeline below with parameters and examples chosen from a week-long recording in the 

motor cortex of a rat with 16 tetrodes. 

 Our algorithm has 3 main steps (Figure 2.4). First, spikes are identified in the raw data, then these 

spikes are locally clustered to produce a de-noised version of the original dataset. Finally single units are 

found and tracked from this de-noised dataset using integer linear programming, a type of constrained 

linear optimization algorithm. 

Spike identification 

Overview of the spike identification step 

 The first step in the spike sorting pipeline is to extract spike snippets, i.e. the millisecond long 

fluctuations in the measured signal presumed to be due to the firing of a neuron in the vicinity of the 

electrode, from the raw data. Mathematically, given the raw data for each channel over time (ݏ௖௛ሺݐሻǡ ͳ ൑݄ܿ ൑ ͸Ͷ), and a grouping of the 64 individual electrodes into 16 tetrodes (for instance tetrode 1 might 

correspond to channels 1-4, tetrode 2 to channels 5-8, etc.), this corresponds to extracting a sequence of 

spike snippets - spike ݅ from tetrode ݆ is defined by the time of the spike,  ݐݏ௜௝, and its waveform, ࢞௜௝. The 

waveform contains 64 samples (2ms at a sampling rate of 30 kHz) from each channel of the tetrode 

concatenated together. Therefore, the waveform is a 256-dimensional vector.  

Details of the spike identification algorithm 

A schematic of this process is shown in Figure 2.5. To extract spike snippets the signal from each 

channel ݏ௖௛ሺݐሻ is partitioned into 15 second blocks with an additional 100 ms tacked onto each end of the 

block to account for edge effects in filtering. Then, for each block of each channel, the raw data is filtered 

with a 4th order elliptical band-pass filter (cut-off frequencies 400 Hz and 7500 Hz) first in the forward then 

the reverse direction to preserve accurate spike times and spike waveforms. Then, for each sample in 
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Figure 2.5: Algorithm for identifying spikes from the raw data. A. Each input channel ݏ௖௛ is split into 
two streams, one containing the low frequency components ݈݂݌௖௛ and one containing the high 

frequency ones ݏ ௖݂௛. The median of ݏ ௖݂௛ across all channels is subtracted from each channel resulting 

in ݂ݏ௖௛ሺݐሻ. Spike times ݐݏ௜௝ and spike waveforms ࢞௜௝ from each tetrode are then extracted. The LFPs 

and spikes extracted from the raw data is saved to disk resulting in a 5-10x ͚compression͛ of the raw 
data. B. State machine for detecting spikes. If the absolute value of the filtered signal exceeds 50µV in 



37 
 

each block, the median across all channels is subtracted from every channel to eliminate common mode 

noise. This greatly reduces artifacts in the recording that arise from the animal chewing food or banging 

ŝƚƐ ŚĞĂĚ ĂŐĂŝŶƐƚ ƚŚĞ ǁĂůůƐ ŽĨ ƚŚĞ ďĞŚĂǀŝŽƌ ďŽǆ͘ Iƚ͛Ɛ ŝŵƉŽƌƚĂŶƚ ƚŽ ƵƐĞ ƚŚĞ ŵĞĚŝĂŶ ĂŶĚ ŶŽƚ ƚŚĞ ŵĞĂŶ ďĞĐĂƵƐĞ 

the former is a much more robust estimator of the common mode noise and is largely unaffected by 

neural firing. Finally, a threshold crossing algorithm in the form of a state-machine is used to detect spikes 

independently for each tetrode (Figure 2.5B-2.5D). A spike is defined as an event where the absolute value 

of the median-subtracted band-pass filtered signal exceeds a certain threshold. In our recordings, we use 

a threshold of 50µV which corresponds to about 7 times the median absolute deviation of the signal. After 

detecting a threshold crossing, we find the sample that corresponds to the local maximum of the event. 

This is defined as the maximum of the absolute value across all channels of the tetrode until the signal in 

all channels returns to baseline (20µV) for at least 8 consecutive samples. A 2ms (64 sample) snippet of 

the signal centered on the local maximum is then extracted from all channels. Therefore, each putative 

spike in a tetrode recording is characterized by the time of the local maximum and a 256 dimensional 

vector (64 samples x 4 channels, Figure 2.5D). 

Computational efficiency and data storage requirements 

Each 15 second block of each tetrode can be processed in parallel. However, since the number of 

spikes in any given 15 second block is not known in advance, the extracted spike snippets must be serially 

written to disk. Efficiently utilizing all the cores of the CPUs and simultaneously queuing disk read/write 

operations asynchronously is essential to keeping this step faster than real-time. For instance, a naïve 

Figure 2.5 (Continued): any channel of a tetrode then a spike is ͚detected͛. The spike is considered to 
have ͚ended͛ if all channels remain within 20 µV for 8 consecutive samples. C. Example 1 s long traces 
from a tetrode. The red lines mark the ±50µV spike detection threshold. D. 2 ms wide spike snippets 
(64 samples) extracted from data in C. Snippets from all 4 electrodes detected using the state machine 
of B are aligned to the peak of the spike waveform and concatenated to produce the 256 sample spike 

waveforms ࢞௜௝. 
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Figure 2.6: Different views of the set of raw spike waveforms ࢞௜௝. A and B. Two-dimensional projection 

of a set of 30,000 spike waveforms spanning 100 seconds. In panel A (B), for each spike waveform, the 
amplitude of the waveform on Channel 1 (3) is plotted against the amplitude of the waveform on 
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MATLAB implementation of this algorithm runs 2-3 times slower than real-time. We used our novel map-

reduce framework to efficiently implement this algorithm. In our storage server, the filtering/spike 

detection step runs 15 times faster than real-time. After extracting the spike snippets and the local field 

potentials (LFP ʹ the low frequency component of the raw voltage traces), the raw data can be deleted. 

This results in a 5-10x reduction in storage space requirements. To extract LFPs, we downsample the raw 

data 100-fold (from 30Khz to 300Hz) by two applications of a 4th order 5-fold decimating Chebychev filter 

followed by a single application of a 4th order 4-fold decimating Chebychev filter (Figure 2.5A).  

A typical week-long recording from the motor cortex of rats with 16 tetrodes results in over a 

billion putative spikes. While most putative spikes are low amplitude and probably inseparable from noise 

(Figure 2.6), the spike detection threshold cannot be substantially increased without losing many cleanly 

isolatable single units. Assigning these billion putative spikes to clusters corresponding to single units as 

these clusters move around in the 256 dimensional spike waveform space in a largely automated fashion  

using a speedy algorithm is critical to successfully using the full potential of continuous 24x7 neural 

recordings.  

Sample output of the spike identification step 

Figure 2.6 shows a small subset of spike waveforms recorded using a 16-tetrode array in the motor 

cortex of rats. Panels A and B show the 30,000 waveforms extracted from just 100 seconds of the raw 

data from a single tetrode. Note that while some clusters are relatively well separated from the rest, 

ŽƚŚĞƌƐ ĚŽŶ͛ƚ ƐĞĞŵ ƚŽ ďĞ͘ FƵƌƚŚĞƌŵŽƌĞ͕ ĚŝĨĨĞƌĞŶƚ ĐůƵƐƚĞƌƐ ĐĂŶ ŚĂǀĞ ǀĞƌǇ ĚŝĨĨĞƌĞŶƚ ĚĞŶƐŝƚŝĞƐ ǁŚŝĐŚ ƌĞƐƵůƚƐ 

from different neurons having very different firing rates. Figure 2.6B has an example of a very low density 

cluster. Panels C - F of Figure 2.6 shows 30 minutes of data from the same tetrode. Panel E shows the 

Figure 2.6 (Continued): Channel 2 (4). C-F. Scatter plot of spike amplitude over time for 50,000 spike 
waveforms spanning 30 minutes. Only every tenth spike is shown. The red boxes in A and B, and the 

red lines in C-F enclose a region encompassing േ ͷͲܸߤ.  
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same low firing rate unit mentioned above. Therefore, the challenge of spike-sorting is to develop an 

algorithm that takes the noisy data of Figure 2.6 and clusters it into distinct groups.  

Our solution for this problem takes as input the time-ordered sequence of all ܰ spike-time, spike-

waveform pairs from a tetrode ሼݐݏ௜ǡ ࢞௜ሽ௜ୀଵே ǡ ଵݐݏ ൑ ଶݐݏ ൑ ௜ݐݏ ڮ ൑  ே and produces a classification of aݐݏ 

subset of the spikes into a set of well isolated units. Each single unit is defined by a set of indices ൛ ௝݅ൟ௝ୀଵெ ǡ ͳ ൑  ௝݅ ൑ ܰ and is estimated to have emitted spikes at times ݐݏ௜భ ǥ ݐݏ௜ಾ Ǥ Spike sorting is done 

independently for each tetrode by first locally (in the temporal domain) clustering the spike waveforms 

to reduce the volume of data and to produce de-noised estimates of the spike waveforms. This is followed 

by sequence of steps to identify the same cluster over the entire dataset. Each step of the algorithm is 

detailed below. 

Local clustering and de-noising  

Overview of local clustering and de-noising 

This step of the algorithm converts the sequence of all spike waveforms ሼ࢞௜ሽ௜ୀଵே  from a tetrode to 

a sequence of averages of spike waveforms ሼ࢟௜ሽ௜ୀଵெ  with each averaging done over a set of approximately 

100 raw spike waveforms (ͳͲͲܯ ؆ ܰ) with very similar shapes that are highly likely to be from the same 

unit. The output of this step of the algorithm is a partitioning of the ܰ spike waveforms into ܯ groups. ࢟௜ ൌ  ଵே೔ σ ࢞௜ೕே೔௝ୀଵ , σ ௜ܰெ௜ୀଵ ൌ ܰ. Local clustering followed by averaging produces de-noised estimates of 

the spike waveform for each unit during each point in time. The goal in this step is not to reliably find all 

the spike waveforms associated with a single unit but to be reasonably certain that the waveforms being 

averaged over are similar enough to be from the same single unit. This results in a dataset of averaged 

spike waveforms that is about a hundred times smaller than the original dataset greatly aiding in speedily 

running the remaining half of the spike sorting algorithm and in visualizing the entire weeks-long dataset 

at once. 

Super-paramagnetic clustering 
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CůƵƐƚĞƌŝŶŐ ŝƐ ŝŶŚĞƌĞŶƚůǇ Ă ƐĐĂůĞ ĚĞƉĞŶĚĞŶƚ ƉƌŽďůĞŵ͕ ŝ͘Ğ͘ ƚŚĞ ͚ƌŝŐŚƚ͛ ŶƵŵďĞƌ of clusters in a given 

dataset depends on the scale being considered. At a very coarse scale, all points can be considered to be 

members of a single cluster and at a very fine scale each point belongs to its own cluster. A formal, 

mathematically precise way of characterizing this tradeoff is to think of clustering as lossy 

compression[85]. The amount of loss is defined as the amount of information lost by replacing each point 

ŝŶ Ă ĐůƵƐƚĞƌ ǁŝƚŚ ƚŚĞŝƌ ͚ĂǀĞƌĂŐĞ͛ ĂŶĚ ƚŚĞ compression comes from characterizing the entire dataset with 

just the cluster averages. One simple loss measure is the sum of squared distances between each point in 

a cluster and the cluster centroid, i.e. the within cluster variance. If each point is assigned its own unique 

cluster then the loss would be zero. Conversely, if all points were assigned the same cluster then the loss 

would simply be the variance of the entire set of points.  For intermediate amount of loss between these 

two extremes, the fewest number of clusters, i.e. the largest amount of compression, with at most that 

much loss, can, in principle, be computed. Conversely for a given number of clusters, one can, compute 

the clustering that results in the smallest amount of loss. 

We use the super-paramagnetic clustering (SPC) algorithm[82] in our spike sorting pipeline partly 

since it parametrizes the loss-compression tradeoff discussed above with ƚŚĞ ͚ƚĞŵƉĞƌĂƚƵƌĞ͛ parameter of 

the algorithms. At low temperatures, the algorithm assigns all points to a single cluster. As the 

temperature parameter is increased new clusters appear until, at very high temperatures, each point is 

assigned its own cluster. Units with large spike waveforms or very distinctive spike shapes appear at 

relatively low temperatures. However, other units often appear at relatively high temperatures and 

ĐůƵƐƚĞƌƐ Ăƚ ŚŝŐŚĞƌ ƚĞŵƉĞƌĂƚƵƌĞƐ ŽĨƚĞŶ ĚŽŶ͛ƚ ŝŶĐůƵĚĞ ƐƉŝŬĞƐ ŝŶ ƚŚĞ ƉĞƌŝƉŚĞƌǇ ŽĨ ƚŚĞ ĐůƵƐƚĞƌ͘ In existing uses 

ŽĨ ƚŚŝƐ ĂůŐŽƌŝƚŚŵ ĨŽƌ ƐƉŝŬĞ ƐŽƌƚŝŶŐ ƚŚĞ ͚ƌŝŐŚƚ͛ ƚĞŵƉĞƌĂƚƵƌĞ ĨŽƌ ĞĂĐŚ ĐůƵƐƚĞƌ ŝƐ ƐĞůĞĐƚĞĚ ŵĂŶƵĂůůǇ[76]. Often 

several clusters at a higher temperature need to be manually merged as they all correspond to the same 

single unit. 



42 
 

The SPC algorithm also requires a distance measure between pairs of points. In previous 

approaches to spike sorting, a small number of features (on the order of 10) are extracted from the full 

256 dimensional dataset (using a dimensionality reduction technique like PCA or by choosing the 10 most 

non-normal wavelet coefficients in a Haar wavelet decomposition of the spike waveform) and the 

Euclidean distance between points in this new feature space is used as the distance measure for 

clustering[76]. In our experience the number of coefficients that are necessary to adequately capture the 

distinction between similar but well isolated units varies substantially depending on the number of units 

being recorded on a tetrode and the signal-to-noise ratio of the recording. We find that simply using the 

Euclidean distance in the raw 256 dimensional space avoids this problem and is nonetheless not 

computationally prohibitive.  

Motivation for an iterative multi-scale local clustering algorithm 

Two considerations determine the size of temporal window used for each batch of local 

clustering. First, SPC requires computing distances between every pair of points, making the algorithm 

quadratic in the number of points being clustered in one batch. In a typical desktop-class PC, a window 

size of 10,000 spikes runs at a speed 8 times lower than real-time (1,000 spike batches on the other hand 

run somewhat faster than real-time). Second, gradual changes in the spike waveform of a unit, as 

measured at the electrode tip over time, results in the space occupied by points belonging to a single 

cluster to increase with the size of the temporal window, which in turn decreases the separation between 

clusters. Both these considerations favor clustering up to 1000 spikes at a time. 

However, different neuron types in many brain areas, including the motor cortex, have very 

different firing rates ʹ the highest firing rate units are often firing at more than a 100 times more 

frequently than the low firing rate units[86,87]. Therefore, a 1000 spike window might contain just a few 

or even no spikes from these units. To solve this problem, we developed a multi-resolution approach for 

this local clustering step. Our solution is to identify clusters corresponding to units with high firing rates, 
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Figure 2.7: Algorithm for local clustering and de-noising. A. The raw spike waveforms  ሼ࢞௜ሽ are locally 
clustered and split into low- and high-density clusters (details in panels B and C). The spikes from low-
density clusters are further split into two streams in the same manner 3 more times. The centroid of 

high density clusters from all 4 stages are pooled together to form the output ൛࢟௝ൟ. B. Local clustering 

of each 1000 spike block. Super-paramagnetic clustering generates a cluster tree (ii) from the spike 
waveforms (i), the leaves of which are recursively merged (iii and iv) to generate a clustering of the 
1000 points (v). The dotted blue lines show which leaves of the tree in (ii) are merged to produce the 
tree in (iii). The nodes marked red in (ii) correspond to ͚distinct clusters͛, i.e. clusters that are very 
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remove them from the dataset, re-cluster the remaining spikes, and repeat this process iteratively (Figure 

2.7). 

Details of the local clustering and de-noising step 

Step-by-step details of the algorithm for multi-resolution local clustering is described below and 

a schematic of the whole process is presented in Figure 2.7. 

1. The set of all spike waveforms is partitioned into blocks of 1000 consecutive points. Therefore, the 

first block contains points ሼ࢞ଵǡ ǥ ǡ ࢞ଵ଴଴଴ሽ, the second block contains ሼ࢞ଵ଴଴ଵǡ ǥ ǡ ࢞ଶ଴଴଴ሽ and so on. 

2. An SPC cluster tree is generated for each block independently. This is computed by first clustering the 

set of 1000 points at a range of temperatures ௜ܶ ൌ ͲǤͲͳ݅ǡ Ͳ ൑ ݅ ൑ ͳͷ. This process assign a cluster 

label to each point at each temperature. This matrix of cluster labels is then converted to a tree where 

each node in the tree corresponds to a cluster at some temperature, i.e. a subset of the 1000 points. 

The root node of the tree (depth 0) corresponds to a single cluster containing all 1000 points. The 

children of the root node (depth 1 nodes) correspond to a partition of the set of 1000 points based 

on the cluster labels at temperature 0.01. For each node in depth 1, the children of that node (depth 

2 nodes) correspond to a partition of the points associated with that node based on the cluster labels 

of those points at temperature 0.02. This is repeated for all temperatures to construct the full tree 

with depth equal to the number of temperature increments. 

3. Each cluster tree is collapsed into a partition (a clustering) of the set of 1000 points (Figure 2.7B). The 

simplest technique for getting a partition from an SPC cluster tree is to use all the nodes at a fixed 

Figure 2.7 (Continued): different from the parent nodes. The leaves of (iii) are similarly merged to 
produce the tree in (iv). The colored leaves correspond to high-density clusters, i.e. clusters with more 
than 15 points and the black leaves correspond to low-density clusters. C. Schematic illustrating 
splitting of spikes into low-density and high-density clusters. The set of input spike waveforms ሼ࢞௜௡ሽ is 
split into blocks of 1000 spikes (3 blocks shown in the figure) with each block split into low (colored 
black) and high density clusters (colored blue and red) using the procedure shown in panel B. The 

spikes from the low density clusters are pooled together to form ൛࢞௜௡ାଵൟ. The centroid of the high 

density clusters form ሼ࢟௜௡ሽ. D. Number of spike waveforms in a 30 minute period from one tetrode in 
various stages of the local clustering and de-noising algorithm. 
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depth, i.e. clustering at a fixed temperature. In practice, this approach suffers from major drawbacks. 

The lowest temperature at which a cluster first separates from its neighbors varies from unit-to-unit 

and depends on the signal-to-noise ratio of the spike waveform, how distinct the spike waveform of 

that unit is, etc. Also, when units appear at relatively high temperatures, the clusters corresponding 

ƚŽ ƐŝŶŐůĞ ƵŶŝƚƐ Ăƚ ƚŚŽƐĞ ƚĞŵƉĞƌĂƚƵƌĞƐ ĚŽŶ͛ƚ include many spikes at the periphery of those clusters.  

Therefore, instead of using a single temperature we recursively merge leaves of the cluster tree based 

on the loss-compression tradeoff discussed above to generate a partition. This is done by recursively 

collapsing the cluster tree one level at a time. Specifically, 

a. For each leaf node in the cluster tree, the similarity between the leaf node and its parent is 

first calculated. Let ܮ ൌ ሼ݅ଵǡ ǥ ǡ ݅ேሽ be the leaf node which is specified by the indices of the 

subset of the 1000 points belonging that node. Similarly, let ܲ ൌ ሼ݆ଵǡ ǥ ǡ ݆ெሽ be the parent of 

the leaf node. Note that ك ܮ ܲ. Let ࢒ ൌ  ଵே σ ࢞௜ೖே௞ୀଵ  be the average spike waveform of the leaf 

node and ࢖ be the average spike waveform of its parent. Let ݀௅ ൌ  σ ȁȁ࢞࢑࢏ െ ȁȁே௞ୀଵ࢒   be the 

total distance of points in the leaf node from their average and ݀ ௉ ൌ  σ ȁȁ࢞࢑࢏ െ ȁȁே௞ୀଵ࢖   be the 

distance from the parent node. The difference ݀௉ െ  ݀௅ ൌ  ܽ௅ measures how well the parent 

node approximates the leaf node, i.e. how much additional loss in incurred in approximating 

the points in the leaf node with the cluster corresponding to the parent node. 

b. Let ܮ ൌ  ሼܮ௜ሽ be the set of all N leaf nodes sharing the same parent node ܲ.  The set of leaf 

nodes that are poorly approximated by their parent (the well-isolated nodes ܫ) are considered 

distinct clusters. ܫ ك ௜ܮ where ,ܮ א  if ܽ௅೔ ܫ ൐ ܽ. This encodes the intuition that if a cluster at 

a given temperature splits into multiple sub-clusters at the next higher temperature that are 

however each quite similar to the parent cluster then treating each of these sub-clusters as 

distinct clusters is inappropriate. The parameter ܽ provides an intuitive tradeoff between 

missing distinct clusters that appear at high temperatures and classifying spikes in the 
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periphery of a single cluster into multiple distinct clusters. Let ܯ be the number of elements 

in ܫ. If any of the remaining ܰ െ  nodes are well approximated by one of the well-isolated ܯ

nodes then they are merged together. For ܮ௜ א  ூא ǡ if min௅ೕܫȀܮ ݀௅ೕ െ  ݀௅೔ ൏ ܽ, i.e. if node ܮ௝ 

approximates node ܮ௜ well then they are merged. Merging a set of nodes corresponds to 

creating a node containing all the points from each of the nodes being merged. This yields a 

set of augmented well-isolated nodes. Any remaining nodes, i.e. non-well-isolated nodes that 

are also not well-approximated by any of the well isolated nodes are merged with each other. 

Therefore, this step results in converting the set of N leaf nodes sharing a parent into a set of ܯor ܯ ൅ ͳ nodes formed by merging some of them together. 

c. A depth ܦ tree is converted into a depth ܦ െ ͳ tree by replacing all the leaf nodes and their 

parents with the merged nodes derived in the previous step.  

d. Step a ʹ c are repeated recursively until the tree is of depth 1. The leaf nodes of this tree 

which are typically vastly fewer in number than the total number of leaf nodes of the original 

tree correspond to a partition of the set of 1000 points of each block. 

4. The centroid of each cluster from the previous step containing at least 15 points contributes one 

element to the output of the local clustering step, the set of averaged spike waveforms ሼ࢟௜ሽ (Figure 

2.7C). In our sample motor cortex dataset, clusters with at least 15 spikes in a 1000 spike window 

corresponds to firing rate of 5 Hz or greater. The points belonging to the remaining clusters, i.e. ones 

with fewer than 15 points, are all pooled together, ordered by their spike time and become the 

new ሼ࢞௜ሽ. The number of spikes in this new subset is approximately 10% of the original. Steps 1-4 are 

used to locally cluster this new subset of spikes and produce a second set of averaged spike 

waveforms ሼ࢟௜ሽ. This process of re-clustering the low-density clusters is repeated two more times. 

The averaged spike waveforms from all four scales are then grouped together to form the full 

set ሼ࢟௜ሽ௜ୀଵெ  and ordered by the median spike time of set of spikes that were averaged to generate 
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each ࢟௜.  This process results in an assignment of over 98% of the original set of ܰspikes to a cluster 

with at least 15 spikes in one of the 4 scales. The firing rate of units in clusters with at least 15 spikes 

at the fourth scale is about 0.01Hz in the sample dataset. 

Sample output of the local clustering and de-noising step 

Figure 2.8 shows the output of this step of the algorithm on the sample dataset shown in Figure 2.6. 

Compared to Figure 2.6 the data is much less noisy and the clusters are much more compact. Furthermore, 

the volume of data has been massively reduced (Figure 2.7D). The original set of 500,000 spikes spanning 

30 minutes is reduced to 10,000 average spike waveforms at the end of this step.  

Automated sorting and tracking of de-noised spike waveforms 

This step takes the sequence of averaged spike waveforms ሼ࢟௜ሽ௜ୀଵெ  computed in the previous step 

and generates an automatic spike sorting, i.e. identification of subsets of ሼ࢟௜ሽ that correspond to the same 

single unit. Loosely, a subset of ሼ࢟௜ሽ is considered to be the same single unit if distances between ࢟௜ and ࢟௜ାଵ are sufficiently small for the entire subset. As in the previous step, the set ሼ࢟௜ሽ௜ୀଵெ  is first partitioned 

into blocks of 1000 consecutive points and an SPC cluster tree is independently computed for each block, 

this time for the temperature range ௜ܶ ൌ ͲǤͲͳ݅ǡ Ͳ ൑ ݅ ൑ ͳͲ. Then, we use a binary linear programming 

algorithm inspired by a computer vision problem called segmentation fusion to identify the nodes in each 

cluster tree that correspond to the same single unit. 

Motivation for the use of binary linear programming to track units over time 

Tracking multiple single units over time from a sequence of cluster trees requires first selecting a 

subset of the nodes of each cluster tree that correspond to distinct units, followed by matching nodes 

from adjacent clusters trees that correspond to the same unit. Doing these steps manually is infeasible 

because of the volume of the data. In our sample motor-cortex dataset, the local-clustering step results 

in a total of 10 million averaged spikes from the original set of 100 billion spikes. This produces a set of 

10,000 cluster trees making manual tracking impossibly labor intensive. In attempting to devise an 
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Figure 2.8: The set of 9643 averaged spike waveforms ൛࢟௝ൟ that form the output of the local clustering 

step (Figure 2.7) for the same 30 minute long dataset in Figure 2.6 plotted in the same manner. The 
red dots in panels A and B highlights the subset of the 9643 points corresponding to the output 
resulting from the 100 second long 10,000 spike dataset show in Figure 2.6A and 2.6B. 
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automated algorithm for tracking single units over time, we discovered the segmentation fusion 

algorithm, a proposed solution to a mathematically analogous problem in the field of connectomics. 

Segmentation fusion was invented to solve the problem of reconstructing the full 3D structure of 

the axons, dendrites and soma present in a volume of neuropil from a stack of 2D electron microscopy 

sections[83,84]. A cluster tree is analogous to a multi-resolution segmentation of the 2D image. Then 

identifying nodes across cluster trees that correspond to the same single unit is analogous to identifying 

the same segment across 2D sections as a neurite courses through the neuropil.  

Before describing the details of the linear program, simpler approaches that were tried but failed 

to yield satisfactory results are discussed. The simplest approach is a greedy algorithm that starts with a 

seed cluster. A cluster corresponding to a well isolated unit from the first cluster tree is initially manually 

ŝĚĞŶƚŝĨŝĞĚ͘ TŚĞŶ ƚŚĞ ĐůƵƐƚĞƌ ͚ŵŽƐƚ ƐŝŵŝůĂƌ͛ ƚŽ ƚŚŝƐ ƐĞĞĚ ĐůƵƐƚĞƌ ŝŶ ƚŚĞ ŶĞǆƚ ĐůƵƐƚĞƌ ƚƌĞĞ ŝƐ ŝĚĞŶƚŝĨŝĞĚ͘ TŚĞŶ 

this newly identified cluster is used as the seed cluster to find the most similar cluster in the next cluster 

tree. This process is repeated throughout the entire dataset (or until the most similar cluster is 

nonetheless sufficiently different) and yields a sequence of nodes, one per cluster tree, that ought to 

correspond to the same single unit as the manually chosen seed cluster. However this algorithm fails in a 

number of ways. First, a simple similarity measure like the Euclidean distance between centroids of the 

two clusters fails to ƐĞůĞĐƚ ƚŚĞ ͚ƌŝŐŚƚ ƚĞŵƉĞƌĂƚƵƌĞ͛͘ IŶ ŐĞŶĞƌĂů͕ ƚŚĞ ƌŝŐŚƚ ƚĞŵƉĞƌĂƚƵƌĞ ĨŽƌ Ă ŐŝǀĞŶ ĐůƵƐƚĞƌ ŝƐ 

the lowest temperature at which the cluster first appears. This deficiency can be largely eliminated by 

incorporating the temperature in the similarity measure as well. The more serious problem with the 

greedy approach is its lack of robustness. If an incorrect cluster is chosen at some step, perhaps because 

the data was particularly noisy during that time period, then all subsequent clusters in the sequence will 

also be incorrect. 

A typical solution to the deficiencies of a greedy algorithm is to use dynamic programming. This is 

an optimization algorithm that takes into account the entire sequence of nodes rather than just the next 
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node as in the greedy algorithm. Specifically, the algorithm picks the sequence of nodes amongst all 

Figures 2.9: Algorithm for linking cluster trees to track single units over time. A. The output of the 
previous step (averaged spikes waveforms ʹ see Figures 2.7 and 2.8)  is split into a sequence of 1000 
spike blocks and converted into a sequence of cluster trees (5 trees shown in the figure). A subset of 
all possible links between adjacent cluster trees is chosen by maximizing the total similarity between 
linked nodes subject to the constraints depicted in panels B, C, and D. The subset of chosen nodes and 
links are highlighted in color. Three sets of nodes connected by links, one in red and two in green, are 
shown. The two green chains are merged to produce a final sorting containing two units (red and 
green). B. The constraint shown ensures that none of the 4 incoming links (ܮଵ െ  ସ) are chosen if theܮ
node marked ܥ is not chosen. It also ensures that if ܥ is chosen, at most one of the incoming links are 
chosen. C. Same as B but for outgoing links. D. These constraints ensure that if a node is chosen then 
none of its parents or child nodes are. 
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possible sequences that maximizes the sum of the similarity between adjacent nodes in the sequence. 

Despite the space of all possible sequences being extremely large, a computationally efficient algorithm 

for computing the optimal sequence exists. While this approach works quite well in a polytrode with just 

a single well isolated unit, it fails when multiple units are present since the algorithm only picks one node 

per cluster tree. 

Overview of the binary linear programing algorithm 

Using binary linear programming solves all these problem. At a high level, the algorithm finds a 

set of sequences of nodes from the sequence of cluster trees. Each sequence of nodes corresponds to a 

well isolated single unit. This is done by first enumerating all the nodes in all the cluster trees and all 

possible links between nodes in adjacent cluster trees. Then a constrained optimization problem is solved 

to find a subset of nodes and links that maximize a score that depends on the similarity between nodes 

ƌĞƉƌĞƐĞŶƚĞĚ ďǇ Ă ůŝŶŬ ĂŶĚ ƚŚĞ ͚ƋƵĂůŝƚǇ͛ ŽĨ Ă ŶŽĚĞ͘ TŚŝƐ ŵĂǆŝŵŝǌĂƚŝŽŶ ŝƐ ĐŽŶƐƚƌĂŝŶĞĚ ƚŽ ĚŝƐĂůůŽǁ ĂƐƐŝŐŶŝŶŐ 

the same node to multiple single units and to ensure that if a link is selected in the final solution then so 

are the nodes on each side of the link.  

Details of the binary linear programming algorithm 

Each step of the binary linear programming algorithm is detailed below. 

1. The sequence of cluster trees is grouped into blocks of 10 consecutive trees with an overlap of 5 

cluster trees. Solving the binary linear program for blocks of larger than 10 trees is too 

computationally prohibitive. 

2. The segmentation fusion algorithm is run independently for each block of 10 cluster trees (Figure 2.9). 

Let ቄ൛ܥ௝௜ൟ௝ ୀ ଵே೔ ቅ௜ ୀ ଵଵ଴
 be the set of binary indicator variables representing all nodes in all 10 cluster trees 

where the cluster tree indexed by ݅ contains a total of ௜ܰ  nodes. The total number of nodes ܰ ൌ
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 σ ௜ܰଵ଴௜ୀଵ . Let ቄ൛ܮ௝௞௜ ൟ௝ǡ௞ ୀ ଵǡଵே೔ǡே೔శభǡ ቅ௜ ୀ ଵଽ
 be the variables representing the set of all links between adjacent 

cluster trees. Link ܮ௝௞௜  connects clusters ܥ௝௜  and ܥ௞௜ାଵ. The total number of links ܯ ൌ  σ ௜ܰ ௜ܰାଵଽ௜ୀଵ . 

Solving the linear program requires choosing a ሼͲǡͳሽ value for each of the ܰ ൅  binary variables that ܯ

maximizes the objective function σ ௝௜௜௝ܥ ௝௜ߠ ൅  σ ௝௞௜௜௝௞ܮ ൫ߠ௝௞௜ െ ͲǤͲʹ൯ . The objective function is a 

weighted linear sum of all the binary variables where the cluster weights ߠ௝௜ ƌĞƉƌĞƐĞŶƚ ƚŚĞ ͚ƋƵĂůŝƚǇ͛ ŽĨ 

the cluster and the link weights ߠ௝௞௜  represent the similarity of the clusters joined by the link. The link 

weights are numbers in the range ሺͲǡͳሻ. The threshold of 0.02 serves to give negative weight to links 

between sufficiently dissimilar clusters, effectively constraining the value of the variables 

representing those links to 0. This objective function is to be optimized subject to three sets of 

constraints. The firstǡ σ ௝௞௜௞ܮ  ൑ ௝௜ܥ ௝௜ǡ enforces the constraint that if the node variableܥ   is assigned a 

value of 1 then out of all the outgoing links from the node ൛ ܮ௝௞௜ ൟ௞ୀଵே೔శభ
, at most one is chosen (Figures 

2.9C). Similarly, the second set of constraints ǡ σ ௝௞௜௝ܮ  ൑  ௞௜ାଵǡ enforces the requirement that at mostܥ 

one incoming link to a node is chosen (Figure 2.9B). The third set of constraints enforces the 

requirement that for each of the 1000 points in a cluster tree at most one of the nodes containing 

that point is chosen (Figure 2.9D).  This translates to inequalities σ ூೕ א ௞௜௞ܥ ൑ ͳ where the set of 

indices ܫ௝ represents nodes in the path from the root of cluster tree ݅  to the ݆ ௧௛ leaf node of the cluster 

tree. Therefore, the total number of constraints of this type for each cluster tree is the number of leaf 

nodes in that cluster tree. The link weight ߠ௝௞௜  is the Euclidean distance between the average spike 

waveform of clusters ܥ௝௜  and ܥ௞௜ାଵ non-linearly scaled by a sigmoid function to fall in the range ሺͲǡͳሻ. 

If ݀ is the distance then ߠ ൌ ௔ଵା௔ ǡ a ൌ ex� ቀିሺௗି௞ሻ௦ ቁ ǡ s ൌ  ͲǤͲͲͷǡ k ൌ ͲǤͲ͵. The parameter ݏ controls 

the steepness of the sigmoid and the parameter ݇ sets the distance ݀ at which ߠ ൌ ͲǤͷ. The cluster 

weight ߠ௝௜ gives preference to clean well-isolated clusters, i.e. clusters that appear at low 
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temperatures and retain most of their points across a large temperature range. Let ܰሺ଴ሻ be the 

number of points in the cluster corresponding to ܥ௝௜. Let ܥ௞௜  be the largest cluster amongst the child 

nodes of ܥ௝௜ and let ܰሺଵሻ be the number of points in ܥ௞௜ . Similarly let ܰሺଶሻ be the number of points in 

the largest cluster among the child nodes of ܥ௞௜ . Given the sequence of cluster sizes ܰ ሺ଴ሻǡ ܰሺଵሻǡ ǥ ǡ ܰሺ௔ሻ 

where ܰሺ௔ሻ is the number of points in a leaf node of cluster tree, ߠ௝௜ is defined 

as ܰሺ଴ሻ ൫ܰሺ଴ሻ ൅ ڮ ൅ ܰሺ௔ሻ൯ൗ . This measure of cluster quality penalizes clusters that split into smaller 

clusters at higher temperatures and clusters that only appear at high temperatures. 

3. The results of the previous step, i.e. the subset of the M links of each block that maximizes the 

objective function, are finally combined to produce a sorting that tracks single units over long time 

periods despite gradually changing waveforms. Links that are part of two instances of the 

segmentation fusion procedure due to the overlap mentioned in step 1 are only included in the final 

solution if both linear programs include them. The set of links chosen by the segmentation fusion 

algorithm are chained together to get long chains of clusters. For instance if links  ܮ௝௞௜ ǡ ௞௟௜ାଵǡܮ   ௟௠௜ାଶ areܮ 

assigned values of 1 in the solution to the segmentation fusion linear program then all points in 

clusters ܥ௝௜ǡ ௞௜ାଵǡܥ ௝௟௜ାଶǡܥ  ௠௜ାଷ belong to the same chain and hence the same single unit. Each point thatܥ

does not belong to any chain is assigned to the chain containing points most similar to it (as measured 

using the sigmoidal distance of step 2) as long as the similarity ߠ ൐ ͲǤͲʹ (again the same threshold as 

used in step 2). 

Merging the chain of nodes and links identified by the binary linear programming algorithm 

Often, spike waveforms have multiple equal amplitude local extrema. Since the waveforms are 

aligned to the local extrema with the largest amplitude during the spike identification phase, different 

waveforms from the same unit can be aligned to different features of the waveform. This results in 

multiple chains for the same single unit since the Euclidean distance between waveforms aligned to 
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Figure 2.10: The same data as in Figure 2.8 but now color coded based on the output of the automated 
sorting step (Figure 2.9) that uses integer linear programming to link clusters into long chains.  
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different features is very large. This is remedied by merging chains that contain spikes from the same 

recording interval if the translation-invariant distance between the spike waveforms of the chains is 

sufficiently low in the overlap region. The translation invariant distance is computed by first calculating 

the distance between a pair of spike waveforms for a range of relative shifts between the pair and then 

taking the minimum of this set of distances. Overlapping chains with the smallest translation-invariant 

distance are first merged. This is done recursively until either no overlap between chains remains or 

overlapping chains have distinct spike waveforms and hence correspond to different simultaneously 

recorded single units. 

Sample output of the automated sorting and tracking step 

The output of this step of the algorithm on our sample 30 second dataset is shown in Figure 2.10. 

Because of the local clustering and de-noising step, the clusters are relatively far apart and hence can 

easily be separated from each other. Also, note that the cluster chaining algorithm successfully tracks the 

many simultaneously recorded units on this tetrode despite changing spike waveforms. 

Visualization and manual verification 

Visualizing the raw input data, intermediate results, and the final output of the spike-sorting 

algorithm described above is critical for verifying the quality of the results and understanding the tradeoffs 

encoded by the various parameters of the algorithm. However, the enormity of the dataset even for just 

a single tetrode makes this an exceedingly challenging problem. Existing data visualization libraries in a 

variety of programming environments like MATLAB, .NET or Python are simply incapable of doing this 

even in a reasonably powerful workstation. Therefore, we developed a GPU accelerated high-

performance graphics engine and a suite of interactive data visualization tools on top of it to make this 

feasible. These include a GUI for visualizing spike amplitudes recorded in a tetrode over time as a 

scatterplot with the ability to interactively select a subset of the spikes to view their full waveforms (Figure 
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Figure 2.11: Interactive GUI to view spike waveforms. A. Spike feature viewer. Displays a 1-dimensional 
projection (here amplitude on channel 3 is shown) of spike waveforms over time. This snapshot shows 
300,000 spikes over 18 hours.  B. Spike waveform viewer. Displays the full spike waveform in all 
channels of a tetrode for subsets of spikes interactively selected from panel A. Both interfaces support 
real-time zooming, panning and interaction. Subsets of points (and waveforms) can be colored (here 
coloring is based on the output of the automated sorting pipeline). 

A 

B 



57 
 

2.11). This GUI can be used to view the raw spike data (the output of the spike identification step) to get 

a quick estimate of the number of units, their typical shapes, and how stable the shape is over time. Also, 

it allows interactively computing an SPC cluster tree on selected subsets of spikes. This can be used to 

experiment with parameters of the SPC algorithm like the temperature range and the distance function. 

This GUI can also be used to view the final output of the spike sorting pipeline. In this mode, the GUI 

displays the amplitudes of average spike waveforms from the output of the local clustering and de-noising 

step over time. The entire dataset for a single tetrode containing over a million spike waveforms can be 

interactively viewed at once. All points belonging to the same single unit are colored the same. This view 

allows manually checking the quality of the clustering. A second GUI was developed to view the output of 

SPC clustering (Figure 2.12). In this interface, a sequence of trees with each node represented by a 

crosshair shaped marker is used to visualize the results of the clustering step with the ability to 

interactively view the full spike waveforms of all the spikes in any node of a cluster tree. The graphical 

attributes of the markers representing each node is used to encode various properties of a cluster like the 

Figure 2.12: Interactive GUI to view cluster trees. This snapshot shows a sequence of 6 cluster trees. 
Each node of each tree is represented by a cross-hair. The width, height, position and color of the 
crosshairs encodes various features of the cluster represented by each node. 
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temperature (x-position), the amplitude of the spike waveform (y-position), which of the 4 electrodes of 

a tetrode has the largest amplitude (color), the stability of the cluster (vertical size of the marker), and the 

number of spikes in a cluster (the horizontal size of the marker). 

System Validation 

The primary goal in developing the spike sorting pipeline described above was to eliminate as 

much of the manual steps as possible and to ensure that the automated algorithm is faster than real time 

and easily scalable to high channel-count electrode arrays in a large number of animals in a cost effective 

manner. We intended to solve the unique difficulties in spike sorting that arises specifically in the setting 

of continuous weeks-long recordings in awake animals rather than improving the state-of-the-art for short 

duration recordings. We wanted the algorithm to be able to track large amplitude units continuously for 

many days, despite substantial changes in their waveform during this period, completely automatically. 

For units with lower amplitudes and hence lower SNR the goal was to reduce the number of manual 

corrections necessary to a manageable number (approximately 1 day of manual work for a month of 

recordings). Since spike sorting is still a relatively subjective process, and since formal evaluation of the 

quality of spike sorting is very difficult (for reasons mentioned below), we focused on developing graphical 

tools to rapidly and interactively view the results of the sorting rather than devising more formal measures 

of sorting quality.  

 The ground truth in extracellular neural recordings, i.e. a grouping of putative spikes as identified 

by an amplitude threshold into clusters corresponding to single units, is usually unknown. Comparing 

different spike sorting methods is therefore subjective, and most labs rely heavily on the intuition of the 

researcher to make such comparisons. The most reliable way to get the ground truth is to perform 

simultaneous intra-cellular and extra-cellular recordings and use the ground truth from intra-cellular 

recordings to evaluate the performance of spike sorting from signals recorded by the extracellular 
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electrodes. However, intra-cellular recordings in-vivo is technically very difficult and hence very few such 

datasets exists[74,78]. Furthermore, current technology does not permit lengthy intra-cellular recordings 

ʹ typical experiments record for less than an hour ʹ and hence does not give a ground truth dataset for 

weeks-long recordings. Another approach towards getting approximate ground truth is to use polytrodes, 

i.e. bundles of electrodes that are very close to each other such that they all sample electrical activity from 

the same set of neurons. Occasionally, the spike amplitude of a unit as recorded in one electrode of the 

Figure 2.13:  An example unit recorded for 4.4 hours with substantial but gradual changes in the spike 
waveform. A. Each point represents an average of 100 consecutive spike waveforms. The x-coordinate 
is time and the y-coordinate is the amplitude of the waveform on channel 3 aligned to the trough in 
the waveform. As before the red lines mark ±50µV. B. 25 consecutive spike waveforms from 5 time 
periods as indicated by the color coded vertical lines in panel A.  
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bundle can be extremely large and easily separable from noise and other units by a simple amplitude 

based discriminator. This can then be used as the ground truth to evaluate the performance of spike 

sorting based on the remaining electrodes in the polytrode. This however requires, just the right set of 

circumstances and is dependent entirely on chance. A third technique for comparison of spike sorting 

methods is to generate synthetic datasets where the ground truth is exactly known[76]. This requires 

accurately modeling the statistical properties of real neural recordings. Given that we lack a detailed 

Figure 2.14: Similar to Figure 2.13. Depicts a large amplitude unit tracked for 40 hours. 
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understanding of the physical processes that result in changing spike waveforms in long-term recordings 

from behaving animals, this approach is also problematic. 

 Here, we show examples of the result of our spike sorting algorithm, on real data recorded from 

the motor cortex of rats (Figures 2.13, 2.14 and 2.15). The parameters of the algorithm were not 

separately fine-tuned for different tetrodes/animals/brain areas and hence our results could probably be 

improved upon. In the next chapter of this thesis we show that the activity of these neurons in relation to 

behavior remains remarkably stable over the time course of days and weeks providing yet another 

validation of our system. 

 The first example shown in Figure 2.13 shows a neuron whose spike waveform radically changes 

over the course of just 4 hours. At the beginning of the period depicted in Figures 2.13, the unit produces 

a waveform with three local extrema, two maxima separated by a minimum (green waveform in Figure 

2.13). The entire waveform lies above the y-axis. Over the next few hours, perhaps due to relative motion 

between the measuring tetrode and this cell, the local minimum in the feature becomes increasingly less 

positive and eventually becomes highly negative ending up with a spike shape that looks much more like 

the typical unit. During this period of transition, the local extrema that is farthest away from the baseline 

changes. The chain merging step (sub-ƐƚĞƉ ϰ ŽĨ ƚŚĞ ͚Automated sorting and tracking of de-noised spike 

ǁĂǀĞĨŽƌŵƐ͛ step of the algorithm) then merges the differently aligned spike waveforms into one. 

 The second example shown in Figure 2.14 is much more common than the first example. Here 

too, the amplitude of the spike waveform changes from 200µV to 900µV over the course of 30 hours. In 

this example, however, the spike shape mostly transforms by scaling to different amplitudes. When the 

spike amplitude is large (> 500µV) the changes in the spike amplitude are also very large and quite rapid. 

We found this to be true of almost every single unit with a large amplitude. 
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Figure 2.15: Depicts a 25 day section of a unit recorded for 41 days. A. Firing rate of the continuously 
recorded unit. The regularly spaced peaks in the firing rate correspond to two hour-long training 
sessions each day. B and C. Similar to Figures 2.13 and 2.14. Spike amplitude systematically decreases 
during the high firing rate mode corresponding to training sessions. Also spike waveform gradually 
narrows over days. A and B have the same timescale and span a total of 25 days. There is a short 
disruption in the recording at day 20. 
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 The third example shows a 25 days section of a unit recorded for 41 days. This unit was recorded 

almost without interruption for the full 25 days. The spike waveform of this unit changed in a very peculiar 

manner and this phenomenon was not seen in any other unit. Our automated algorithm only required a 

few manual corrections (less than 5 minutes of manual work to visually browse through the entire dataset 

and merge chains that were erroneously split) to track this unit despite the radical changes in the 

waveform. The spike shape of this unit started out relatively broad and gradually became very narrow 

over time.  

Discussion 

Summary of the system for continuous long-term neural recordings 

 Successful deployment of a largely automated system for weeks-to-months-long continuous 24x7 

neural recordings with high channel-count electrode arrays from behaving animals poses numerous 

engineering challenges. These include, creating a home-cage based automated training system, 

preventing animals from destroying the cable connecting the headstage to the data acquisition system 

and storing/processing the voluminous amounts of raw neural data that gets collected. Furthermore, to 

scale this system to dozens or hundreds of animals requires designing low-cost hardware and speedy 

software. The most challenging step however is automating the laborious and subjective spike sorting 

process despite the presence of large gradual changes in already noisy spike waveforms. Ideally, all the 

steps between implanting an electrode array and receiving a set of sorted single units and LFPs temporally 

aligned to high dimensional behavioral data would be completely hands off. While spike sorting still 

requires some amount of manual verification and correction, our end-to-end system substantially reduces 

the effort involved in making it feasible for a single researcher to manage the acquisition of neural and 

behavioral data from dozens of animals simultaneously. 
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 In the previous chapter we described and characterized a general purpose system for training 

dozens of animals in their home cages with minimal human involvement. Here, we described an 

engineering solution for enabling continuous tethering of rodents for weeks that can be added to any 

home-cage (Figures 2.1). Using a system of linear slides, pulleys and counterweights our design allows 

recording neural data from behaving rats without interruption for weeks. Once wireless power 

transmission technologies become more mature, we anticipate a wireless telemetry system having 

several advantages over ours ʹ particularly the ability to record in much larger environments than a cage. 

However, power requirements increase linearly with the number of channels simultaneously recorded 

anĚ ǁŝƚŚ ƚŚĞ ĂĚĚŝƚŝŽŶ ŽĨ ĂĐĐĞƐƐŽƌǇ ĚĞǀŝĐĞƐ ŽŶ ƚŚĞ ƌĂƚ͛Ɛ ŚĞĂĚ ůŝŬĞ Ă ŵŝŶŝĂƚƵƌĞ ĐĂŵĞƌĂ ĂŶĚ ƐŽ ǁĞ ƚŚŝŶŬ ǁŝƌĞĚ 

neural recordings will remain an attractive option for some time. We also showed that continuous 24x7 

tethering did not adversely impact the performance of animals in at least some tasks. 

Continuously recording 64 channels of data sampled at 30 kHz requires 0.5 TB of storage per 

animal per day. We developed an ultra-low-cost storage solution with a price that is dominated by the 

spinning hard disks in the storage server (Figure 2.2). It is nonetheless highly reliable and provides very 

high bandwidth access to the data. This proved critical for exploratory data analysis which is often not 

very CPU intensive and hence IO limited. Furthermore, we parallelized virtually all steps of the standard 

neural data processing pipeline like filtering, spike detection, and clustering, and developed a new 

distributed computing framework to maximally use all available CPU and IO resources (Figures 2.3). 

Since continuous recording for even just a week results in over 1 billion putative spikes and since 

the shape of spike waveforms from single units change dramatically over hours and days, existing spike 

sorting software was incapable of parsing this dataset. Even just the simple problem of filtering and 

detecting spikes based on amplitude thresholds requires carefully parallelizing the work load for faster 

than real-time performance. To make sorting the identified spikes computationally tractable we used a 

strategy of first dividing the full weeks-long dataset into many blocks of smaller subsets of the data, 
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followed by independently clustering each block, and finally by identifying the same unit across blocks. 

Choosing the set of parameters for clustering and identifying the same cluster over time in an ad hoc 

manner proved not to be generalizable. A clustering algorithm that is commonly used in spike-sorting, 

super-ƉĂƌĂŵĂŐŶĞƚŝĐ ĐůƵƐƚĞƌŝŶŐ͕ Ăƚ Ă ŵŝŶŝŵƵŵ ƌĞƋƵŝƌĞƐ ƉŝĐŬŝŶŐ ƚŚĞ ͚ƌŝŐŚƚ ƚĞŵƉĞƌĂƚƵƌĞ͛ ĨŽƌ Ă ĐůƵƐƚĞƌ ĂŶĚ 

often requires merging several clusters. Simple heuristics for automating this manual process did not 

generalize even for the same tetrode at different time points since the number of separable single units 

in a tetrode, their waveform, and the background noise characteristics varied substantially over time. 

Furthermore, successfully sorting low firing rate units from high firing rate ones also proved challenging. 

Therefore we developed a novel multi-stage algorithm combining several passes of super-

paramagnetic clustering followed by integer linear programming that is able to automatically produce a 

sorting of the full dataset (Figures 2.7 and 2.9). We intentionally set the parameters of the algorithm to 

err on the side of splitting one cluster over merging distinct ones which leaves the option of manually 

merging split clusters later. Since the correctness of spike sorting is often subjectively determined, we 

found it crucial to be able to rapidly visualize large amounts of raw data. To this end, we developed a high 

performance graphics engine for plotting millions of points and tens of thousands of spike waveforms 

interactively (Figures 2.11 and 2.12). This was indispensable in developing the spike sorting pipeline and 

in verifying and occasionally manually altering its output. 

 Several examples shown in Figures 2.13 ʹ 2.15 show just how substantially spike waveforms can 

change over hours, days and weeks. At present, the spike-sorting algorithm that we have developed takes 

the raw data from the storage server and automatically, computes a conservative sorting of the full 

dataset. Then, a user can visualize the output of the sorting algorithm and rapidly verify its correctness 

and manually adjust the output when necessary. We found that it takes about 1 day to go over 1 month 

of data from 16 tetrodes implanted in one animal.  

Deficiencies of the system and avenues for improvements 
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The algorithm is by no means fully optimized - further enhancements to the algorithm should 

reduce the amount of manual verification/correction necessary even more. Major avenues of 

improvement in the algorithm include a systematic exploration of the parameter space to identify the 

optimal parameters and a better merging algorithm that can intelligently adjust the threshold used for 

deciding whether two chains are indeed the same neuron in a context specific manner. The current 

merging algorithm simply merges overlapping chains with similar waveforms based on a simple globally 

constant threshold of similarity. A better algorithm would adjust this threshold based on the noise 

characteristics of the waveforms being considered. 

Yet another improvement to the system would be to output not only a sorting of the set of input 

spikes but also a confidence value associated with each spike, i.e. how likely it was to be misclassified. 

This could be computed by combining a variety of metrics already available to the algorithm like the 

stability of a cluster as defined for the linear programming step of the algorithm and the distance between 

waveforms as defined for the merging step. Then a user interface could allow for checking the correctness 

of sorting of the spikes that were most likely to be misclassified.  

Attribution 

Rajesh Poddar conceived, designed, and built the system and its component hardware, software 

and algorithms. Rajesh Poddar and Ashesh Dhawale did the recording experiments. Rajesh Poddar wrote 

the chapter. 
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Neural representation of learned motor sequences in the motor cortex of rats 

Introduction 

Many human behaviors, like speaking, typing, and dancing, consist of sequences of movements 

in a particular order and often with precise timing. Despite the ubiquity of movement sequences in our 

behavioral repertoire and the ease with which we acquire new ones, very little is known about their neural 

basis and correlates. How is the activity of neural circuits in relevant brain areas related to the dynamics 

of muscle movements that result in complex behaviors? How do neural circuits produce the neural 

network dynamics? How are they shaped to increasingly approximate desired action patterns? What is 

the structure of the neural representation of a learned motor sequence? Is the neural representation of 

a movement in a particular brain area specific to its sequential context? Is the first element of a sequence 

represented differently from the second? How precisely is neural activity correlated to the timing of 

movements? How stable are these representations over days and weeks? In what ways do these 

representations change with learning? These are fundamental questions to which we still, after many 

decades of research, lack clear answers to. 

Previous work in non-human primates and songbirds 

Two model organisms have primarily been used to study the neural mechanisms underlying the 

learning and production of movement sequences ʹ non-human primates (mainly rhesus monkeys) and 

songbirds[26]. Non-human primates have the distinct advantage of being evolutionarily very close to 

humans and hence the functional organization of their brains is largely similar to ours. Furthermore, non-

human primates are thought to be capable of learning tasks more complex than most other model 

organisms. However, ethical, practical and financial burdens[17] make primates ill-suited for systematic 

large-scale lesion studies. Hence, these previous studies mostly correlate single unit activity in different 

brain areas to ongoing behavior and attempt to infer their roles from these correlations. Despite decades 
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of work using this experimental approach no clear consensus has emerged - even the functional role of 

the primary motor cortex in primates is still debated[88]. Todorov summarized this confusion by citing 

studies that correlate single unit activity in monkey M1 to a variety of movement featureƐ͗ ͞Mϭ ĨŝƌŝŶŐ ǁĂƐ 

also correlated with arm position, acceleration, movement preparation, target position, distance to 

target, overall trajectory, muscle coactivation, serial order, visual target position and joint 

ĐŽŶĨŝŐƵƌĂƚŝŽŶ͟[52]͘ OŶĞ ƌĞƉŽƌƚ ŵĞŶƚŝŽŶĞĚ ƚŚĂƚ ͙͞ all types of neuron that were looked for were found, 

ŝŶ ŶĞĂƌůǇ ĞƋƵĂů ŶƵŵďĞƌƐ͟[89]. Similar to the lack of consensus on the functional role of M1, not much is 

known about the role of other central motor areas, especially as it pertains to the neural control of 

movement sequences. Various correlational studies have implicated M1, SMA, pre-SMA and PFC in largely 

overlapping roles[14,46,90ʹ94]. 

The songs of zebra finches have recently emerged as an alternative model system for the studying 

complex learned motor sequences[87,95ʹ97]. This has proved much more tractable and has resulted in a 

relatively strong consensus on the role that different brain areas play in the learning and production of 

birdsongs. Two major neural pathways are thought to be involved in song production and learning: the 

motor pathway and the anterior forebrain pathway. While the motor pathway is important for the 

ƉƌŽĚƵĐƚŝŽŶ ŽĨ ůĞĂƌŶƚ ƐŽŶŐ͕ ƚŚĞ ͚ĂŶƚĞƌŝŽƌ ĨŽƌĞďƌĂŝŶ ƉĂƚŚǁĂǇ͛ ;AFPͿ͕ ǁŚŝĐŚ ŝƐ ŚŽŵŽůŽŐŽƵƐ ƚŽ ďĂƐĂů ŐĂŶŐůŝĂ 

thalamo-cortical loops in mammals, is thought to be important in song learning.  

However, the songbird is limited in many respects as a model for human motor sequence learning. 

One fundamental drawback is that songbirds have specialized neural circuits dedicated to song production 

and hence neural mechanisms of song production and learning may not generalize to other kinds of motor 

sequences[26]. More generally, the homology between bird brains, with their notable lack of a cerebral 

cortex, and mammalian brains is tenuous. Finally, birdsong is also behaviorally less flexible than the motor 

sequences of primates, like sequences of arm movements, in that zebra finches sing only one song, which 

has a strong innate component[98]. 
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A new motor skill learning paradigm in rats 

These considerations combined with the drawbacks of primates have motivated the use of 

rodents as model systems for studying motor sequences. Not only do they have many of the same brain 

structures as primates but we are now able to train them to perform behaviors similar in complexity to 

that of primates using the high-throughput training system described in Chapter 1 (see Figures 1.3). To 

establish rodents as a model system for complex motor skill learning, Kawai et al[99] developed a new 

motor skill learning paradigm that is similar to the song of zebra finches in that they comprise a sequence 

of  highly stereotyped and temporally precise movements.  

In this task, animals were rewarded for pressing a lever twice with a precise interval between the 

two presses. After several weeks of gradually narrowing the range of rewarded inter-press intervals, each 

animal developed highly complex and extremely stereotyped but idiosyncratic sequence of movements 

of their limbs, necks and the whole body to generate the target inter-press interval. They then investigated 

the role of the motor cortex in this behavior and, contrary to expectations, found that bilateral lesions to 

the motor cortex did not impair execution of the learned behavior. Post-lesion, animals still performed 

the task at similar levels of precision and with the same sequence of stereotyped movements strongly 

indicating that motor cortex was not the site that generated the pattern of neural activity necessary to 

produce the behavior. However, when motor cortex was bilaterally lesioned in a naïve animal prior to any 

training, none of the animals (n=11) were able to learn the task to criterion. In particular, Kawai et al found 

that the precision of motor output in these animals was substantially and qualitatively lower than that of 

controls. Animals were particularly deficient in their ability to learn to withhold unwanted lever presses. 

The task required animals to wait 1.2s after an unrewarded trial before initiating a new trial. All control 

animals learnt this aspect of the task while all but one lesioned animal failed to learn this. 

These lesion studies suggest that the role of the motor cortex changes over the course of learning 

a motor sequence. We recorded neural activity from single units in the primary motor cortex of rats using 
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the continuous long-term recording setup described in Chapter 2 in order to understand how neural 

activity changes with learning.  

Results  

Experimental design 

Here, we report data from recordings in 4 rats learning the precise sequential lever press task 

developed by Kawai et al during various phases of training. While the goal was to record continuously for 

weeks as a naïve animal became fully proficient after weeks of training by combining the automated 

training and the continuous long-term recording systems described in the previous chapters, due to 

declining recording quality over time, this proved not to be feasible. Therefore, we recorded neural 

activity in the early stages of learning from 2 animals as soon as they were first exposed to the task and 

from late stages in 2 animals that had already become proficient in it.  

After training 2 naïve animals to associate a lever press with a reward tone followed by a water 

reward, an array of 16 tetrodes was surgically implanted in the output layer of the motor cortex (see 

Methods for details). After a 1 week recovery from surgery, animals were put back in their home-cages 

and were gradually shaped using the automated training system of Chapter 1 to press the lever twice in 

rapid succession with a target inter-press interval of 700ms. Recordings were performed continuously 

during this period in a completely hands off manner using the system of Chapter 2. A similar procedure 

was used to record from the motor cortex of 2 other rats with the distinction that the electrode array was 

only implanted after the behavior was already well learnt. For these rats the array was implanted on the 

side contralateral to the paw used for the first lever press in the sequence. 

Behavioral performance 
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Animals learning this task have highly variable behavior before learning and converge to 

performing very precise movements after[99]. As expected, when the precision of behavior was measured 

simply by the distribution of inter-press intervals, we found that they were very wide in the two rats in 

which data was recorded early in training as compared to the two rats that had already learned the task 

Figure 3.1: Distribution of inter-press intervals for the duration of the recordings. Animals were trained 
to press a lever twice in rapid succession with a target inter-press interval of 700ms. Rats ͚Arches͛ and 
͚Badlands͛ comprise the pre-learning group and rats ͚Gunakari͛ and ͚Gorakh͛ the post-learning group. 
The heatmaps show the distribution of inter-press intervals with black corresponding to no presses 
and white to the most frequent presses. The color associated with each rat is reused in Figure 3.4. All 
trials, rewarded and unrewarded, comprising at least two lever presses are included. 
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;FŝŐƵƌĞ ϯ͘ϭͿ͘ WĞ ƌĞĐŽƌĚĞĚ ĚƵƌŝŶŐ ƚŚĞ ĨŝƌƐƚ ǁĞĞŬ ŽĨ ƚƌĂŝŶŝŶŐ ĨƌŽŵ ƌĂƚ ͚AƌĐŚĞƐ͛ ĚƵƌŝŶŐ ǁŚŝĐŚ ŝƚ ƉĞƌĨŽƌŵĞĚ Ă 

total of 635 trials with two-lever presses each. No unit was present in any of the tetrodes after a week 

and hence the recordings werĞ ƐƚŽƉƉĞĚ͘ AŶŽƚŚĞƌ ƌĂƚ͕ ͚BĂĚůĂŶĚƐ͛ ƉĞƌĨŽƌŵĞĚ Ă ƚŽƚĂů ŽĨ ϳϲϯϯ ƚƌŝĂůƐ ŝŶ ŝƚƐ ĨŝƌƐƚ 

two weeks of trainings after which the recording quality was again too poor to continue. Since recordings 

from both these animals did not persist for the duration necessary to become proficient at the task, we 

implanted tetrode arrays in the motor cortex of two other rats after learning the task. These rats, 

͚GƵŶĂŬĂƌŝ͛ ;ϮϳϵϬϮ ƚƌŝĂůƐͿ ĂŶĚ ͚GŽƌĂŬŚ͛ ;ϮϮϱϳϮ ƚƌŝĂůƐͿ͕ ǁĞƌĞ ƌĞĐŽƌĚĞĚ ĨŽƌ ϱ ǁĞĞŬƐ ĂƐ ƚŚĞǇ ƉĞƌĨŽƌŵĞĚ ƚŚĞ 

task at a high precision in a stereotyped manner. 

Diversity of neural representation 

We used the spike sorting pipeline described in the previous chapter to extract spike times from 

identifiable single units in all 4 animals. Units had to be clearly isolated from other units and noise for the 

full duration of a training session to be included in this analysis. Only sessions with at least 10 rewarded 

trials were included in the analysis. Furthermore, if a unit fired no spike in more than 5 trials in a session, 

then the unit was excluded from the analysis. Using this criteria, we were able to isolate 115 single units 

from Arches, 94 from Badlands, 76 from Gorakh and 39 from Gunakari for a total of 324 units during the 

hour long training sessions. This number overestimates the total number of distinct neurons since the 

same unit can be counted multiple times if its waveform become inseparable from noise and hence cannot 

be reliably tracked in between training sessions. If units with similar spike waveforms and similar 

functional properties recorded on the same tetrode at different times were to be counted as one unit, we 

estimate the total number of distinct units to be as little as half of 324. Many of these units were recorded 

for multiple training sessions. Across the 4 animals, we recorded 132 units for at least 2 training sessions 

and several units were recorded for over a week. 

Even very early on in learning, the neural representation of a lever press in the motor cortex is 

dependent on its sequential context for many task relevant neurons. Figure 3.2 shows example activity 
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ĨƌŽŵ Ă ŶĞƵƌŽŶ ŝŶ ƌĂƚ ͚BĂĚůĂŶĚƐ͛ ƚŚĂƚ ŝƐ ƐŝůĞŶƚ ŝŶ ƚŚĞ ϮϬ0ms preceding the first lever press but fires a burst 

of spikes in the 100ms preceding the second press.  This figure is a 2x2 layout of spike rasters.  Each panel 

shows spike times of the same unit aligned to either the moment of engaging the lever (left panels) or 

releasing it (right panels). The bottom panels are aligned to the first lever press in a trial and the top panels 

are aligned to the second one. Each row in each panel corresponds to a single trial and each tick denotes 

the time at which the neuron fired. The rows in a panel are sorted by the duration of the lever press, i.e. 

the time between releasing and engaging the lever, with the bottom rows corresponding to the fastest 

presses and the top rows the slowest. The solid black lines in each spike raster correspond to the peri-

event time histograms (PETHs, i.e. the average firing rate across trials).  

Figure 3.2: Spike rasters from an example task related neuron. This figures shows a 2x2 panel of spike 
rasters. Each panel shows the response of the neuron during 200 rewarded trials in a session. Each 
trial corresponds to a row in the panel and each tick corresponds to a spike. The x-axis of each panel 
encodes time relative to a behavioral event during the trial. The four events that define time 0 in the 
four panels are the times at which the lever was pressed (left panels) and released (right panels) for 
both the first (bottom panels) and the second (top panels) lever press of the trial. The solid black lines 
are the peri-event time histograms (PETHs). The height of the black lines at each 100 ms time bin is 
proportional to the average number of spikes fired by the neuron during that time bin. 

Second press Second release 

First press First release 



74 
 

Note that this neuron has a non-zero baseline firing rate which starts increasing about 700ms 

before the lever is first depressed and continues increasing for several hundred milliseconds (bottom left 

panel). Then the neuron abruptly stops firing until the lever is released at which point it proceeds to fire 

a burst of action potentials for 100ms (bottom right panel). The neuron becomes silent as soon as the 

lever is depressed again (top-left panel) and fires a second burst of action potentials when the lever is 

released a second time (top-right panel). Also, unlike the projection neurons of the HVC in zebra finches 

this neuron represents the behavior in a non-sparse manner by modulating its firing rate at multiple times 

during a motor sequence. 

While a set a spike rasters aligned to various time points in the motor sequence as in Figure 3.2 

forms a relatively complete characterization of the functional properties of the neuron and works well for 

visually examining how neural activity correlates with behavior, a systematic analysis of the full set of 

recorded units requires a more compact representation. The trial-by-trial variability in the temporal 

dynamics of the behavior, which takes the form of large variations in the duration of lever presses in this 

animal, makes average firing rates computed at times far from the point of alignment not very meaningful 

as they correspond to very different limb configurations and movements even just a few hundred 

milliseconds away from the point of alignment. 

To systematically characterize the diversity of neural activity in the motor cortex of rats engaged 

in this task, we computed peri-event time histograms for each of the 324 units by separately aligning the 

spike times from each unit to 5 behavioral events ʹ time of depression & release of the lever for each 

lever press and the time of reward delivery. PETHs were defined as the vector of average spike counts in 

each 100ms bin aligned to these events. One second of data centered on each lever press event (10 100ms 

bins for each of the 4 lever press events) and two seconds of data centered on the time of reward delivery 

(20 100ms bins) was used to compute PETHs. Therefore, each unit was characterized by a 60-dimensional 

vector, the spike count in each one of the 60 bins. Note that since some events were separated by less 
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than 1 second in some trials the same spike could be counted twice ʹ for instance the bin corresponding 

Figure 3.3: Example spike rasters and PETHs of 10 neurons. The spike rasters are similar to the ones 
shown in Figure 3.2. All the spike ticks from a neuron are coded with the same color and data from 25 
rewarded trials are shown for each neuron. The five columns show spike times relative to five behavior 
events, 4 lever press events and 1 reward delivery event. The schematic below the rasters show the 
time of these events. The first column corresponds to spike times relative to the first lever press of a 
trial and second column corresponds to spike times relative to the first lever release. Similarly the third 
and fourth columns show spike times relative to the second lever press and release and finally the fifth 
column shows spike times relative to the moment of reward delivery. As before the solid black lines 
correspond to PETHs. 
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to 0.4s-0.5s after engaging the lever might be the same as the bin corresponding to 0.4s-0.5s before 

releasing the lever. 

Figure 3.3 shows spike rasters (25 trials each) and PETHs from 10 example units aligned to the 5 

behavioral events to illustrate the diversity of neuron types in the motor cortex of rats. The first (bottom-

most) example unit fires a burst of spikes for about 200ms at the time of the first lever press but is largely 

silent at other times. The second unit fires a burst of spikes during reward delivery and has a below-

baseline firing rate when the lever is pressed. The neural activity of the sixth unit is largely invariant to the 

sequential context of the lever press (unlike the example unit shown in Figure 3.2) in that the PETHs 

aligned to the first and second lever presses are very similar to each other. We found neurons that fire a 

single narrow burst of spikes at a particular phase in the task, neurons that fire a temporally broader burst 

of spikes, neurons that are tonically active, but modulate their firing rate at various phases of the task, 

and neurons that are strongly suppressed during certain phases of the task.  

Comparison of neural representation pre and post-learning 

Despite the fact that motor cortex is not necessary for the behavior after it is learnt, single unit 

activity in the motor cortex of rats is exquisitely correlated to behavior both early in learning and after 

animals are proficient. To find the fraction of task-related neurons, we calculated whether neural activity 

in any of the 60 time bins was significantly modulated. We defined significant modulation as a deviation 

from the average firing rate large enough to occur less than 1 in 100,000 times by chance. With this 

definition of modulation, a neuron was classified as task-related if it was significantly modulated during 

at least one of the 60 time bins. 100% of neurons recorded after learning were task-related despite motor 

cortex not being necessary for the task. At least 85% of the neurons recorded pre-learning were also task-

related. Since many sessions early in learning did not have enough trials to detect small modulations, the 

number is likely to be an underestimate. 
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Figure 3.4: Diversity of neural representation. A. PETHs of all 324 neurons sorted by similarity. Each 
row shows the PETH of a neuron (calculated from the spike rasters as in Figures 3.3) using a color map 
(black - no firing, white - maximal firing). The colored bar on the left shows which neuron belongs to 
which rat. B. Two-dimensional principal-component projection of the 60-dimensional PETH vectors of 
all 712 neuron-session pairs color coded by animal. Points from the pre-learning group (reds) and the 
post-learning group (blues) are intermixed indicating that neurons of all types were present in both 
stages of learning. C. Fraction of single units that were modulated during each phase of the task. Data 
is broken down by learning stage (pre vs post) and direction of modulation (increase vs decrease). 

A 

B 

C 
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Furthermore, neurons were correlated to the behavior in very diverse ways and, to first order, 

there was no difference in how neurons represented the behavior before and after learning (Figure 3.4). 

To assess whether certain neuron types were only present pre or post-learning we visualized the PETHs 

of all 324 units separately normalized to the maximum and minimum firing rate of each unit (Figure 3.4A). 

Each row in the figure shows the PETH of a single unit and the rows are ordered by similarity computed 

using hierarchical agglomerative clustering (see Methods). Figure 3.4A also shows which rat each unit 

comes from with the same color code as Figure 3.1.  Note that for virtually every type of activity pattern 

units from both pre- and post-learning groups are represented. Also, the similarity based ordering shows 

the full set of 324 units subdivides into subsets of units with similar patterns of neural activity suggesting 

that neurons in the motor cortex could potentially be classified into a smaller number of functional types. 

To assess whether different phases of the task were likely to be differentially represented in the neural 

activity of single units, we calculated the fraction of units that were modulated during each of the 60 time 

bins (Figure 3.4C). While at least some neurons are modulated during every phase of the task, neural 

activity seems to be particularly strongly modulated by reward delivery. To visualize the space of activity 

patterns spanned by the motor cortex neurons, we plotted a low dimensional projection (first two 

principal components, see Methods for details) of the 60-dimensional points characterizing PETHs of each 

unit (Figure 3.4B). For each session that each neuron was recorded for, we plotted a point color coded by 

the animal the neuron was recorded from. Since the points corresponding to pre and post-learning groups 

are intermixed and span the full space, this supports our contention that motor cortex neurons encode 

this behavior in similar ways before and after learning. 

Temporal precision of neural representation 

The activity of some units was very precisely aligned to one (or more) of the 5 events. To quantify 

the level of temporal precision in the neural activity of single units we constructed a spike count classifier 

to separate adjacent time bins (see Methods for details). If the activity of a neuron can be used to separate 
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one 100ms time bin from the next (for instance the time bin just before a lever press to just after) but not 

adjacent 50ms time bins then the neural activity can be said to be precise to between 50ms-100ms. We 

defined the temporal precision of each unit as the smallest bin size that still allowed at least one pair of 

adjacent time bins to be clearly separated. The criterion for clear separation was a classification error rate 

of less than 20% which corresponds to a p-value of less than 1 in 1000. Again there was very little 

difference between pre and post-learning groups. Among the units recorded in rats post learning, 6 units 

were temporally precise to between 16ms-32ms, 18 units to between 32ms-64ms, and 15 units to 

between 64ms-128ms. The corresponding numbers for early in learning was 4, 19 and 23. No unit in either 

group was precise to sub 10ms resolution at least with respect to the ϱ ĞǀĞŶƚƐ ƚŚĂƚ ǁĞƌĞ ĐŽŶƐŝĚĞƌĞĚ͘ Iƚ͛Ɛ 

possible that identifying events from more detailed kinematic data like forepaw position would uncover 

even more precise alignment of the neural activity to behavior. 

Stability of neural representation 

While the patterns of activity of the set of single units that we recorded was very diverse, each 

unit stably maintained its functional properties across training sessions. Between the 4 animals, we were 

able to isolate and continuously track 132 units, each spanning at least 2 training sessions separated by 5 

hours. Several neurons were recorded continuously for over a week. In every single instance, the PETH of 

the same unit in different training sessions was very similar. Figure 3.5 shows spike rasters and PETHs 

from 3 training sessions each for 3 sample neurons. The average Euclidean distance between the 60-

dimensional PETH vectors belonging to the same cluster (i.e. the same neuron during different sessions) 

was significantly smaller (p < 0.05) than the average distance between vectors corresponding to different 

neurons for every single neuron. 
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In a fifth rat, we were able to track a single neuron in the motor cortex continuously for a period 

Figure 3.5: Similar to Figures 3.3. Here data is shown from 3 separate sessions for each of 3 neurons. 
The pattern of firing of each neuron in response to behavioral events remains very stable over sessions. 
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of 41 days (from the 18th to the 59th day since the start of training) as the behavior became more precise. 

This is the same neuron as the one show in Figure 2.15 of the previous chapter. While the gross structure 

of the PETH of the neuron remained constant - it fired a burst of spikes just after the first lever press - the 

firing rate during the burst decreased steadily over time (Figure 3.6). Firing rate during the burst decreased 

from a peak of 133.5 Hz at the beginning to 65.5Hz at the end. 

Discussion 

 Inspired by the birdsong model system[87,95], we trained rats to perform a sequence of highly 

stereotyped and temporally precise movements by requiring them to press a lever twice within a narrow 

range of inter-ƉƌĞƐƐ ŝŶƚĞƌǀĂůƐ ;ƌĂƚƐ ͚GƵŶĂŬĂƌŝ͛ ĂŶĚ ͚GŽƌĂŬŚ͛ ŝŶ FŝŐƵƌĞ ϯ͘ϭͿ͘ TŚĞŶ ǁĞ ƌĞĐŽƌĚĞĚ Ă ƉŽƉƵůĂƚŝŽŶ 

of single units from the motor cortex of these rats as they performed the movements over and over again. 

We found that every neuron we recorded ŝŶ ƌĂƚƐ ͚GƵŶĂŬĂƌŝ͛ ĂŶĚ ͚GŽƌĂŬŚ͛ was significantly modulated 

Figure 3.6: PETH of a neuron continuously recorded for 41 days. Each row in the density plot above 
corresponds to the PETH from one session computed from all the rewarded trials in the session. The 
animal had 2 sessions per day. This neuron fires a burst of action potentials just after the first lever 
press of a trial (time 0) and a second weaker burst about 2 seconds after the first tap. 
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during at least one phase of the task. Many neurons fired bursts of action potentials precisely aligned to 

the first, second or both lever presses (Figures 3.3 - 3.6). 

That neurons in the motor cortex represent ongoing movement of the limbs and body in diverse 

ways is not surprising given existing reports in both the primate[52,92] and the rodent 

literature[58,59,100ʹ103]. However, after a 5-day recovery from bilateral lesions of the motor cortex task 

performance was not impaired[99], suggesting that neural activity in the motor cortex is not necessary 

for generating the muscle dynamics that lead to the behavior. Why then might the activity of these 

neurons be so exquisitely correlated to ongoing behavior? What if any role does motor cortex play in the 

context of producing a complex sequence of motor acts? 

We suspect that the phenomenon of brain areas not needed to produce a given behavior 

nonetheless having neural activity correlated to the behavior is very widespread. Due to the relative 

paucity of lesion studies in non-human primates, this discrepancy is rarely observed. Since generating 

action potentials is thought to account for a large fraction of the energy consumption of brains, producing 

͚ƵŶŶĞĐĞƐƐĂƌǇ͛ ƐƉŝŬĞƐ ŝƐ ĞŶĞƌŐĞƚŝĐĂůůǇ ǁĂƐƚĞĨƵů͘ TŚĞƌĞĨŽƌĞ͕ ŝĨ ǁĞ ǁŝƐŚ ƚŽ ƌĞƚĂŝŶ ƚŚĞ ŵŽĚĞů ƚŚĂƚ ŶĞƵƌĂů ĐŝƌĐƵŝƚs 

operate in an energetically constrained regime then this suggests that motor cortex must be playing some, 

as yet unidentified, role in the production of the sequential lever pressing behavior. 

One plausible hypothesis is that sub-cortical structures generate the neural dynamics that cause 

this behavior[104,105] and pass along an efference copy of their activity to the motor cortex. The motor 

cortex might then use the efference copy to monitor the behavior and if needed direct sub-cortical 

structures to alter the motor programs to react to changing conditions thereby making the behavior more 

robust. For instance, if the reward contingencies change such that 500ms inter-press intervals are 

rewarded instead of 700ms ones, then the motor program needs to be altered appropriately. However, 

bilateral motor cortex lesions do not impair the ability of animals to adapt[99] to this change making this 

hypothesis less tenable. Perhaps other changes that require a more radical alteration of the motor 
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program like requiring greater force to depress the lever or placing an obstacle near the lever that 

interferes with the learned motor program might uncover the necessity of the motor cortex. Another 

possibility is that these neurons are simply reporting somatosensory and proprioceptive information since 

neurons in the motor cortex of rodents are known to respond to touch[106]. 

While motor cortex is not necessary to perform the task, it is needed to learn it[99]. Therefore, 

we were surprised to find that at a gross level, neural activity in the motor cortex was remarkably similar 

between the animals that had not yet learnt the task and the animals that had already mastered it (Figure 

3.4). This finding strongly cautions against using correlative evidence from neural recordings to infer 

͚ƌŽůĞƐ͛ ĨŽƌ ĚŝĨĨĞƌĞŶƚ ďƌĂŝŶ ĂƌĞĂƐ͘ LĞƐŝŽŶ ƐƚƵĚŝĞƐ ƐŚŽǁ Ă ĐůĞĂƌ ĚŝƐƐŽĐŝĂƚŝŽŶ ŝŶ ƚŚĞ ŝŶǀŽůǀĞŵĞŶƚ ŽĨ ƚŚĞ ŵŽƚŽƌ 

cortex in learning vs executing the task, ďƵƚ ƐŝŶŐůĞ ƵŶŝƚ ĂĐƚŝǀŝƚǇ ŝƐ ŶŽŶĞƚŚĞůĞƐƐ ƋƵŝƚĞ ƐŝŵŝůĂƌ͘ WĞ ŚĂǀĞŶ͛ƚ 

yet ruled out the possibility that subtle features of population neural activity like pairwise correlations 

between neurons does indeed change with learning. This analysis would be greatly aided by recording 

from the same population of neurons throughout learning allowing within subject rather than across 

subject comparisons. While we were unable to do so because the quality of our recordings degraded 

substantially after a week, other researches have been able to successfully maintain recording quality for 

longer durations[53ʹ55]. 

Nonetheless, we were able to track many neurons for at least several days and in one case for 

over 40 days. We found that the pattern in which a neuron fired during each trial remained very stable at 

least at a gross level (Figures 3.5 and 3.6). Over time, a neuron that fired a short burst of action potentials 

just after the first lever press did not switch to becoming a neuron that was tonically active throughout 

the trial. Neurons maintained stable functional identities during the phase that the task was actively being 

learnt and after the behavior was consolidated into a stereotyped sequence. This is consistent with 

previous studies that found a high level of stability in the firing rate and directional tuning of neurons in 

the primate motor cortex during a center-out task[107,108]. In contrast several other studies found 
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unstable single-neuron representations but stable population representations with stability increasing 

with learning and practice[58,59,109,110]. However, these studies did not rule out the possibility that the 

variability in single-neuron representation was due to subtle underlying movement variability. 

The decrease in firing rate over time of the neuron in Figure 3.6, if found consistently for many 

neurons, might suggest a diminishing role for the motor cortex once a behavior is consolidated. However, 

this would require ascertaining that the muscle dynamics remain stable over this period. While we can 

use video tracking of the forepaw to measure its position and ensure that the movement sequence 

remained unchanged in the kinematic domain, we would need to measure EMGs for this argument to be 

fully convincing. 

The automated training and continuous long-term training systems described in Chapters 1 and 2 

now allows us to routinely collect large datasets like the one explored in this chapter. Leveraging the fact 

that we record neural activity continuously should provide numerous insights into previously 

unanswerable questions. What role does sleep play in the learning and consolidation of a motor skill? Can 

we find evidence of sleep replay in the motor cortex of rats? How do task relevant neurons respond in 

non-task contexts? If firing in a neuron is followed by firing in another neuron during the task, does this 

relationship hold outside of task context? If two neurons are highly correlated with each other during the 

task, does that remain true in non-task contexts as well? Can we find evidence of increased correlations 

between neurons or between a neuron and behavior after a bout of sleep? Technical improvements in 

the design of the electrode array to increase recording stability combined with further analysis should 

shed light on some of these questions. 

Methods 

Behavior 
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 Female Long Evans rats aged 10-12 weeks were trained to press a lever twice in rapid succession 

with a precise 700ms interval between the two presses using the automated training system described in 

CŚĂƉƚĞƌ ϭ͘ TŚŝƐ ŝƐ ƚŚĞ ƐĂŵĞ ƚĂƐŬ ĂƐ ƚŚĞ ŽŶĞ ĚĞƉŝĐƚĞĚ ŝŶ FŝŐƵƌĞ ϭ͘ϰA ĂŶĚ ĚĞƐĐƌŝďĞĚ ŝŶ ƚŚĞ ͚ƉƌĞĐŝƐĞ ůĞǀĞƌ 

ƉƌĞƐƐŝŶŐ ƚĂƐŬ͛ ƐƵďƐĞĐƚŝŽŶ ŽĨ ƚŚĞ ͚BĞŚĂǀŝŽƌĂů ƚƌĂŝŶŝŶŐ ŵĞƚŚŽĚƐ ƐĞĐƚŝŽŶ͛ ŽĨ CŚapter 1. More details on the 

training protocol used can be found at [99]. 

Implant and recording 

 Standard tetrode construction techniques were used to make a set of 16 tetrodes from 10µm 

diameter nichrome wires. The set of tetrodes were assembled into a 4x4 grid with 0.5mm spacing 

between adjacent tetrodes. Each electrode was gold-plated using a mixture of gold-cyanide and carbon 

nanotubes[69] to an impedance as low as possible without shorting adjacent electrodes of a tetrode. This 

resulted in a target impedĂŶĐĞ ŽĨ ĂƉƉƌŽǆŝŵĂƚĞůǇ ϭϬϬŬё͘ “ƚĂŶĚĂƌĚ ĂƐĞƉƚŝĐ ƐƵƌŐŝĐĂů ƚĞĐŚŶŝƋƵĞƐ ǁĞƌĞ ƵƐĞĚ 

to implant the array of tetrodes into the output layer of the motor cortex (on the side contralateral to the 

forepaw used for lever pressing) of each animal (centered at 2.5mm lateral to and 1mm anterior to 

bregma at a depth of 1.7mm). After a week of recovery from the surgery, animals were placed in their 

home-cages outfitted with the continuous tethering attachment described in Chapter 2. The recording 

hardware described in Chapter 2 was then used to continuously record from the implanted animals. 

Spike sorting 

 The spike sorting pipeline described in Chapter 2 was used to first generate a conservative sorting 

of the putative spikes for all 16 tetrodes. Then the spike sorting viewer was used to manually inspect the 

quality of the sorting. Only well-isolated units with waveforms that that were clearly separate in shape 

from nearby clusters was used to compile the set of 324 units used for further analysis. Many units were 

tracked across multiple sessions resulting in a total of 712 unit-session pairs. Only sessions with at least 

25 rewarded trials were used in all analysis. Because the choice of parameters in the spike-sorting 
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algorithm was very conservative, we rarely encountered errors where distinct units were merged into 

one. We encountered several instances of errors in the other direction where the same unit was split into 

multiple clusters either because the unit had a low firing rate and hence there were periods of inactivity 

or because the spike waveform of the unit changed by a lot in a short amount of time. 

Computing PETH and calculating significance of modulation 

 For each behavior session that a neuron was recorded, average spike counts were computed for 

a set of 60 time bins - 10 100ms time bins centered on each of the 4 lever press events (time of pressing 

and releasing the lever for each of the two lever presses comprising a rewarded trial) and 20 100ms time 

bins centered on the time of reward delivery. The number of spikes in each bin during each trial was 

assembled into a ܰܺ͸Ͳ matrix of spike counts from the set of spike times of the neuron where ܰ is the 

number of rewarded trials in the session. This matrix was averaged along its columns to produce a 60-

dimensional vector of average spike counts ʹ this is referred to as the PETH of the neuron. 

  To assess whether the average spike count in a bin was significantly different from the average 

firing rate of the neuron, indicating functional modulation, we used a random re-sampling approach. We 

randomly chose ܰ elements from the ܰܺ͸Ͳ spike count matrix and averaged them to compute one 

sample of average spike counts from the null distribution. This process was repeated a 100,000 times to 

generate an estimate of the full null distribution. Let ࢞ ൌ ሺݔଵǡ ǥ ǡ  ҧ be theݔ ଺଴ሻ be the PETH vector andݔ

average of all elements of ࢞. The p-value associated with each  ݔ௜  is then the fraction of values in the null 

distribution outside the rangeሺ ݀ݔ௜ െ ҧǡݔ ௜ݔ݀  ൅ ҧሻǡݔ ௜ݔ݀  ൌ ȁ ݔ௜ െ  ҧȁ. A stringent criteria of p-value less thanݔ

1 in 100,000 was used to decide whether the average spike count in any bin was considered significantly 

different from the full average partly to compensate of the 60 multiple comparisons being made for each 

neuron. 

Computation of the PETH colormap (Figure 3.4A)  
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 The minimum and maximum values of each 60-dimensional PETH vector was used to rescale each 

element of the vector to lie within the range ሾͲǡͳሿ͘ TŚĞ MATLAB ͚ůŝŶŬĂŐĞ͛ ĐŽŵŵĂŶĚ ǁŝƚŚ ƚŚĞ ͚ĂǀĞƌĂŐĞ͛ 

method was used to compute a hierarchical agglomerative clustering of the set of 324 60-dimensional 

vectors representing the PETHs of the full set of recorded neurons. When a neuron was recorded for more 

than one session, only the PETH from the firsƚ ƐĞƐƐŝŽŶ ǁĂƐ ƵƐĞĚ͘ TŚĞŶ ƚŚĞ ͚ŽƉƚŝŵĂůůĞĂĨŽƌĚĞƌ͛ ĐŽŵŵĂŶĚ 

was used to construct an ordering of the 324 vectors with the resulting order having the property that 

elements near each other in the ordering were most similar. Then the matrix of PETH vectors was 

rearranged using this ordering and plotted to produce the heatmap shown in Figure 3.4A. 

Two dimensional principal component projection of the PETH vectors 

 The full set of 712 rescaled PETH vectors for each neuron and each session was assembled into a 

712x60 matrix and the mean along each one of the 60 dimensions subtracted. The singular value 

decomposition of this matrix was then used to project this set of 60-dimensional vectors along the first 2 

principal components resulting a set to 712 2-dimensional points. Figure 3.4B show a scatterplot of these 

points. 

Calculation of temporal resolution 

If the firing rate of a unit dropped significantly 115ms after a lever press event with less than 10ms 

of trial-by-trial jitter, then the spike counts in the two 10ms wide time bins flanking this moment have 

very little overlap and the activity of the neuron can be said to be precise to less than 10ms resolution. 

Let ሼܽ௜ሽ௜ୀଵே  be the set of spike counts of a neuron in all ܰ trials of session in a time bin aligned to one of 

the 5 behavioral events. Similarly, let ሼܾ௜ሽ௜ୀଵே be the set of set of spike counts in the time bin following the 

previous one. A simple classifier can then be constructed to separate the pooled set of spike counts ሼܽ௜ሽ  and assigns ݔ ሼܾ௜ሽ to minimize the number of errors in the classification. The classifier picks a threshold׫

all values less than ݔ to one group the rest to the other. The threshold that minimizes the number of 
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misclassifications is then used. If there is little overlap in the range of spike counts spanned by each bin 

then the classifier performs extremely well. Conversely, if the spike counts in both bins span the same 

range of values then the classifier performs at chance level with 50% errors. We used a threshold of 20% 

misclassificĂƚŝŽŶ ƌĂƚĞ ƚŽ ĚĞĨŝŶĞ ͚ĞĂƐŝůǇ ƐĞƉĂƌĂďůĞ͛͘ BǇ ƌĂŶĚŽŵ ƌĞƐĂŵƉůŝŶŐ ĨƌŽŵ ŽƵƌ ĚĂƚĂƐĞƚ͕ ǁĞ ĨŽƵŶĚ ƚŚĂƚ 

this corresponds to a p-value of less than 1 in 1,000. 

Let ௔ܶ௕ be the classification error of the spike counts in a pair of adjacent ܾ ms wide time bins 

centered at time ܽ relative to one of the 5 behavioral events. For a lever press event we first calculated 

the time when the neural activity was modulated in the maximally precise way, i.e. by calculating the 

minimum of  ௔ܶଶହ଺ for the range െͷͲͲ ൑ ܽ ൑ ൅ͷͲͲ. We did the same across all 5 behavioral events using 

a range of െͳͲͲͲ ൑ ܽ ൑ ൅ͳͲͲͲ for alignment to the time of reward delivery. If at any time instant the 

classification error was less than 20% we considered the neural activity to be precise to less than 256ms 

resolution. We then repeated the same process for 128ms wide bins and again if classification error was 

less than 20% then for 64ms bins and so on. The smallest bin size with a temporal precision allowing less 

than 20% classification error was defined as the temporal precision of the neuron. 

Quantification of PETH similarity across sessions 

 To confirm that the patterns of neural activity of the same neuron from different sessions were 

indeed very similar to each other, we computed the average Euclidean distance between the 60-

dimensional PETH vectors associated with the neuron. Then we used random resampling from the full set 

of 712 PETH vectors to construct the null distribution and compute a p-value for each neuron. 

Attribution 

Rajesh Poddar conceived and designed the experiments. Rajesh Poddar and Ashesh Dhawale 

performed the recordings. Rajesh Poddar analyzed the data and wrote the chapter.  
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Supplementary File S1 

Supplementary Methods 

Training stages for the center-out task 

Rats were trained in three sequential stages, each consisting of multiple sub-stages. Progression required 

performing a pre-specified number of correct trials at a stage. The first stage acquainted animals with the 

behavior box, which included the following sub-stages (numbers refer to Figure 1.2): 

- collecting water within 3s of it being dispensed from the reward spout (10); 

- licking the reward spout causing water to be dispensed (11); 

- collecting water within a specified time interval after a sound (1 kHz pure tone, 200 ms long) is played 

(sub-stages 12, 13, and 14 associated with decreasing frequency of tone playback and time-intervals) 

- touching the joystick to produce the reward tone and subsequent reward delivery (15).   

The goal of the second stage was to get rats to press the joystick down by 2.5cm when the center 

LED was lit. Rats were gradually shaped to do this by increasing the required amplitude of movement over 

five sub-stages (20 ʹ 24).  Finally the rats were trained to press the joystick down when the center LED was 

on (25).  

The third stage shaped rats to move the joystick left or right along the arms of the inverted Y, after moving 

it down, to perform the final task. At the beginning of the third stage (30) both cues (left and right) 

appeared with equal probability, there was no timeout for moving in the wrong direction and rats needed 

to move the joystick only 0.5cm in either direction. The cue frequencies, required amplitudes of 

movement, and the timeouts associated with incorrect joystick movements were gradually changed in 16 

small steps (30 to 315) until the rat was moving the joystick to its full extent in both directions. 

Training Stages for the precise lever pressing task 

Water deprived rats were initially trained to associate the water spout with a water reward by dispensing 

͚ĨƌĞĞ͛ ǁĂƚĞƌ͘ AĨƚĞƌ ƚŚŝƐ ƚŚĞǇ ǁĞƌĞ ƚƌĂŝŶĞĚ ƚŽ ĂƐƐŽĐŝĂƚĞ Ă ƐŚŽƌƚ ϭϬϬŵƐ ƉƵƌĞ ƚŽŶĞ ǁŝƚŚ ĂǀĂŝůĂďŝůŝƚǇ ŽĨ Ă ǁĂƚĞƌ 
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reward which was dispensed upon licking the water spout. Next, they were required to press the lever to 

trigger the reward tone and then to press the lever twice in succession for the same reward tone. Finally 

they were trained to wait 700ms between consecutive lever presses by gradually narrowing the reward 

window around this target interval. At the beginning of each training session, the rewarded inter-tap 

ŝŶƚĞƌǀĂů ƌĂŶŐĞ ǁĂƐ ĐĂůĐƵůĂƚĞĚ ďĂƐĞĚ ŽŶ ƚŚĞ ƉƌĞǀŝŽƵƐ ƐĞƐƐŝŽŶ͛Ɛ ƉĞƌĨŽƌŵĂŶĐĞ͕ ƐƵĐŚ ƚŚĂƚ ĂŶŝŵĂůƐ ƌĞĐĞŝǀĞĚ 

reward on ~ 35-40% of the trials.  

Supplementary Table 1 

Component Unit Cost Quantity Total Cost 

Client Computers (Core i5-750, 
4GB RAM) $700  24 $16,800  

NI - DAQ System - (NI-PCIe 
6323, 2x RC68-68, 2x CB-68LP) $800  24 $19,200  

Server Computers (Core i7-
950, 12GB RAM) $2,000  2 $4,000  

Custom behavior boxes 
(Plastic, LEDs, valves, etc.) $500  48 $24,000  

Common Infrastructure (Wire 
shelving, water supply system, 
audio-visual isolation boxes, 
etc.) $3,000  1 $3,000  

Total $1,395.83  48 $67,000  
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