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Seiberg-Witten Floer homology and
symplectic forms onS* x M3

CAGATAY KUTLUHAN
CLIFFORD HENRY TAUBES

Let M be a closed, connected, orientable three-manifolde plwrpose of this
paper is to study the Seiberg-Witten Floer homology of M giteat S x M
admits a symplectic form.

57R17,57R57

1 Introduction

Suppose M is a closed, connected, orientable three-mdnsfath that the product
four-manifold $ x M admits a symplectic form. Lew denote a symplectic form on
St x M. Then, one can writev as

(1-1) w=dtAv+pn

where dt is a nowhere vanishing 1-form oh, S is a section over 5x M of T*M
andy is a section over 5x M of A% T*M. Let d denote the exterior derivative along
M factor of S' x M. Since w is a closed 2-form, one hagp =dvand dv = 0.
Thus, u is a closed form on M at any givenc St. Its conomology class in #{M; R)

is denoted by i]. As explained momentarily, the clasg][is non-zero. To see why
this is the case, first use thaidneth formula to write F(Sl x M; R) as the direct sum
[dtf] UHY(M; R) @ H?(M; R) where [dt] denotes the cohomology class of the 1-form dit.
Let [w] denote the cohomology class of the symplectic fatm This class appears
in the Kiinneth decomposition as [dt][v] + [u] where~v is the push-forward from
S' x M of the 2-form dtA v. This understood, neithew] nor [u] are zero by virtue
of the fact that {u] U [w] is non-zero.

Our convention is to orient'y dt, and $ x M by w A w. Doing so finds thaw A
is nowhere zero and so orients M at any given S*.

Now, fix a t-independent Riemannian metrig, on M, and letx denote the corre-
sponding Hodge star operator. At edch St , the 1-formxu is a nowhere vanishing
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1-form on M and so defines a homotopy class of oriented 2-dlatus by its kernel.
This 2-plane field is denoted in what follows by K. This bundle is oriented by
and so has a corresponding Euler class which we write@¢K) € H>(M; Z).

Fix a spirf structure on M and le$ denote the associated spinor bundle, this a Hermi-
tian C2-bundle over M. Atanyt € S, the eigenbundles for Clifford multiplication by
xon'S split S as a direct sun§ = E@ EK™1, where E is a complex line bundle over
M. Here, our convention is to write thei|u| eigenbundle on the left. Theanonical
spirf structure is that with E= C, the trivial complex line bundle. We uste((S) to
denote the complex line bundle’S = E?’K—1 over M. Note that the assignment of
c1(E) € H(M; Z) to a given spif structure identifies the set of equivalence classes of
spirf structures over M with B{M; Z). This classification of the spirstructures over

M is independent of the choice ofc S'. For any given class € H*(M; Z), we use

se to denote the corresponding spistructure. Thus the spinor bundiefor se splits

as E@ EK~1 with ¢c1(E) = e.

P. B. Kronheimer and T. S. Mrowka itKM1] associate three versions of the Seiberg-
Witten Floer homology to any given sfirstructure. Withe € H2(M; Z) given, the
three versions of the Seiberg-Witten Floer homology for spéaf structurese are
denoted by Kronheimer and Mrowka and in what followsHy(M, s¢), ﬁl\\/I(M,se)
and HM(M, s¢). Each of these is d /pZ graded module oveZ with p the greatest
divisor in H¥(M; Z) of the cohomology classe2- ¢1(K), which is the first Chern class
of the corresponding version &f. Each of these modules is @Cnvariant of M.

The purpose of this paper is to prove the following theorem.

Main Theorem LetM be a closed, connected, orientable three-manifold. Seppos
thatS* x M has the symplectic forrv = dt Av + p. Fix a classe € H*(M; Z) with
2e — c1(K) = A[y] in H?(M; R) for some\ < 0. Let se denote thespirf structure
corresponding te via the correspondence defined above. TH8HM, s¢) vanishes,
W(M,se) >~ HM(M, s¢), and the following hold:

e If e=0, thenHM(M, sc) = Z.

e Supposee + 0. ThenHM(M, s¢) vanishes if the pull-back af by the obvious
projection map fronst x M ontoM has non-positive pairing with the Poinéar
dual of[w].

We say that thenonotonicity conditions satisfied by a given sgirstructures, when
2e — c1(K) = A[y] holds in H3(M; R) for someA < 0.

As it turns out, our Main Theorem also describes SeibergaWiFloer homology
for spirf structures with 8 — ¢y (K) = A[u] in H3(M; R) for someA > 0. Here
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is why: Lete € H%(M;Z) be given. Then Proposition 25.5.5 iKNI1] describes
an isomorphism between Seiberg-Witten Floer homology gsdar s and those for
S, (K)—e- IN particular, if 2 — ¢i(K) = A[u] with A > 0, then the monotonicity
condition is satisfied for the sgirstructuresc, k)—e and our Main Theorem applies.

The following remarks are meant to give some context to tlestem. First, the Euler
characteristic of the Seiberg-Witten Floer homology foy ajiven spift structure
is called the Seiberg-Witten invariant of the spstructure. Our Main Theorem is
consistent with whatT1] claims about Seiberg-Witten invariants of M.

Second, suppose that M fibers over the circle. fLeM — S* denote a locally trivial
fibration. Then, M admits a metric that makiebarmonic. In this case, the pull-back,
df, by f of the Euclidean 1-form onS= R/27Z is a harmonic 1-form. Hence, the
2-form w = dt A df 4 «df is symplectic on &x M. When the fiber of has genus 2
or greater, the monotonicity condition for agye H2(M; Z) with e = k[df] for some

k < 0 is satisfied and the conclusions of our Main Theorem are krtovibe true.

The third remark concerns the following question: ff:8M admits a symplectic
form, does M fiber over 3 A very recent preprint by S. Friedl and S. VidugaV|
asserts an affirmative answer to this gestion. Our Main Téraownith Theorem 1 of
Y. Niin [N] (see also KM2]) gives a different proof that M fibers overt $n the case
when M has first Betti number 1 ar@d(K) is not torsion.

Theorem 1.1 Let M be a closed, connected, irreducible, orientable, threaifold
with first Betti number equal to 1. Leb denote a symplectic form o8* x M such
thatcy(K) is not torsion. TheM fibers overSt.

Note that if ¢, (K) is not torsion in H(M: Z), thency(K) = A[u] in H2(M; R) with

A > 0. To see why, lek denote the cup product pairing betweaiK) and [w]. This
has the same sign as If k < 0, then it follows from [] or [OQ] that M = S! x S?.
Onthe other hand, if1(K) is torsion, then it follows from our Main Theorem, Propos
tion 25.5.5 and Theorem 41.5.2 iKif11] that M has vanishing Thurston (semi)-norm.
It follows from a theorem of J. D. McCarthyMC] with G. Perelman’s proof of the
Geometrization Conjecture that S M has a symplectic form in the case when M is
reducible if and only if M= St x 2.

Proof of Theorem 1.1 Let S denote the generator of kM; Z) with the property
that (c1(K),S) > 0. Note that such a class exists by virtue of the fact notedebo
that c1(K) = A[n] with A > 0. Let X denote a closed, connected, oriented and
genus minimizing representative for the clé&s Use g to denote the genus of.
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It is a consequence of Corollary 40.1.2 iIKMI1] (the adjunction inequality) that
20—2 > (c1(K), S). This s to say that; (K) lies in the unit ball as defined by the dual
of the Thurston (semi)-norm on%dM; Z)/Tor. In fact, c;(K) is an extremal point in
this ball, which is to say thafc;(K),S) = 2g — 2. Here is why: our Main Theorem in
the present context says that

& HM(M, s¢) = {0},

ecH2(M;Z) : (e,S)<0
& HM(M, s¢) = Z.
ecH2(M;Z) : (e,S)=0

Meanwhile, Proposition 25.5.5 ilKM1] asserts isomorphisms between the Seiberg-
Witten Floer homology groups for the spirstructurese and those for the spin
structuresc, x)—e. Thus, our Main Theorem also finds that

@ H-I\//I(I\A»SG) = {0}7
ecH2(M;Z) : (e,S)>(c1(K),S)
(1-2) @ HM(M, s¢) = Z.

ecH2(M;Z) : (e,S)=(c1(K),S)

These last results with Theorem 41.5.2KiM1] imply that c1(K) is an extremal point
of the unit ball as defined by the dual of the Thurston (seraijm that is to say
(c1(K),S) = 2g— 2. Given (—2), the assertion made by Theordmi follows directly
from Theorem 1 inIN]. O

Acknowledgments. The first author would like to thank his thesis advisor Profnig|
Burns for his support throughout the course of this projeigwould also like to thank
University of Michigan Mathematics Department for theipport during the term of
Winter 2007. The first author dedicates this result to higp: The second author is
supported in part by the National Science Foundation.

2 Background on Seiberg-Witten Theory

In this section, we present a brief introduction to the theoi Seiberg-Witten in-
variants of three-manifolds and the monopole Floer homobgydefined in the book
by Kronheimer and Mrowka{M1]. In what follows, M is a given closed, oriented
three-manifold.
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2.1 Algebraic preliminaries

There is a unique connected double cover of the group SO@hely the group
Spin(3) = SU(2). The group Sph(3) is defined as the quotient of U(%) Spin(3)
by the diagonal action o%,, thus the group U(2). Fix a Riemannian metric on
M. A spin® structure on M can be viewed as a principal U(2)-bunBlsuch that

P X, SO(3)= Pso(3), the principal SO(3)-bundle associated to the tangentlburfd
M. Here, p denotes the natural projection of U(2) onto Y(@)1) = SO(3).

A spirt structure on M has an associated Hermitiagfbundle, this defined by the
defining representation of U(2). This bundle is denote@and it is called the spinor
bundle. Its sections are called spinors. There exists tiffei@lalgebra homomorphism
cl: ATEM — End:(S) that gives a representation of the bundle of Clifford afgeb

There is also a maget: U(2) — U(1) defined by the determinant. This representation
of U(2) yields a principal U(1)-bundIBx geU(1). The complex line bundle associated
to P x4t U(1) is called the determinant bundle of the $pitructure, which we denote
by def(S), because this line bundle is the second exterior powereolbtimdleS .

The existence of spinstructures on M follows immediately from the fact that M is
parallelizable. The set of sgirstructures on M form a principle bundle over a point
for the additive group B(M; Z). To elaborate, a given cohomology class acts on a
given spift structure in such a way that the spinor bundle for the new’ sgimicture is
obtained from that of the original one by tensoring with a ptem line bundle whose
first Chern class is the given class if(M; Z).

2.2 Seiberg-Witten Floer homology

Let S denote the set of sdinstructures on M. A unitary connectioA on defS)
together with the Levi-Civita connection on the orthonokiiname bundle of M de-
termines a spih connectionA on the spinor bundleéS. Then the Seiberg-Witten
monopole equations are

«Fy = Pimp—ip
(2-1) Dap = O.

Here, the notation is as follows: FirstyFe Q2(M,iR) denotes the curvature of the
connectionA.. Secondy) is a section of the spinor bunde Third, {1y denotes the
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section ofi T*M which is the metric dual of the homomorphisirici()) : T*M — iR.
Fourth, Dy is the Dirac operator associatedAq which is defined by

T(S) A I(T*"M @ S) - I(S).
Finally, ¢ is a fixed smooth co-closed 1-from on M.
The equations in2-1) are the variational equations of a functional defined on the

configuration spac€ = Conng@ef(S)) x C>*(M;S) as

1 .

—/ (A—AS)/\(FA+FAS)—I/ (A—AS)/\*Q+/ VIDyp.

2 Jm M M

Here, Ag is any given connection fixed in advance def(S). This is the so-called
Chern-Simons-Diradunctional.

CED(A, ll)) = -

The group of gauge transformations of a $pstructure, namely thgauge group
G = C>®(M, SY, acts on the configuration space as

gxC — C
(U, (Aa 1p)) — (A - 2U_1du, Ull))

The equations in2=1) are invariant under the action of the gauge group. Thesefor
one can define the space of equivalence classes of solutichese equations under
the action of the gauge group. This is called theduli space which we denote
by M. The solutions of the equations i2<1) which are of the form 4£,0) are
called reducible solutions because the stabilizer undeattion of the gauge group
is not trivial. Solutions with non-zero spinor component aalled irreducible. We
let B=C/G. ltis possible to prove that is a sequentially compact subset 6f
The gauge group acts freely on the space of irreducible solutions of the ggus

in (2-1). If p is suitably generic, then the quotient of this space&ibig a finite set of
points inB.

To elaborate, lelR denote the trivial line bundle over M. Each () € C has an
associated linear operatdl, ) that maps €(M;iT*M & S @ iR) onto itself. Itis
defined as
xdb— dg — (Wit + i)
Ly, ¢, 9) = ( Dad + 3cl(bb + g )
~d'b— 30" —fe)
This operator extends to?(M; iT*M @ S@iR) as an unbounded, self-adjoint Fredholm
operator with dense domair?{(M; iT*M @ S @ iR). It has a discrete spectrum that
is unbounded from above and below. The spectrum has no atatimnupoints, and
each eigenvalue has finite multiplicity.
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An irreducible solution of the equations iB«2) is called non-degenerate if the kernel
of L is trivial. A generic choice folp renders all such solutions non-degenerate. In
this case, irreducible solutions of the equation=2ir1j define isolated points ii5.

Seiberg-Witten Floer homology is an infinite dimensionabi@n of the Morse homol-
ogy theory wherds plays the role of the ambient manifold and the Chern-Sinidinae
functional plays the role of the “Morse” function. As thetaral points of the Chern-
Simons-Dirac functional are solutions of the equationg#l), the latter are used, asin
Morse theory, to label generators of the chain complex. Tiaéog of a non-degenerate
critical point is a solution of the equations i2«1) whose version ofZ has trivial ker-
nel. Here, the point is that is, formally, the Hessian of the Chern-Simons-Dirac
functional.

As the Hessian in finite dimensional Morse theory can be usetétine the grading
of the Morse complex, it is also the case here that the operats used to define a
grading for each generator of the Seiberg-Witten Floer Hogyochain complex. In
particular,£ can be used to associate an integer degree to each non-ceigesmdution
of the equations in2=1), in fact, to any given pair i whose version of has trivial
kernel. It is enough to say here that this degree involvesdtien of spectral flow for
families of self adjoint operators such 8s In general, only thenodp) reduction of
this degree is gauge invariant, whegres the greatest integer divisor of(def(S)).

The analog in this context of a gradient flow line in finite dmai@nal Morse theory is
a smooth ma — (A(s), V() from R into C that obeys the rule

d _
A = — % Fy + 0Tt —ip
%)

5P = ~Dad.

This can also be written ag (A, ) = —V 2csd|(4y) Where V 2 denotes the -
gradient ofcs0. An instantonis a solution of these equations &nx M that converges
to a solution of the equations i2+€1) on each end ag| tends to infinity.

The differential on the Seiberg-Witten Floer homology ci@mplex is defined using a
suitably perturbed version of these instanton equatiorsin Anite dimensional Morse
theory, a perturbation is in general necessary in orderve havell defined count of
solutions. The perturbed equations can be viewed as definengnalog of what in
finite dimensions would be the equations that define the flogslbf a pseudo-gradient
vector field for the given function. Kronheimer and Mrowkasdebe in Chapter I
of their book KM1] a suitable Banach spac®,, of such perturbations. Kronheimer
and Mrowka prove that there is a residual set of such pettiorizawith the following
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properties: Each can be viewed as perturbationssof in which case the resulting
version of —1) can serve to define generators of the Seiberg-Witten Flomology
chain complex. Meanwhile, the resulting instanton equatican serve to define the
differential on this chain complex.

Note for future reference th& contains a subspacg,, of 1-formsp for use in -1).
The induced norm of dominates all of the &norms on C°(M; T*M). In fact, if M

is assumed to have a real analytic structure, then gaell is itself real analytic. An
important point to note later on is that the functicad decreases along any solution of
its gradient flow equations. This is also the case for thedestribed perturbed analog
of ¢s0 and the solutions of the latter's gradient flow equations.

3 Outline of the Proof

Our purpose in this section is to outline our proof of the MEeorem and in doing so,
state the principle analytic results we will need. The psdof most of the assertions
made in this section are deferred to the subsequent sediidhis article.

Fix t € St, and let M denote the slice M= {t} x M. A version of the Seiberg-Witten
equations on Mcan be defined as follows: Lebs be the harmonic 2-form on M
representing the classr2; (def(S)). Fix a connectionAg, on de{(S) with curvature
2-form —i@s. Then, any given connection atef(S) is of the form Ag + 2a for
ac C®(M;iT*M).
Now, fix r > 1 andt € S'. We consider the equations

xda = r(ﬂ)TTﬂ)—i*u)-i-lz*@g
(3-1) Dy = 0O,

whereu is the 2-form defined by the symplectic form. Suitably reiscplp, we see
that these are a version of the equations2irl]. These equations are the variational
equations of a functional defined as

(3-2) a(AngZa,lp):—%/ aA(da—iwg)—ir/

Mt Mt
where ac C®(M; iT*M) and € C*(M;S).

For future purposes, we introduce a new functionalCorFix r > 1, t € St and for
(A1) e C let

(3-3) S(AP) =i / v Ada

Mt

arnp+r [ iIDy,
Mt
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Our approach is to consider' & M as a 1-parameter family of three-dimensional
manifolds, each a copy of M and parametrized laySt. We use the gauge equivalence
classes of solutions of the equations 31 on M; (when non-degenerate) to define
the generators of the Seiberg-Witten Floer homology. Heieimportant to remark
that the solutions of the equations B+{l) can serve this purpose for any> 1 because
we assume that;(def(S)) = A[u] with A < 0. For the same reasor8«1) has no
reducible solutions.

Here, we remark that what is written i8«1) hasperiod class—[u] in the sense of
[KM1]. The assumption thatu] is a negative multiple o€, (def(S)) is what is called
the monotonecase in KM1]. As is explained in Chapter VIII of{M1], the results
from the case oéxactperturbations carry onto the monotone case almost without a
change, and there are canonical isomorphisms between diee idbmology groups
defined here and the relevant Seiberg-Witten Floer homaogyps.

There is one more important point to make here: The ardigpendence in3(1) is
due to the appearance of the 2-fornthrough the latter's-dependence ohe St. to
define generators of the corresponding Seiberg-Wittenr Homology. Note that the
t-dependence is due entirely to the appearance of the 24fioamd its dependence on
t.

We suppose our main theorem is false, and hence that thea¢ lagest two generators
of the Seiberg-Witten Floer homology for eathe S'. Note in this regard that
there is at least one generator for the=EC case because the fact that M is
symplectic implies, via the main theorem iml], that the Seiberg-Witten invariant
for the canonical sphstructure on $x M is equal to 1. If there are at least two
generators, then there are at least two solutions. Our planuse the large behavior
of at least one of these solutions to construct nonsensetiterassumed existence of
two or more generators.

What follows describes what we would like to do. Given thesesace of two or more
non-zero Seiberg-Witten Floer homology classes, we wakidtd use a variant of the
strategy from T2] and [T4] to find, for large enought > 1 and for eacht € St, a
set©; C M; of the following sort: ©; is a finite set of pairs of the formy(m) with

Y C M a closed integral curve of the vector field that generatekéneel of p|;,
and m is a positive integer. These are constrained so thatm@dir have the same
integral curve. In addition, with each oriented byxp|t, the formal sun®¢, myce, My
represents the Poin@dual toc;(E) in Hi(M¢;Z). We would also like the graph
t — Oy to sweep out a smooth, oriented surface St x M whose fundamental class
gives the Poincdr dual toc((E) in Ho(S' x M; Z). Note in this regard that such a
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surface is oriented by the vector fie% and by the 1-formv that appears when we
write w = dt Av + p. In particular, w|rs is positive and so the integral @b over

S is positive. On the other hand, the integrakofover S must be non-positive if the
cup product of u] with c1(E) is non-positive. This is the fundamental contradiction

As it turns out, we cannot guaranteed tit exists for allt € S, only for mostt,
where ‘most’ has a precise measure-theoretic definitioeniBe, we have control over
enough of $ to obtain a contradiction which is in the spirit of the oneatésed from
any violation to the assertion of our main theorem.

To elaborate, consider first the existenc®ef What follows is the key to this existence
question.

Proposition 3.1 Fix a bound on theC3-norm of ., and fix constantsC > 1 and
& > 0. Then, there existg > 1 with the following significance: Suppose that «,
t € St and(A, ) is a solution of the andr version of the equations irB£1) such
that £(A, ) < K and such thasup,(Ju| — [W|?) > 6. Then there exists a s€ of
the sort described above.

The next proposition says something about when we can giear&ropositior8.1's
condition on|y|:

Proposition 3.2 Fix a bound on thec®-norm of u. Then, there existg > 1 such
that ifr > «, then the following are true:

e Suppose tha® = C @ K~1. Then, for anyt € St, there exists a unique gauge
equivalence class of solutiofisc,\c) of thet andr version ofthe equations in
(3-2) with [Wc| > |u|/2 — k1. Moreover, these solutions are non-degenerate
with |1bg| > |u|1/2 —kr—1/2 andS(Ag, lbg) < K.

e Suppose tha® = E @ EK~1 with c1(E) # 0. If (A, ) is a solution of any
givent ¢ S' version of the equations ir8£1), then there exists points il
where[\p| < kr—%/2.

Proposition 3.1 raises the following, perhaps obviousstjoe:
How do we find, other than by Propositi@2, solutions with€ bounded at large r?

To say something about this absolutely crucial questiomar& that Propositior3.1
here has an almost verbatim analog that played a centrainrgle?] and [T4]. These
papers use the analog @&—1) with xu replaced by a contact 1-form to prove the
existence of Reeb vector fields. The contact 1-form versfofi oeplaces the form
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v with the contact 1-form also. The existence of mindependent bound on the
contact 1-form version of played a key role in the arguments givenTr2] and [T4].
The existence of the desired bound on the contact 1-formoversd £ exploits the
r-dependenceof the functionala.

We obtain the desired-independent bound on our version &ffor mostt € St by
exploiting thet-dependenceof a. To say more about this, it proves useful now to
introduce a spectral flow functior#, for certain configurations i@. There are three
parts to its definition. Here is the first part: Fix a sectipg of S so that the fg,g)
version of the operatof as defined in Sectiokis non-degenerate. Ug&: to denote
the latter operator. The second part introduces the veofigrthat is relevant to3-1);

it is obtained from the original by taking into account theaaling ofi. In particular,

it is defined by

sdb— dg — 27 2r2(pitd + i)

(B4 Layb .0 = ( Dady + 2Y2r2(cl(b)y + gu) )
—d*b — 27V (T — i)

foreach (bd,g) € C*°(M;iT*M @ S®iR). Thus,Lg isther = 1 version of 8—4) as
defined using4s, g). To start the third part of the definition, suppose thatp) € C
is non-degenerate in the sense that the operatoy,) as depicted in3—4) has trivial
kernel. As explained inT[2] and [T4], there is a well defined spectral flow from the
operatorLe to Ly ) (See, alsoT3]). This integer is the value of at (A,1). Note
that 7(-) is defined on the complement of a codimension-1 subvanegy. iAs such,
it is piecewise constant. In general, only tm®dp) reduction ofF is gauge invariant
wherep is the greatest divisor of the clasg(def(S)).

The functiona is not invariant under the action ¢f on C; and, as just noted, neither
is F whency(det(S)) is non-torsion. However, our assumption tatdet(S)) = A[u]
in H?(M; R) implies the following: There exists a constaftindependent of > 1
andt € S! such that

o =a+re¢F

is invariant under the action of. To say more about the role af’ requires a
digression for two preliminary propositions. They are ugedssociate a value af”
to each generator of the Seiberg-Witten Floer homology.

Proposition 3.3 Fixr > 1 andd > 0. Then there exist &-independent 1-form
o € Q with P norm bounded by such that the following is true: Replage by
u-+do.

e The resulting 2-formw = dt A v + u is symplectic.
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o There exists finite setS, and<,’ in St such that ift ¢ St\ T, thena”
distinguishes distinct gauge equivalence classes ofigo#itof thet andr
version of the equations i8¢1). On the other hand, ifc S'\ ¥,’ all solutions
of thet andr version of the equations i18{1) are non-degenerate.

e There exists a countable s8t € S! that containst, U T,” with accumulation
points on the latter such thattifc St \ &;, then the gauge equivalence classes
of solutions of the equations i8€1) can be used to label the generators of the
Seiberg-Witten Floer complex. In this regard, the degreanyfgenerator can
be taken to be mod(p) reduction of the negative of the sgdtavafunction F .

Proof. The claim in the first bullet of the proposition is obvious. s the second
and third bullets, the proof of these two follow directly fincthe arguments used in
Sections 2a and 2b oTfi]. The latter prove the analog of the second and third bullets
of Proposition3.3 wherer varies rather than. With only notational changes, they
also prove the second and third bullets here. d

Suppose now thate St\ &, and thatd is a non-zero Seiberg-Witten Floer homology
class. Letn = Yz; denote a cycle that represerfisas defined using the and r
version of the equations irB€1). Here z € Z and¢; € C/G is a gauge equivalence
class of solutions of theandr version of the equations i3€1). Let a”[n;t] denote
the maximum value ofi” on the set of generatofs;} with z; # 0. Seta” ¢ to denote
the minimal value in the resulting sét” [n; t]}.

Proposition 3.4 The various € St\ &, versions of the Seiberg-Witten Floer homol-
ogy groups can be identified in a degree preserving mannérasdf © is any given
non-zero class, then the functiaf ¢(-) on St \ &, extends to the whole &8 as a
continuous, Lipschitz function that is smooth on the comydat of T,. Moreover, if

| ¢ St\ T, is a component, then there exists— St containing the closure df and

a smooth mapg, : I’ — C that solves the corresponding version of the equations in
(3-1) at eacht € I and is such that” 4(t) = a” (cq,(t)) at eacht € I'.

Proof. The proof is, but for notational changes and two additioeatarks, identical

to that of Proposition 2.5 inT[4]. To set the stage for the first remark, fix a base point
0 € S'\ &;. The identifications of the Seiberg-Witten Floer homologgups given

by adapting what is done ifTf] may result in the following situation: Asincreases
from 0, these identifications resultstat 27 in an automorphism, U, on the= 0
version of the Seiberg-Witten Floer homology. This autgoh@dm need not obey
a’ yg = a’ 9. If not, then it follows using Propositiod.3that the identifications made
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att < 2z to define U can be changed if necessaryt asosses points i, so that
the new version of U does obey o = a’¢. The second remark concerns the fact
that any givencg | is unique up to gauge equivalence. This follows from Prapmosi
3.3s assertion that the function” distinguishes the Seiberg-Witten solutions when
te S\ %;. O

When E= C, we need to augment what is said in ProposiBoshwith the following:

Proposition 3.5 Suppose that = C and that there are at least two non-zero Seibeg-
Witten Floer homology classes. Then, the identificationsieny PropositiorB3.4
between the variousc S' versions of the Seiberg-Witten Floer homology groups can
be assumed to have the following property. There is a nom-@dassd such that none

of Proposition3.4s mapscg, send the corresponding intervalto a solution in the
gauge equivalence class of Propositihas solution(Ac,c).

Proof. At any givent € S!, there is a clas® with ¢p, Not gauge equivalent to
(Ac,Pe). Itthen follows from Propositio.3that such is the case for ahy ST\ %, .
This understood, Propositidh4's isomorphisms can be changedtasosses a pointin
%+ while increasing front = 0 to insure that no version af | gives the same gauge
equivalence class ad\¢, Pc). O

Let | denote a component off § T,. The assignment dfc I’ to &(cq,1(+)) associates
to 6 a smooth function on’l View this function on | as the restriction from' § T,
of a function,&. Note that the latter need not extend th& a continuous function.

With the functiona” 3 understood, we come to the heart of the matter, which is the
formula for the derivative for this function on any givenental | ¢ St \ T Letcg,
be as described in Propositi@4. Then

(3-5) Eaf(ce,,(t)) = —ir / v Ada= —ré&.

dt M
To explain, keep in mind thay is a critical point ofa” and so the chain rule for the
derivative ofa” (cg () yields

(3-6) G« o) =i [ a an

and this is the same a3+5) becausew is a closed form. Indeed, writ®@ = dtAv+p
to see that the equatiorud= 0 requiresgp = dv. This understood, an integration
by parts equates3¢6) to (3-5).
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We get bounds o8y after integrating3-5) around $. Given thata” ¢ is continuous,
integration of the left-hand side ovet §ives zero. Thus, we conclude that

(3-7) ‘1;55::0.

This formula tells us thafy is bounded at some points irt STo say more, we use the
fact thatw A w > O to prove

Lemma 3.6 There exists a constart> 1 with the following significance: Suppose
thatr > «, t € St, and (A,\) is a solution of the corresponding version of the
equations in3-1). Then,E(A, ) > —k.

Granted this lower bound ofi, the next result follows as a corollary:

Lemma 3.7 There exists a constart > 1 with the following significance: Fix

r > k so as to define the s&, c St. Let© denote a non-zero Seiberg-Witten Floer
homology class. Let denote a positive integer. Then, the measure of the St\I,
where&y > 2" is less thark2—".

Proof. Given the lower bound provided by Lemr84&, this follows easily from 3—7).
O

Given what has been said so far, we have the desiredzetsM; for pointst in the
complement of a closed set with non-empty interior in ©n the face of it, this is far
from what we need, which is a surfacecSS* x M that is swept out by such points.
As we show below, we can make due with what we have. In paaticule first change
our point of view and interpret integration af over a surface in Sx M as integration
over S x M of the product ofw and a closed 2-fornd® that represents the Poinéar
dual of the surface. We then construct a 2-fofnon St x M that is localized near
the surface swept out b§; on most of $ x M. This partial localization is enough
to prove thatfslxM w A ¢ > 0 when this integral should be zero or negative. The
existence of such a form gives the nonsense that proves theTMiaorem.

The construction ofp requires first some elaboration on what is said in Propasitio
3.1 To set the stage, suppose that ) is a solution of somé € S' version of the
equations ing-1). We will write the sectionp of S = E @ EK~! with respect to the
splitting defined byxu|; asy = («, B) where « is a section of E ang is a section
of EK-1,
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Proposition 3.8 Fix a bound on theC®-norm of u, and fix constantsC > 1 and
b > 0. There existx > 1 with the following significance: Suppose that> «,
t € S, and(A = Ag + 2A,\) = (, B)) is a solution of the equations iB£1) with
E(A,P) < K and withsupy (Ju| — [P[?) > 5. Then,

e There exists a finite séd; whose typical element is a pdiy, m) with v C M
a closed integral curve tangent to the kernellpand withm a positive integer.
Distinct pairs in©¢ have distinct curves, arit, myce,My generates the Poincar
dual tocy(E) in Hy(M¢; Z).

e Each point wheréx|?> < |u| — & has distancer~1/2 or less from a curve in
O, and also from some point in=1(0).

e Fix (y,m) € ©;. LetD C C denote the closed unit disk centered at the origin
and o : D — M denote a smooth embedding such that all the points(bD)
have distancexr—Y/2 or more from any loop ir®;. Assume in addition that
@(D) has intersection 1 with. Fix a trivialization of the bundle*E overD so
as to viewp*x as a smooth map from into C. The resulting map is non-zero
on 0D and has degreen as a map frondD into C \ {0}.

We now fixr very large so as to define the &t = {ti}i—1 n,. We setty, 41 =11
and take the index to increase in accordance with the orientation &f Bor each i,
we use Proposition3.4and3.5to providecg f, v, ,; Which we write as i i1, i i+1)-
We view the connectior; ;11 as defining a connection on the line bunde(S) over

I” x M where [ € S is some open neighborhood df, [, 1]. We also view the
t € [ti, ti+1] versions of PropositioB.2s connectionA¢ as a connection on the bundle
K1 over [tj,ti+1] x M. Note in this regard that K! is the determinant line bundle
for the canonical spfstructure with spinor bundl§g = C & K1,

With r large andd > 0 very small, we defineb on [t + §,ti 1 — 8] x M to be
%(FMi+l — Fac). This done, we have yet the task of describigon the part of
St x M wheret € [t — 5, t; + 5]. We do this as follows: & > 0 is sufficiently small,
then Propositio3.8asserts thaty 1, 1, , is defined on the intervati[- 8, i, 1 + 6], and
likewisecg [, , ) is defined on the intervati[ 1 — 6,1 +8]. This understood, we find a
suitable gauge transformations so as to whife;j = As+2a_1; andAjj 1 = Ag +
231 0N [ti—5,t4+0] xM. Inparticular, these gauge transformations are chos#aso
the spectral flow between the respectivg (1, Pi—1i) and A i+1,\Vii+1) versions of
(3—4) is zero. We then interpolate betweensg and a1 on [t —9,t+5] x M using a
smooth bump function, v so as to define a connectipa: As+2(1-Vv)g_1i+2va 1
on def(S) over [t — &,t + 8] x M. With this connection in hand, we defiri to be
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%(FAi —Fag) on [ti — &,t + 8] x M. The continuity of the functiort — a”o(t) is
then used to prove the following:

Proposition 3.9 Fix a bound on th&C3-norm of u. There existx > 1 such that if
r >k and if 6 > 0 is sufficiently small, then

o ® js twice the first Chern class of a bundle of the fden® L whereci(L) has
zero cup product witfw].

L] fSJ_XMw/\¢>O.

What is claimed by PropositioB.9is not possible given that the first chern class of E
is assumed to have non-positive cup product with the clafisedeby w. Thus there
can be no counter example to the claim made by our Main Theorem

4 Analytic Estimates

This section contains proofs of Propositidhd and3.2as well as the proof of Lemma
3.6

Many of the following arguments in this section exploit twanflamental a priori
bounds for solutions of the largeversions of 8—1). To start with, write a sectio of
S=E@®EK™! asy = («, B) wherex is a section of E ang is a section of EK?.
Then, the next lemma supplies the fundamental estimatdseomorms ofx andf3.

Lemma 4.1 Fix a bound on the&c®-norm of u. Then, there are constarntsc’ > 0
with the following significance: Suppose that,\ = («, )) is a solution of a given
t € St andr > 1 version of the equations i8{1). Then,

o Jof < |u2+cr?
o [BP<crH(u —lof?) +cr 2

Proof. This lemma is the same as Lemma 2.2 2] except for the inevitable

appearance ofit|. We will give the proof in this new context.

SinceD P = 0, one ha®D, % = 0 as well. Then, the Weitzeiibk formula forD,?
yields

(4-1) Da2p = VIVY + %R P — %c[(*FA)tl) =0
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whereR denotes the scalar curvature of the Riemannian metric.r@&drthis equation
with 1 to see that

1
(4-2) S+ [V + SR — uf -~ 2) <0

wherecy > 0 is a constant depending only on the supremunmgf] and the infimum
of the scalar curvature.

Now, introducey = |u|¥2 4, thereforex = |u|*? o andp = |u|*/2 B’. Then, one
can rewrite 4—2) as follows:

1
Wlaea 2 < dlul. /2 > + 2/ Pardinl
r Co
(4-3) 5 W (' ? = u = =5) <0
Manipulating -3, one obtains
1
|1

wherec; > 0 is a constant depending og. An application of the maximum principle
to (4—4) yields

1., r c
(4-4)  Sdd'? — < dlul '[P > 4l -1 ) <0

(4-5) R+
from which the first bullet of Lemmad.1follows immediately.

As for the claimed estimate on the norm pf start by contracting41) first with
(«,0) and then with (03) to get

1., r
Ed dja® + |Vl + 5\“!2(\“’2 + (B2 — [u) + kel + Ko(x, B)

+k3(x, V) + kg(e, VB) =0

1

SAAIBI + (VB2 + Bl + B2 + ) + i/ (B, o) + k2'|B I
(4-6)  +x3'(B, Vo) + k4/(B, VB) = O

wherek;’s and ki’’s depend only on the Riemannian metric. Then, the equations
(4-6) yield the following equations in terms of and 3’:

2ol 4 [Vl 4 ol PO+ (B~ 1)+ Al

+A2(o, B') + As(ed, Vo) + Ao, VR') =0

2B (VB Ll BPo P 8+ 1)+ M, o)
@7 AR+ A, V) + A (B, VB) = 0
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whereA;’s andA;"’s depend only on the Riemannian metric.

Now, introduce w= 1 — |o/|?. Then, the top equation i@{7) can be rewritten as
1 * 112 r /12 r 121n/2
— Sddw+ [Vad[* = Sl Pw + S ulled 21’ +
(4-8) Ao 2+ Moo, B) + Aa(ed', V') + Aa(ed’, VB') = 0

Using the estimate iMd&5), manipulating the lower order terms and maximizing pos-
itive valued functions that do not depend on the value of the particular solution
(«, B), the bottom equation idE7) and the equationdE8 yield the following in-
equalities:

1 r
_Ewmw4mvwﬁ—gmm?wgcr+@WWF
1
2
(4-9)

* r r 2 n3
d"d|B'[ + o  VA'[* + Smalul|B'|* + Sl P < <= + FVa]?

where {i’s andn;’s are positive constants depending only on the Riemannigtnien
and the constart.

Multiplying the top inequality in4—9) by % where k is a positive constant large enough
to satisfy

e k(o >mnzand
e mo > k(2,

and adding the resulting inequality to the bottom inequaitit(4—-9), we deduce that
there are positive constants and cz that depend only on the Riemannian metric and
the constanty such that

C C C C
(4-10) dd(p'f — 2w — )+ rluljo P(B'7 ~ Fw - Z) <0
Then, an application of the maximum principle #-00 yields
Co C3
B < (- o) + 3

which, eventually, gives rise to the second bullet of Len#irizafter multiplying both
sides of the inequality byu|. O

Given Lemma4.1, the next lemma finds a priori bounds on the derivatives ahdf3.
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Lemma 4.2 Fix a bound on theC3-norm of iw. Givenr > 1 andt € St, let
(A,¥ = («, B)) denote a solution of the andr version of the equations ir8£1).
Then, for each integar > 1 there exists a constanf > 1, which is independent of
the value oft € S, the value ofr > 1 and the solutior(A,\p = («, B)), with the
following significance:

o |V < cyr?
o |V"B| < cor™D/2,

The following is also true: Fix > 0. There existd > 0 andk > 1 such that
if r > k and if || > |u|¥? — & in any given ball of radiu2xr=/2 in My, then
|VNat| < ecor™? forn > 1 and|V"B| < ecyr™ /2 for all n > 0 in the concentric
ball with radiuskr /2.

Proof. The proof is essentially identical to that of Lemma 2.3T2]f This is to say

that the proof is local in nature: Fix a Gaussian coordinagetacentered at any given
pointin M so as to view the equations BH1) as equations on a small ballk?. Then
rescale coordinates by writing= r—1/2y so that the resulting equations are on a ball
of radius O(r'/?) in R3. Ther-dependence of these rescaled equations is such that
standard elliptic regularity techniques provide uniforaubds on the rescaled versions

of 3 and the derivatives of the rescaladand 3 in the unit radius ball about the origin.
Rescaling back to the original coordinates will give whatl@med by the lemmal_

One of the key implications of Lemmlis a priori bounds on the values 6f First,
note that sincev A 1 > 0 at eacht € St, it follows that

(4-11) v=*%u+v

where q=< v, *u > |u|~! is a positive valued function on {vat eacht € S, and
VA = 0. We use4-11]) in the following proof of Lemma$.6.

Proof of Lemma 3.6. Fix r > 1 andt € S'. Let (A,) be a solution of the and
r version of the equations ir8{1). Write A = Ag + 2a and{ = («, 3). Then, by
(4-11 we can write

(4-12) E(A,xp):i/MvAda:r/Mq(]u\—\oc]2)+i/Mv/\da

Now, it follows from (3-1) and Lemmad.1that

(4-13) E(A) > r / Al — o) —ca > —cs
M
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wherecy, cs > 0 are constants depending only on the Riemannian metric. [

Proof of Propostions3.1and 3.8. Proposition3.1 follows directly from Proposition
3.8 Given Lemmad.1, the proof of the latter is identical but for minor changesht®
proof of Theorem 2.1 given in Section 6 ofZ]. The proof of the second bullet is
proved just as in Lemma 6.5 i ). O

Proof of Proposition 3.2 In the case whemr;(E) # 0, the claim abouty| follows
from Lemmad.1given thatx is a section of E. This understood, we now assume that
E = C. To start, let & denote a unit length trivializing section of tife summand.
There exists a unique connectiory An K~ such that the sectiotpy = (1c,0) of
So=CaK1? obeysDp,po = 0. Now, we look for a solution of the equations in
(3-1 of the form

(A, ) = (Ao + 2(2r)2b, 1Y ? o + ¢)

with (b, d) € C*(M;iT*M & S). Then, @&, y) will solve the equations in3-1) if
b= (b d,g) € C*(M;iT*M & S & iR) solves the following system of equations:
sdb— dg — 2722 M 2ol T + b mpo) + biTd] = 2722w F
Dagd + 2122 |u[Y?(cl(bibo + gibo) + (cl(b)db + gd)] = —cl(duf**)bo
—d"b — 272 |u[Y2r 2 (¢Tho — o' ) = 0.
(4-14)

For notational convenience, we denote fy the operatorE(AoMl/zwo) as defined in
(3—4). Then, the equations id{14) can be rewritten as

—27Y2¢itg —273217 12 4 Ry,
Lob, . g) + '/ ( 2Y2(cl(b) + o) ) = ( —cl(du* 2o ) :
0 0
(4-15)

Now, forb = (b, ¢, g) andt’ = (b, ¢’, ) in C°(M; iT*"MPBSHIR), let (b, b') — bxb’
be the bilinear map defined by

—2-Y2(ping! + ¢/ t) )

@16 bxv =3 ( 2/2(cb) + g’ + cl(B)d + ¢ P)
0
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and letu denote the section defined by-2-3/2r=1/2 x Fp,, —cl(d|it|/?)o,0) of
iT"M @& S @iR. Then, 8—15 has the schematic form

(4-17) Lob+ Y20 % b = u.

Our plan is to use the contraction mapping theorem to sdiv&% in a manner much
like what is done in the proof of Proposition 2.8 d4]. To set the stage for this, we
first introduce the Hilbert spadd as the completion of €(M; IT*M & S @ iR) with
respect to the norm whose square is:

1
(4-18) lella® = [ 1906 + 57 [ JeP.
M M

whereV denotes the covariant derivative on sectionsTéoM &S @ iR that acts as the
Levi-Civita covariant derivative on sections df*M, the covariant derivative defined
by Ag on sections of5, and that defined by the exterior derivative on section®Rof

Lemma 4.3 There existx > 1 such that

o &l < ||&||m and||&|l4 < kr=1/8||&||y forall & € H.
o Ifr>x, thenk™Y|&||ln < ||Lo&||2 < k||&||n for all & € H.

Proof. The first bullet follows using a standard Sobolev inequalitth the fact that
|d&|| <|Vo&|. The right hand inequality in the second bullet follows bygly from
the appearance of only first derivativesfg. To obtain the left hand inequality of the
second bullet, use the Bochner-type formula for the operdgd (see (5.21) inT4]).
To elaborate, let f be any given function on M. Write a sectipaf iT*"M & S & iR
as (bho,9). Then,E(A07f¢0)2(b, ®, g) has respectivéT*M, S andiR components

VIV + 2rf2b + r¥/2v (&)
Vo Va,d + 2rf2 + r¥/2v,(E)
(4-19) d*dg + 2rf?g + r'/2v5(),

where V; are zero’'th order endomorphisms with absolute value baliimyeanr -
independent constant. In the case at hang, \Ml/ 2 is strictly bounded away from
zero. This last point understood, then the left hand inetyualthe second bullet of the
lemma follows by first taking the 4.inner product of£o?& with & and then integrating
by parts to rewrite the resulting integral. O

It follows from Lemmad4.3 that the operatoi, is invertible whenr is large. This
understood, writey = Lo u,
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Lemma4.4 There existx > 1 for use in Lemmat.3such that whem > «, then the
corresponding) = Lo~ u obeys|y| < cor—Y2.

Proof. Let A denote the operator that is obtained from what is writtehénft= |w|/2
version of 4—19 by settingV; all equal to zero. The latter has Green'’s function G, a
positive, symmetric function on M M with pole along the diagonal. Moreover, there
exists anr-independent constait> 1 such that if xy € M, then

\/Fdist(cx,y)
Gloy) < dist(x, y)e ’

(4-20) [dG|(x,y) < ¢(

- ; 4 \/_ ) \[dlst(x y)
dist(x, y) dist(x, y)

Both of these bounds follow by using the maximum principléwaistandard parametrix
for G near the diagonal in M M.

Now write 4-19 as A& +r¥/2V¢, and then use G, the fact thd?y = Lou, and the
uniform bounds on the term¥g; to see that

9I09 < ¢ | Gex )@+ 2L+ o)
M
wherec’ is independent of . This last equation together with20 yields

I9l(x) < &"r=Y2(1 4 supuly)),

wherec” is also independent af. The lemma follows from this bound. O

With y in hand, it follows thaté € H is a solution of the equat|ons €17 if
& = & —p is a solution of the equatiofiof, + r'/2(E « & + 29« &) = —r/2y xy. To
find a solutioné, of the latter equation, introduce the map H — H defined by

(4-21) T:&— —rY2L0  y sy + Ex &+ 2% E).

Note in this regard that Sobolev inequalities in Len#rizguarantee thdaf does indeed
define a smooth map froifl onto itself wherr is larger than some fixed constant. Our
goal now is to show that the mdp has a unique fixed point with small norm. Given
R > 1, we let Bg € H denote the ball of radius~Y/2R centered at the origin. We
next invoke

Lemma4.5 There exists > 1, and giverR > k, there exist&r such that iff > kg,
thenT mapsBg onto itself as a contraction mapping.
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Proof. Let R > 1 be such thaljy||oc < 5rr~Y/2RY2. We first show that iff is large,
thenT maps B into itself. Indeed, thIS follows from Lemm&3 using the following
chain of inequalities:

NTE) [ < || — rY2p %y — rY2E+ L+ 29 % E)||2
<2y xylla + Y2 Ex E+ 20 % |2

(2R 4 1 Y2()| € E|o + 2|y + E]]2)

< YR+ ELE + 2Dl El

< ZEYPR 4 P2 YAl 1R 2 )

< % V2R 4 r M2 (kr Y4 IR 4 T 2RY 2 Y/ /2R
(4-22) <r Y 2R(%1 +2kRr=1/8),

Next, using similar arguments, we show thi&g, is a contraction mapping. In this
regard, leté1, &> € Bg, then

ITEr) — TE)| | < || — rY2(Eq # &1+ 20 % E1) + 1Y2(Ep % E2 4+ 29 E))| |2
<IY2(|Ex & — 2% B2 + 2l * &1 — v x &)
< rV2(||(Ex + &2) * (1 — Ell2 + ||n * (E1 — E2)I]2)
< r2(||E1 + EallallEa — Ealla + 2lv]lallEs — E2lla)
< rY2([Ella + [1E2la + 2/0]1a)[|E2 — E2la
< rY2er V8 2R 4 rY2RY2)r V8| |8y — &yl
(4-23) < 3PRrY8)1Ey — &yl

Therefore, by the contraction mapping theorem, there®aisnique fixed point of the
map T in the ball Bz. Moreover, by standard elliptic regularity argumentspltdws
that the fixed point is smooth, therefore it is an element of(ia; iT*"M & S @ iR).[]

We next find arr -independent constartand prove that the norm aff = ||/ o+
is bounded from below by|*/2 — kr~%/2. To this end, note tha obeys the equation
(4-24) AE 4 1Y2VE = 1200 xy + &% & + 29 % £).

What with @—20 and the boundy| < 2r~/2R this last equation implies is

00 < a2 e [ i + ey ER R

(4-25)
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where ¢p is independent ok andr. Bound the termr—1/2|?,| in the integral by
|€|? +r~L. The contribution to the right hand side @25 of the resulting term with
r—1 factor is bounded byar—1/2 wherec; is independent of. To say something

st(x
L2
Co|[&||m with ¢ independent of and &. This understood, the term in the integral
with |(£|2 contributes at mosts(r'/2||Z||s” + r||£||2/|£|jm) with cs independent of
andé&. The latter is bounded by anindependent multiple af~%/2. Thus, we see that
€| < car~1/2 which proves our claim thatp| > [u|Y/2 — kr—%/2,

We now turn to the claim about uniqueness. To this end} let (O, M) and let
(A, 1) be a solution of somée St andr > 1 version of the equations iB£1) with
the property thaf\| > |u|/2 — & at each point in M. Granted such is the case, it
follows from Lemma4.1that || > |u|Y/? — 6 — kr~1/2 at each point in M, withCq
independent of . We now make use of Lemn#a2to see the following: Giverm > 0,
there existd. > 0 such that if6 < 6., then

Y2 — e < |a| < |u|Y? + e and|B| < er~Y2,

Va| < er/?2 and|VB| < e,
(4-26) IV2«| < er and|V2B| < erl/2,

Since « is nowhere zero for sufficiently large> 1, one hasu = «/|x| € G. Now,
change ;1) to a new gauge by, and denote the resulting pair of gauge and spinor
fields again by £,1). Sinceux = ||1¢, one hasA = Ag + 2ia where

(4-27) a— —lz(oc_1V(x — &)

Then, 4-26 and @—27) imply

(4-28) r~2)a 4+ r71|Val < ge.

We now change A,1{) to yet another gauge so as to write the resulting pair of

connection and spinor as ¢A- 2(2r)Y/2b, |u|Y?Po + $) where (b, 0) obey 4—14.
This gauge transformation is writte¥ where x : M— R. Thus, the pair () is

b = i) Y%@- dx)
(4-29) b = Y- |u*o.
Equation 4-14) is obeyed if and only if x obeys the equation
(4-30) ddx + 2|u|Y?r|«| sinx = d*b.
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We can now proceed along the lines of what is doneTi] fo solve an analogous
equation, namely (2.16) imTH]. In particular, the arguments iT#] can be used with
only small modifications to find an-independent constamt such that if the constant
€ in (4-26 is bounded by ! andr > k, then @—30 has a unique solution, x, with

(4-31) IX| + I’l/z]dx] < KE.

Granted this, it follows that = (b, ¢,0) with (b, ) as in 4—29 obeys 4—-17) and
that

(4-32) Ib| < ce

with ¢ > 0 a constant that is independent efandr. Then,h = b — y obeys
Loh =r2(mxn+hxh+2n+h) and||h||« < Coe Wherecy is independent of A, 1)
andr. This understood, it follows from Lemna3that

1 1
(4-33)  Iblla < ZRor M2+ car 2]l b2 < SRy Y2+ cart’ e,

where R is anr independent constant such that]|o. < 5r 2R, andcy,c; > 0
are constants which are both independentAafyf) andr. This last inequality implies
that ||h||lm < R‘,r‘l/2 when e < ¢4 with ¢4 anr and A,) independent constant.
This understood, it follows from Lemmé&5 that (A,1) is gauge equivalent to the
solution of @-1) that was constructed from Lemnda5s fixed point of the mapl’
whenr is larger than some fixed constant. This then proves the ani&gs assertion
made by PropositioB.2

We introduce fc, ) to denote the solution that is obtained from Lenxis fixed
point. This solution is of the form (A+ 2(2r)Y/2b, /Y% + ¢). Our final task
is to prove that the £c,c) version of the operator i34) has trivial kernel. To
see that such is the case, remember thab)thas norm bounded bgor—/2 with
Co independent of. This being the case, the operator in question differs froen t
operatorLg by a zero'th order term with bound independent ofAs a consequence,
there is a constart > 0 which is independent af and such that

(4-34) [Lacwe)Ell2 > cf|El[m

forall & € H whenr islarge. This understood, the fact thaid, \»c) is non-degenerate
whenr is large follows from Lemmd.3. O
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5 Proof of the Main Theorem

We prove Propositior8.9 in this section and thus complete the proof of our main
theorem. The proof that follows has nine parts.

Part 1: Here we say more about the solution of eachS' version of the equations in
(3-1) provided by PropositioB.2. We denote this solution ad\¢,{¢) and write it at
times as ¢ = Ag, +2Ac, ¢ = (¢, Bc)) whereAg, is at-independent connection
on the line bundle K! = det(Sp) with harmonic curvature form, and where:As a
connection on the trivial bundl€. Since eacht € S version of these solutions is
non-degenerate, the family parametrizedtby S' can be changed birdependent
gauge transformations to define a smooth map from the uaivenser,R, of S into

C. Moreover, becausec is nowhere zero, a further gauge transformation can be
applied if necessary to obtain a eriodic map fromR into C and thus a map from
Stinto C. This understood, we can viewgfas a connection on the trivial bundle over
St x M. We write its curvature form as

(5-1) Fac = Fagl + dtA Ac.

where R, denotes the component long; MNote that the integral of;w AdtA Ag
over § x M iszerosince Ac,Pc) isal-parameterfamily of solutions of the equations
in (3—1. To see this, use an integration by parts, the fact tivatdi and the equation
in (3-5) to get

wAdtAAc = /(/A(c/\u)dt
st JM

= —Zi—ﬂ/g(/Mv/\dA(c)dt

21 Jsixm

(5-2) = 7 [ 9 e peydt=0.
r Jodt ==
Therefore,
i
5-3 — AFa. = — AFa.
( ) 21 Jsixm @ A 21 Jsixm @ Ack

We also note that the left hand side B-Q) is equal to zero since Ais a connection
on the trivial bundle.
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Part 2 Fix r > 1 large in order to defin&, as in Propositior3.3. Let ¥, =

{ti }i=1,..Nn—r. Givend > 0 very small we shall usg to denote the intervak[- 6, tj+ ]
and we shall use i1, 1 to denote the intervak[+ 6, ti1 — 5]. We write the connection
Ajjiy1 asAjit1 = Asy + 2Ai 11 where A1 is viewed as a connection on the bundle
E over (1 UJ+1Uli41) x M. The curvature of A1 over Jjr1 x M is given by

(5_4) FAi7i+1 = FAi7i+1‘t + dt A Ai,H‘l'
We now write the integral of-w A (Fa,,,, — Fa.|) over Ji11 x M as

i i :
(5-5) - / dtAv A (FAi,i+1\t — FA@{) + = / LA dtA Aiiy1
n Jit1xM n Jit1xM

We will first examine the left most integral irb€5 and then the right most inte-
gral. Moreover, in order to consider the left most integrag fix an integern to
define Ji11,n to be the set of € J ;11 where&(t) < 2". We then consider separately
the contribution to the left most integral from {J1\ J j+1,n) x M and from J 41,0 x M.

Part 3: Little can be said about the contribution from(J \ Jit+1n) x M to the left
most integral in $—5 except what is implied by Lemm@& L In particular, it follows
from the latter using4—11) that ift € J i1 \ Jit1,n, then

| _
(5-6) 2 ), VA (Fay syl — Fagh) = € () — co
t

wherecy > 0 is independent ofl, the index i,t, and alsor. Note in particular that
(5-6) is positive if 2' > cp2.

As we show momentarily, there is a positive lower bound fer ¢bntribution to the
left most integral in%-5 from J i1, x M. To this end, we exhibit constants > 0
andr, > 1 with the former independent af, both independent af and the index i;
and such that

i
(5—7) % " v A (FAi,i+1|t — FAQh) > Cy
t

at each fixed € J j11,n whenr > r,. What follows is an outline of how this is done.
We first appeal to PropositioB.8 to find r,, such that ifr > r,, then each point of
oq7i+1_1(0) has distanceor —/2 or less from a curve of the vector field that generates
the kernel ofu. We then split the integral irb(7) so as to write it as a sum of two
integrals, one whose integration domain consists of paifits distance®(r—/2) or

less from the loops in M and the other whose integration domain is complementary
part in M;. We show that the contribution to the former is bounded awasnfzero

by some constanf > 0 which is essentially the length of the shortest closedyiiaie
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curve of this same vector field. We then show that the corttobdrom the rest of M
is much smaller than this whanis large.

Part 4 Fix t € J;1n. Givene > 0, Proposition3.8 finds a constant,, ., and if

r > rne, a collection©; of pairs fy,m) with various properties of which the most
salient for the present purposes are thas a closed integral curve of the vector field
that generates the kernel pf; such that |o 41| — |1|*/?| < e at points with distance
c.r /2 from any loop in©;. Here,c. > 1 depends or but not onr, t, or the index

i. This understood, fix some very smalland let M . C M; denote the set of points
with distance 3c.r—1/2 or greater from all loops i1®;.

To consider the contribution t&€7) from M; \ M., we write the 1-formv as in
(4-11. Then, by Lemmd.1, it follows that

(5_8) |U A (FAi?i+1|t - FAQ|t)| < C€r_1/2£t7

Z Mi\M¢, e
where £; = X, mm - length(y).

To see about the rest of thetMM; . contribution, note that Lemma 6.1 ifi2] has a
verbatim analogue in the present context. In particular)dkter implies that

i 1
(5-9) o (e A Fa ) = §V|H|(|H| — Jot,i+1/?)

atall points in M\ My ¢ if r is large. It follows from this, the third item in Proposition
3.8and 6-9) that
i

(5-10) A (FAi,i+1\t — FA@{) > CoLy,

2m Mt\M¢, e

whenr is larger than some constant that depends onlg @md n. Here,co > 0 is
independent of, t, n, e and the index i.

Part 5. Turn now to the contribution tb&7) from M .. By Lemma4.2 no generality
is lost by takingrp . so that
Y2 = |odiqa]| < € and|Va,,,,  oijpa| < er®? fork=1,2;
(5-11) VA, Biiss| < er® D2 fork=0,1,2
at all points in M with distancec.r /2 or more from any loop irf®;. Let M’ denote

the latter set. Note in this regard that Ms the set of points with distancé@r~%? or
more from any loop i, so M C M’. Meanwhile, we can also assume tHat11)
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holds at all points in Mwhen (A 11, (cdi+1,;,,,)) IS replaced by (&, (g, Bc))-
Granted these last observations, we change the gauge;fan (#ii+1) on M’ so that
aii+1 = hac where h is areal and positive valued function. Having donevsawrite
Aiis1on M as Aj1 = Ac + (2r)Y?b with b a smooth imaginary valued 1-form.
This understood, then the contribution &-) from M . is no greater than

(5-12) o / db)

Mt,e
wherec; depends only onw. Our task now is to show thab{12) is small if r is
sufficiently large.

To start this task, we note that with our choice of gauge libfes from (5—-11) and its
(Ac,Pc) analogue that

(5-13) ]qul — (Xg‘ + ‘b‘ < Cpe
on M. Here,cy is independent o andr.

Introduce M' C M’ to denote the set of points with distancé&a —/2 or more from
any loop in®;. We now see how to find a function x : M> R with the following
properties: Firstp = (b — i(2r)~Y/2dx, €0 — U, 0) obeys the equation

(5-14) Lacpob+ 172056 =0
on M”. Second|b| < ze where z> 0 is independent of ande.

To explain our final destination, fix a smooth, non-incregdimnctiony : [0, cc) —
[0, 1] with value O on [Q ;31] and with value 1 on [1loo). Sety.’ to denote the function
on M given by

(5-15) Xe' = x(dist(-, Uy mece,v) /2 cer /?).
Let b’ = x.'b. This function has compact support in’NMnd it obeys the equation
(5-16) Lot + 172050 =1,

where |h| < cpz|dx.'|e wherecy is independent of , t, e and the index i. Note in
particular that the £-norm of  is bounded byc;z&e wherec; is also independent
of the same parameters. This understood, it follows frér84) that

(5-17) |6/[| < cozer?||b'||2 + crze L.

Equation 6-17) gives the bound|b’||g < 2c;ze £ whene < %(czz)‘l. As a final
consequenceb{12 is seen to be no greater thagze £; with c3 again independent
of r, t, e and the index i.
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To find the desired function x, introduce again the functigrand definex. : M —
[0, 1] by replacing Zc.r—/2 in (5-14 by 2c.r—1/2. Equation 5—16 is then satisfied
on M” if x obeys the equation

(5-18) ddx 4 2|u|Y?r| o i1 a] Sinx = xd*b.

This equation has the same form as that4r1©9. In particular, the arguments in
[T4] that find a solution of the equation (2.16) 4] can be applied only with minor
modifications to find a solution, x, of the equation §-(8 that obeys the bounds in
(4-31). This being the case, the resultibg= (b — i(2r)~Y/2dx, € — b, 0) is such
that |b| < ze.

Part 6: It follows from what is said in Parts 4 and 5 that there exgsts- 0 andr, > 1
such that ifr > r,, then 6-7) holds. Moreoverg, is independent of because it is
larger than some fixed fraction of the shortest closed iatemrve of any givert € St
version of the kernel oft. With (5-6), this implies that the left most integral i6£5)
obeys

(5-19) dtAV A (Fay o — Fagl) = Codength(@ise),

2r Ji7i+1><M

wherec,, is also independent af andr which are both very large.

To say something about the right most integral5a%), we write A i 1 = Ag + & 41
where A is thet-independent connection on E with harmonic curvature fdnosen
so thatAs = Ag, + 2Ag. We then use the fact that the equations3nlj are the
variational equations of the functionalas in 3—2) to write

i ) 1
(5-20) o / HAG 41 = —7— / &1/ da 1.
™ JM 47Tr M

Here, we use the fact th@a, ;, ,Wii+1 = O to dispense with the derivative of the right
most integral in 8—2 with respect tot. Granted $-20, we identify the right most
integral in 6-5 with

gl [ @A @A — @D+ [ @i g i@l
(5-21)

Equations $—19 and 6—21) summarize what we say for now abo&tf).
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Part 7. Recall that | = [tj — &, t; + 6]. We now review how we define the connection
Aj on E over | x M. This is done using a ‘bump’ function, v ;  [0,1]. This
function is non-decreasing, it is equal to 0 ng&ar 6 and equal to 1 neat + 0.
Meanwhile, we chose gauges foii_A; and A i1 so that there is no spectral flow
between the respectivé\(_1;,\i—1;) and A;;r1,\Vi;+1) versions of 8—-4). Having
done so, we write A1j = Ag +a_1; and A1 = Ag + &,+1. We then defined
Aj = As +2(1—-v)a_1; + 2va i+1 and we used the latter to defideon |, x M by
ﬁ(FAi - FAQ)'

In order to say something about
(5-22) / W A o (Fa, — Fa.)
lixM 2m -
we write Fa, — Fa ), as
\ (FAi7i+1‘t - FAgh) + (1 - V)(FAifl’i‘t - FAQ‘t)
0 0
(5-23) +dt A a(va-,iﬂ) +dtA 5((1 —V)a_1).

As we saw in Parts 4 and 5 above, the two left most term&#28 give positive
contribution to the integral in522. The contribution of the two right most terms are
i

0
5-24) 5 /| @A R +

0
3 [ A S

We analyze %—24) using an integration by parts to write it as the sum of

i
(5-25) -5 (dtAndv Ava it + (1 —V)a_y),

21 Jiixm
and
i [
(5-26) o [ Ghauhes - 5 [ (hacsis
™ JM 27 M

Our only remark about the term iB€25 is that it is bounded below by K6, where
K is a constant that is independentéf This is all we need to know. Meanwhile, we
use B-2 to write (6—26 as the sum of the two terms:

1
(5-27) - %(a(te,[ti tipa) s — a(co,ft_1.t1) [t —s)

and

528 5l [ @ai@asi—i@les — [ @ea @i = i@Dhs]
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To say something abous£27), recall that we choose the gauges when defining;a
and @;;1 on | x M so that the spectral flow take the same value oR{(_1,pi_1)
and Ajy1,V)ii+1). As a consequence,

1 1
—%(a(te,[ti teD s — aleo i) lh—s) = —%(afe(tim) — %o (tis)).

(5-29)

Because the function” g is continuous and piecewise differentiable, what appears o
the right hand side o529 is bounded below by-Cé, with K again a constant that
is independent 06 .

We comment ong-28 in Part 8.

Part 8 The terms in $-28 are fully gauge invariant. This understood, we observe
that the term with integral ofia, 1 A dg i1 is identical but for its sign to the right most
term in 6-21). As the signs are, in fact, opposite, these two terms caiehnwhile,

the term with @1; A da_1; is identical but for the opposite sign, to the left most term
in the version of §-21) over the interval 11 ;5. Thus, it cancels the latter term. This
understood, the sum of the variof§ 1 1}i=1.. N, version of 6-21) is exactly minus
the sum of the variou$l; }i—1 _n, versions of $-28. Thus, they cancel when we sum
up the various contributions tf)slxM w A ®. This we now do. In particular, we find
from (5—-17) and from what is said above and in Part 7 that

(5-30) / WA P > 4rc,, — NS
StxM

where IC is a constant that is independent&af Thus, if we taked > 0 sufficiently
small, we see that

(5-31) / WAD > 0.
StxM

Part 9: With (5—31) understood, our proof of Propositi@®Ris complete with a suitable
idenfication of the class defined &y in H2(M; Z). To this end, remark that it follows
from our definition of each; j ;1 and eachy;, that® can be written a%(FA —Fac)
whereA can be written ag\s, + 2A where A is a connection on a line bundlé d&ver
St x M whose first Chern class restricts to each a4 that of E. Indeed) is defined
first on each of(J i1 x M}i=1 N, @S{Ajj+1 = Ag, + 2Aii+1}i=1,.N,, and then on
each of {li x M}i=1_n, as{Aj = Agy + 2Ae + 2(1 — V)a_1i + 2va i11}i=1, N, -
These various connections were then glued on the overlapg osmps from M into
st.
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We write E as E® L. Let 0 € S' denote any chosen point. Given what was just said,
L over [0, 27) x M is isomorphic to the trivial bundle. As such, it is obtairfeam the
trivial bundle over [027] x M by identifying the fiber ove2x} x M with that over
{0} x M using a mag : M — U(1). To say more about L, we define for each S*,

a sectiomp; of S as follows: For any given indexd {1,..,N; }, definel |t = Vi 41
on Ji+1 x M. We then definap att € I; to be wpj j+1 + (1 — v)pi_1,; using the same
gauge choices that are used above to defineThis done, the pairA = Ag, + 2A,)
defines a pair of connection ovet $ M for the line bundledefS) ® L? and section
of the spinor bundleS @ L. We now trivialize L over [027) x M so as to view the
restrictions to any given Mof (A1) as defining a smooth map from, [&r) into C.
There is then the corresponding 1-parameter family of dpesavhoset € [0, 2r)
member is the &,)|; version of 8—4). This family has zero spectral flow. Indeed,
this is the case because was defined over; Iby interpolating betweer,_1; and
Ajiy+1ingauges where there is zero spectral flow between the tspe&i 1, i_1,)
and (A_1,,\Pi—1,) versions of 8—4).

Because £, )| = (Alo — 2u~du, wp|p) and there is no spectral flow between the
respective 4,1)|o and @, )|2, versions of 8—4), it follows from [APS that the cup
product ofcy (L) with ci(det(S)) is zero.

Keeping this last point in mind, and given that L restrictgtestrivial bundle to each
M¢, we use the Kinneth formula to see that the cup productceflL) with the class
defined byw is the same as that between(L) and the class defined by|p. By
assumption, the latter class is proportionalci¢detS)). Thus, ¢c;(L) has zero cup
product with f]. O
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