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Hidden Markov Models Predict Epigenetic Chromatin Domains

Abstract

Epigenetics is an important layer of transcriptional control necessary for cell-type specific gene regulation. We developed computational methods to analyze the combinatorial effect and large-scale organizations of genome-wide distributions of epigenetic marks. Throughout this dissertation, we show that regions containing multiple genes with similar epigenetic patterns are found throughout the genome, suggesting the presence of several chromatin domains.

In Chapter 1, we develop a hidden Markov model (HMM) for detecting the types and locations of epigenetic domains from multiple histone modifications. We use this method to analyze a published ChIP-seq dataset of five histone modification marks in mouse embryonic stem cells. We successfully detect domains of consistent epigenetic patterns from ChIP-seq data, providing new insights into the role of epigenetics in long-range gene regulation.

In Chapter 2, we expand our model to investigate the genome-wide patterns of histone modifications in multiple human cell lines. We find that chromatin states can be used to accurately classify cell differentiation stage, and that three cancer cell lines can be classified as differentiated cells. We also found that genes whose chromatin states change dynamically in accordance with differentiation stage are not randomly distributed
across the genome, but tend to be embedded in multi-gene chromatin domains.

Moreover, many specialized gene clusters are associated with stably occupied domains.

In the last chapter, we develop a more sophisticated, tiered HMM to include a domain structure in our chromatin annotation. We find that a model with three domains and five sub-states per domain best fits our data. Each state has a unique epigenetic pattern, while still staying true to its domain’s specific functional aspects and expression profiles. The majority of the genome (including most introns and intergenic regions) has low epigenetic signals and is assigned to the same domain. Our model outperforms current chromatin state models due to its increased domain coherency and interpretation.
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Preface

Every cell of a multi-cellular organism shares the same genetic sequence, but is programmed with cell-type specific gene expression, resulting in distinct cell types with corresponding specialized functions. This precise expression is, in part, directed by epigenetics, including histone modifications. In eukaryotic cells, 147 bp of DNA is wound around an octomer of histone proteins before being further compacted to form higher-order chromatin structures. These histone proteins have tails that can be biochemically modified to affect the affinity of transcriptional machinery, thereby regulating gene expression. Numerous histone modifications modulate the interpretation of, but do not change, the primary genetic sequence, providing an epigenetic regulatory mechanism to maintain cellular identity and developmental changes.

Recent studies have shown significant epigenetic patterns associated with developmental stages and diseases. These studies have been mostly limited to focal epigenetic patterns, whereas methods for analyzing large-scale organizations are still incomplete. In each of the three chapters of this dissertation, we present a hidden Markov model (HMM) for characterizing the eukaryotic genome into higher-order chromatin domains. Our contributions are three-fold: First, in Chapter 1, we develop and explore an HMM to find chromatin domains in mice stem cells. Second, in Chapter 2, we extend this model to 27 human cell lines to find epigenetic differences between differentiated and undifferentiated cells. In the final chapter, we build a more sophisticated tiered HMM to further annotate the human genome into chromatin domains.
In the first chapter, we developed a HMM approach for detecting the types and locations of epigenetic domains from multiple histone modifications. We used this method to analyze a published ChIP-seq dataset of five histone modification marks (H3K4me2, H3K4me3, H3K27me3, H3K9me3, H3K36me3) in mouse embryonic stem (ES) cells. We identified three types of domains, corresponding to active, non-active, and null states. These domains were validated by a number of statistical criteria in Section 1.2.3. The largest domains correspond to olfactory receptor (OR) gene clusters. Each Hox gene cluster also forms a separate epigenetic domain. We found that each type of domain is associated with distinct biological functions and structural changes during early cell differentiation. We describe these features in detail in Section 1.2.5. The HMM approach successfully detects domains of consistent epigenetic patterns from ChIP-seq data, providing new insights into the role of epigenetics in long-range gene regulation.

While recent studies have identified global chromatin state changes across cell-types, it remains unclear to what extent these changes are co-regulated during cell-differentiation. In the second chapter, we present a comprehensive computational analysis by assembling a large dataset containing genome-wide occupancy information of 5 histone modifications in 27 human cell lines (including 24 normal and 3 cancer cell lines), followed by independent analysis at three different representations. We classified the differentiation stage of a cell-type based on its genome-wide pattern of chromatin states, and found that our method was able to identify normal cell lines with nearly 100% accuracy. In Section 2.2.4, we note that the “hotspot” genes, whose chromatin states change dynamically in accordance to the differentiation stage, are not randomly
distributed across the genome but tend to be embedded in multi-gene chromatin domains, and that specialized gene clusters tend to be embedded in stably occupied domains. In Section 2.2.5, we applied our model to classify the cancer cell lines and found that each can be unequivocally classified as differentiated cells. The differences can be in part explained by the differential activities of three regulatory modules associated with embryonic stem cells.

Several studies, including those presented in Chapters 1 and 2, have developed methods to characterize the combinatorial pattern of multiple histone modification marks; however, these methods have not taken into account the fact that the genomic distribution of histone modification marks is not uniform but varies over multiple length scales. In Chapter 3, we developed a new, tiered hidden Markov model (THMM) approach to identify higher-order chromatin state structures. By applying our approach to a set of ChIP-seq data in human embryonic stem cells, we have identified three chromatin domains each containing five sub-states. We again found that the active domain is associated with high levels of RNA transcription, whereas the null domain is associated with introns and intergenic regions. In Section 3.2.6, we show that our model outperforms existing chromatin state models in terms of spatial and functional coherence. Our THMM approach to partition chromatin states provides new mechanistic insights into epigenetic regulation.
Chapter 1

Epigenetic domains found in mouse embryonic stem cells via a hidden Markov model

Jessica L. Larson\textsuperscript{1} and Guo-Cheng Yuan\textsuperscript{1,2}

\textsuperscript{1}Department of Biostatistics, Harvard School of Public Health, Boston, Massachusetts, USA
\textsuperscript{2}Department of Biostatistics and Computational Biology, Dana-Farber Cancer Institute, Boston, Massachusetts, USA
1.1 Introduction

Well before the first eukaryotic genome was sequenced, the notion that chromatin is partitioned into larger than gene-size domains (such as the heterochromatin and euchromatin) was conceived [1.1, 1.2]. Genes that are functionally related and co-regulated are often located close to each other. These include the Hox and the β-globin gene clusters [1.3, 1.4]. More generally, unrelated spatially proximal genes can still be co-regulated, and such co-regulation can in part be explained by long-range chromosomal interactions [1.5]. However, a major barrier for understanding the mechanism for long-range gene regulation is the difficulty of generating high-resolution long-range chromosomal interaction data on a genomic scale [1.6].

The fundamental unit of chromatin is the nucleosome, which is a histone octamer wrapping up ~147 bp DNA. The amino acid residues on the N-terminal tails of the histone proteins can be covalently modified in a number of different ways, and different biochemical modification marks may have very different biological functions [1.7]. In recent years, genome-wide distributions of various histone modifications in several eukaryotic organisms have been mapped using chromatin immunoprecipitation followed by either microarrays (ChIP-chip) or DNA sequencing (ChIP-seq) [1.8-1.10]. It is thought that different combinations of histone modifications result in different functional specificities [1.11] and that several modifications form broad domains [1.12-1.14], which is helpful in stabilizing chromatin state and transmitting the states in cell division [1.15]. Integration of multiple histone modification marks has identified distinct epigenetic patterns, associated gene activities, and regulatory elements [1.16, 1.17].
However, most of these earlier studies are done on a gene-by-gene basis and have ignored the spatial correlation of epigenetic patterns.

Because it is difficult to detect long-range chromosomal interactions through experimental methods, it is valuable to develop computational methods to do so, such as epigenetic domains based on histone modification data. This can be used to infer such interactions. Here we use the term “epigenetic domain” to refer to a large-scale region containing multiple genes with epigenetic patterns. For the rest of the chapter, we will use the terms “epigenetic domain” and “domain” interchangeably. Such epigenetic domain methods should provide mechanistic insights into coordinated gene regulation. Several approaches have already been developed in recent years [1.18-1.24]. However, two of the studies [1.18, 1.20] partition the genome without any constraint, making the results hard to interpret. Other studies consider only a single histone modification mark, which can only give partial epigenetic information [1.19, 1.20]. Or the researchers only examined a certain pattern of two modifications [1.21, 1.22], simply small regions [1.23], or were not looking at neighboring regions, only clusters as a whole [1.24]. Therefore, further improvement is still needed.

Here, we developed a novel method that uses genome-wide histone modification data to identify epigenetically consistent, multi-gene domains. We applied our method to analyze a recently published ChIP-seq dataset for mouse embryonic stem (ES) cells [1.10, 1.25] and found that we were able to identify a number of domains that are significantly large (i.e. not just due to chance). We validated our predictions by integrating a number of data sources. We also explored these histone modifications in the neural progenitor (NP) cell line to determine what, if any, changes in domain size,
structure, and/or function occur during early cell differentiation. Our method provides a useful tool to investigate the role of epigenetic domains in development.

1.2 Results

1.2.1 Data type, preliminary manipulation and clustering

Genome-wide location data for five different histone modification marks, H3K4me2, H3K4me3, H3K27me3, H3K9me3, and H3K36me3, was taken from two ChIP-seq datasets [1.10, 1.25]. Since our goal was to identify multi-gene regions with consistent histone modification patterns, we treated each gene as a unit and summarized the local distribution of each histone modification by a single score. We arrived at a five-dimensional summary score for each gene, corresponding to the average of the sequence tag counts over the promoter (for H3K4me2, H3K4me3, H3K9me3, and H3K27me3) or coding region (for H3K36me3) (Figure 1.1).
Figure 1.1: Outline of methods
Brief four-step depiction of methods used in this study to find chromatin domains.

We clustered the genes based on their histone modification patterns and determined the number of clusters via calculations of a “gap” statistic [1.26], which compares the observed within-cluster dispersion for one run with that expected by chance (i.e. averaging over 1000 permutations). The maximum gap value is achieved at \( K = 3 \), where \( K \) is the number of clusters, and the two-cluster partition also corresponds to a relatively high gap statistic (Figure 1.2). In the two-cluster scenario, there is a cluster of genes associated with high H3K4me2 and H3K4me3 levels, while the other is associated with moderate H3K27me3 level. In the three-cluster scenario, there is an additional cluster characterized by moderate level of the other modifications.
Figure 1.2: Results from gap statistics analysis of a random sample of the data
The expected and observed $\log (W_K)$ values are shown in (a) for various levels of $K$ (the number of clusters), where $W_K$ is the pooled within cluster sum of squares around the cluster means. The number of clusters versus $\text{Gap}(K)$, the difference between the observed and expected values (mean value for 1000 random bootstrap permutations), is shown in (b). According to these results, three is the optional number of clusters for our data.

1.2.2 Prediction of epigenetic domains

To constrain on spatial correlation of histone modification patterns, we applied a hidden Markov model (HMM) to partition the genome into epigenetic domains based upon the five-dimensional summary histone modification scores. In accordance with previous methods [1.18], we assumed that multivariate Gaussian distribution could approximate the emission probability. This gives a better fit than a Poisson distribution (Supplementary Figure 1.1).

For hidden-state assignment, we compared the results from two commonly used methods: the Viterbi and Forward-Backward algorithms, on Chromosome 19 (Ch 19).
The results from the methods were 99.8% identical (Supplementary Figure 1.2). Since the Viterbi method is more computationally efficient and essentially as accurate, it was used to assign our hidden gene states.

We considered two model configurations, corresponding to two and three hidden states. For the rest of this paper, we will further explore these two choices and compare the corresponding results.

We used a likelihood ratio test to evaluate the statistical significance of a detected domain. With a false discovery rate (FDR) cutoff of 0.01, we found 401 and 258 significant domains based on their likelihood ratio test statistics for the two- and three-state HMMs respectively (Tables 1.1 and 1.2 and Supplementary Tables 1.1-1.5). The average size of each domain was 11.31 genes for the two-state model and 9.66 genes for the three-state model (Figure 1.3). Both models found domains over the length of 155 genes and had a minimum domain size of 2.

### Table 1.1: Summary statistics for significant domains in the two-state HMM

<table>
<thead>
<tr>
<th>State</th>
<th>Number of significant domains</th>
<th>Min domain size</th>
<th>Max domain size</th>
<th>Average domain size</th>
<th>Variance in domain size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-active</td>
<td>230</td>
<td>2</td>
<td>157</td>
<td>14.5</td>
<td>186.14</td>
</tr>
<tr>
<td>Active</td>
<td>171</td>
<td>2</td>
<td>29</td>
<td>7.02</td>
<td>16.45</td>
</tr>
<tr>
<td>Total</td>
<td><strong>401</strong></td>
<td><strong>2</strong></td>
<td><strong>157</strong></td>
<td><strong>11.31</strong></td>
<td><strong>127.28</strong></td>
</tr>
</tbody>
</table>
Table 1.2: Summary statistics for significant domains in the three-state HMM

<table>
<thead>
<tr>
<th>State</th>
<th>Number of significant domains</th>
<th>Min domain size</th>
<th>Max domain size</th>
<th>Average domain size</th>
<th>Variance in domain size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-active</td>
<td>25</td>
<td>2</td>
<td>17</td>
<td>9.48</td>
<td>12.59</td>
</tr>
<tr>
<td>Active</td>
<td>80</td>
<td>2</td>
<td>15</td>
<td>7.03</td>
<td>11.41</td>
</tr>
<tr>
<td>Null</td>
<td>153</td>
<td>2</td>
<td>155</td>
<td>11.06</td>
<td>227.02</td>
</tr>
<tr>
<td>Total</td>
<td>258</td>
<td>2</td>
<td>155</td>
<td>9.66</td>
<td>142.28</td>
</tr>
</tbody>
</table>

Figure 1.3: Histogram distribution of significant domains

Distribution of significant domains for the (a) two-state HMM and (b) three-state HMM. X-axis corresponds to the domain size; y-axis corresponds to frequency of observation.

As expected, the two-state HMM resulted in an active state (high H3K4me2/3 and low H3K27me3 activity) and a non-active state (low H3K4me2/3 and high H3K27me3...
activity) (Table 1.3). For the three-state HMM, we also identified three distinct epigenetic patterns: an active cluster characterized by high H3K4me2/me3 and low H3K27me3 level, a non-active cluster characterized by high H3K27me3 and moderately low H3K4me2/me3 level, and a null cluster characterized by low level of all histone marks (Table 1.4). This null state cannot be captured by the two-state HMM.

**Table 1.3:** Average (variance) histone modification activity within a state for the two-state HMM

<table>
<thead>
<tr>
<th>Modification</th>
<th>Non-active State</th>
<th>Active State</th>
</tr>
</thead>
<tbody>
<tr>
<td>H3K4me2</td>
<td>1.453 (2.492)</td>
<td>4.653 (4.836)</td>
</tr>
<tr>
<td>H3K4me3</td>
<td>3.580 (18.538)</td>
<td>14.586 (60.923)</td>
</tr>
<tr>
<td>H3K27me3</td>
<td>2.089 (7.346)</td>
<td>0.740 (0.209)</td>
</tr>
<tr>
<td>H3K9me3</td>
<td>0.416 (0.112)</td>
<td>0.398 (0.0297)</td>
</tr>
<tr>
<td>H3K36me3</td>
<td>0.352 (0.176)</td>
<td>1.685 (5.266)</td>
</tr>
</tbody>
</table>

**Table 1.4:** Average (variance) histone modification activity within a state for the three-state HMM

<table>
<thead>
<tr>
<th>Modification</th>
<th>Non-active State</th>
<th>Null State</th>
<th>Active State</th>
</tr>
</thead>
<tbody>
<tr>
<td>H3K4me2</td>
<td>2.844 (2.106)</td>
<td>0.216 (0.083)</td>
<td>4.523 (4.934)</td>
</tr>
<tr>
<td>H3K4me3</td>
<td>7.020 (20.585)</td>
<td>0.499 (0.186)</td>
<td>14.205 (62.267)</td>
</tr>
<tr>
<td>H3K27me3</td>
<td>3.623 (10.534)</td>
<td>0.743 (0.412)</td>
<td>0.695 (0.130)</td>
</tr>
<tr>
<td>H3K9me3</td>
<td>0.458 (0.194)</td>
<td>0.383 (0.038)</td>
<td>0.394 (0.027)</td>
</tr>
<tr>
<td>H3K36me3</td>
<td>0.391 (0.241)</td>
<td>0.367 (0.190)</td>
<td>1.615 (5.232)</td>
</tr>
</tbody>
</table>
1.2.3 Functional coherence of the predicted domains

It is intrinsically difficult to define a ‘gold-standard’ set of epigenetic domains. To test whether our predicted domains are biologically meaningful, we examined a number of properties that are associated with chromatin domains, as explained below.

First, we tested whether the histone modification patterns were indeed consistent within each predicted significant domain. To this end, we calculated the within-domain variance of the summary score for each modification in our significant domains, and tested whether this is significantly lower than expected by chance. Using permutation tests, we found that both the two- and three- state HMMs had significantly lower variances in the histone modifications considered in this study (p-values <0.05), with the exception of H3K9me3 (Figure 1.4). This suggests that H3K9me3 does not play a major role in determining our domain states.
Figure 1.4: Average within-domain variance of a modification versus a random distribution

Two-state model (K=2) results (and corresponding permutation test p-values) are shown in red, three-state in blue (K=3), random distribution shown in black. For four of the modifications, the HMM domains have a significantly lower average variance (H3K4me2, H3K4me3 & H3K27me3: p-values<0.001), suggesting that the HMM has produced coherent domain bounds.

Second, we reasoned that genes that are embedded in the same epigenetic domain are likely to be activated or repressed together. Therefore, the gene expression levels should be more correlated within an epigenetic domain than what we would expect by chance. To test this property, we compared the within-domain variance of expression within a predicted domain with that for random neighboring gene sets of the same size (in terms of number of genes). For both models, the within-domain variance in gene
expression was lower than expected by chance (p-values < 0.05) (Figure 1.5a). Also, the variance for the three-state HMM is lower than the two-state HMM, further supporting the notion that the three-state HMM is a more appropriate model.

Third, we asked whether the genes that are embedded in the same domain tend to have similar biological functions. To this end, we examined the Gene Ontology (GO) patterns within and between domains. We used Fleiss’ Kappa [1.27], an accordance statistic, to measure the coherence of GO terms within our significant domains. Compared to a random selection of domain bounds, our predicted significant domains had a more concordant GO structure (p-values < 0.001) for the two- and three-state models (Figure 1.5b). Again, the three-state HMM had a higher level of accordance, suggesting that it is a better fit of the data.

Finally, we recognized that the histone modification patterns within a predicted domain are consistent, but substantial variance still remains. As a further validation, we asked whether our HMM was expected to provide reliable predictions under such circumstances. To this end, we designed numerical simulations mimicking the parameters for the real data (Methods). For the two-state HMM, we were 98% accurate in predicting the true states when using the observed variances, and 97% accurate when using twice the observed variances (Supplementary Figure 1.3a & Supplementary Figure 1.4a). For the three-state HMM, we were 99% accurate in our simulations (Supplementary Figure 1.3b & Supplementary Figure 1.4b). This suggests that if such domain patterns actually exist in the data, our model would be sufficiently able to detect them.
Figure 1.5: Coherence within predicted chromatin domains
The values (and corresponding permutation test p-values) for predicted chromatin domains (red for two state model, K=2, and blue for three, K=3) are compared with the distribution estimated from 1000 random permutations (black). Shown is the average within domain variance in gene expression (left) and the average level of Gene Ontology accordance as measured by Fleiss’ Kappa (right) under the null hypothesis of incoherent domains. Note that our models result in significantly different values.

1.2.4 Validation against known domains

The Hox gene clusters are a well-described epigenetic domain family. These genes regulate the anterior-posterior axis of metazoan organisms and are expressed in a sequential order during cell differentiation. In ES cells, the Hox genes are targeted by the Polycomb group (PcG) proteins and associated with bivalent domains [1.12, 1.28]. Our method correctly detected each of the four Hox clusters to be in a non-active and significant domain. The results for the Hoxa cluster on Ch 6 are shown in Figure 1.6a. Simple K-means clustering failed to capture these state assignments.
Surprisingly, six of the ten largest predicted domains in each model are null domains enriched with olfactory receptor (OR) genes. For example, the largest OR gene cluster on Ch 7 (as described by [1.29]), also showed a clear distinction between HMM assignments and gene function (Figure 1.6b). That is, all the 208 OR genes in this 250 gene region are assigned to the same domain type, while their neighboring genes (and even non-OR genes within this cluster) are found to be in different domain types. The state assignments also correspond nicely with expression level changes (Figure 1.6b).

The OR genes are only expressed on in sensory neurons, and only a single gene (out of 1300) is activated in each cell [1.30]. We searched the literature for domain-level regulation of OR genes and noticed a recent paper showing that the selectivity of OR gene activation is established by the long-range chromosomal interaction between a single enhancer element and its target promoter [1.31]. Due to the lack of sequence specificity of such an interaction, it is reasonable to assume that the maintenance of an open chromatin environment over a large domain plays an important role in the regulation of OR genes. A comparison of the domain organization between sensory neurons and other cell types may provide further insights into the unique feature of OR gene regulation.
**Figure 1.6: Heatmaps of known gene clusters**

The 35 gene region on Ch6 from *Npy* to *2410066E13Rik* (49,772,728 to 54,650,400) as depicted as a heatmap of histone modification and gene expression for (a) the ES cell line and (c) ES and NP cell lines. The 250 gene region on Ch7 from *Art2a* to *Insc* (108,701,290 - 121,993,728) as depicted as a heatmap of histone modification and gene expression for (b) the ES cell line and (d) ES and NP cell lines. For all figures on the left (a and c), cluster state assignment is given in the first and second tracks and HMM state assignments are in the third and fourth tracks (red for active state, blue for non-active state, yellow for null state). For figures on the right (b and d), NP HMM state assignment is given in the first and second tracks and ES HMM state assignments are in the third and fourth tracks. Whether (black) or not (white) a gene is a respective gene cluster in shown in the bottom track in all figures.

We investigated the enriched biological functions associated with each domain type by exploring the top three significant DAVID clusters [1.32] (Figure 1.7) for genes in each domain. We found that the active domains are enriched with genes involved in key cellular processes, such as protein localization and transport. In contrast, the genes
embedded in null domains tend to be associated with functions of a terminally differentiated cell-type, e.g. keratin and olfactory receptors. Non-active genes tend to be involved with development, e.g. limb morphogenesis and homebox. Thus, each domain type is characterized by a different function. Our analysis suggests that the epigenetic information provides useful insights into cell-type specific regulation.

Figure 1.7: DAVID analysis of genes within each ES significant domain
Genes in each state are described by the top three significant DAVID clusters. Red corresponds to genes in the active state, blue for those in the non-active state and yellow for null state.

1.2.5 Domain changes in neural progenitor cells

Previous studies have identified dramatic epigenetic changes during cell differentiation [1.10, 1.14, 1.33]. To test whether the epigenetic changes also occur at the
domain level, we applied our three-state HMM to infer domain states in the NP cells and compared the results for ES cells (Supplementary Table 1.6). While the overall change is moderate, we noticed some important changes at specific loci. For example, we found that the non-active *Hoxa* domain shrank significantly in NP cells (Figure 1.6c), consistent with a previous time-course study [1.34]. Such change is accompanied by activation of certain *Hoxa* genes in NP cells (Supplementary Figure 1.5a). The loss of H3K27me3 is accompanied by a moderate increase of H3K4me3 and expression levels. Little changed for the OR genes between the ES and NP cell lines (Figure 1.6d and Supplementary Figure 1.5b).

In total, we found that 179 of the 258 domains in ES cells contain at least one gene that changes epigenetic state in the NP cell line. For each significant ES domain, if any genes within the domain have a new state in the NP cell line, then those genes would represent a domain change. Note that there may be smaller NP domains than their corresponding ES domains, and that one ES domain could be multiple NP domains. Thus our 258 significant ES domains were 450 NP domains (Supplementary Table 1.6). For these NP domains changes, we again used DAVID to analyze the functions of the genes that change state during this early stage of development by examining the top three significant DAVID clusters (Supplementary Figure 1.6) for each of our 6 types of change (and for genes that remained state unchanged). Eight domains are non-active in ES cells but become active in NP cells. These domains are enriched with developmental regulators. On the other hand, six domains, containing 108 genes, switch from null to active states during differentiation.
Some of the non-active domains in ES cells remain non-active in NP cells, and they may be important for further development. On the other hand, a number of domains switch from the active to the non-active state in NP cells, and the functions of these domains are typically related to early embryonic development. They are enriched with functions such as sex differentiation and apoptosis. Thus, the early developmental genes are epigenetically marked in ES cells rather than at a later developmental stage.

1.3 Discussion

As the nucleosome level chromatin states become increasingly well described [1.15], the next frontier becomes the characterization of higher-order chromatin structure. Numerous studies have suggested that epigenetic domains play important roles in gene regulation [1.5, 1.35], yet the detection of genome-wide long-range chromosomal correlations remains technically challenging [1.6]. On the other hand, genome-wide histone modification data provides important information about long-range gene regulation [1.12-1.14, 1.36]. Thus it is valuable to develop computational methods to detect large-scale domains based on histone modification data.

Here we developed an HMM-based method to predict epigenetic domains. A similar method has recently been used to characterize the epigenetic states associated with gene promoters [1.37]. However, we extend this approach to identify large-scale epigenetic patterns. Compared to previous domain detection methods [1.18-1.20], our model can easily accommodate additional histone modification marks and provide easily interpretable prediction outcomes.
Our model detects three distinct types of epigenetic domains, two of which are transcriptionally inactive, which we call non-active and null. These two domain types are also distinct functionally in terms of both activation potential and biological functions. For example, both the *Hox* and OR gene clusters form epigenetic domains that are transcriptionally inactive in ES cells. Yet the *Hox* genes are critical for the overall development and are found in non-active domains in the ES cell line, whereas OR genes are expressed only in specific adult cell types and are found in null domains in the ES and NP cell lines. Therefore the epigenetic patterns provide more regulatory information than can be appreciated by gene expression data alone, signifying the importance of characterizing domain types.

Recent studies have shown that spreading of histone modification marks is an important epigenetic signature of cell differentiation [1.13, 1.14]. Our work can be viewed as an extension in terms of considering the combinatorial patterns of multiple histone modifications instead of focusing on a single modification alone. Indeed, we found changes of epigenetic domains from ES to NP cells, which are accompanied by coordinated activation of neuron-specific genes. Our analysis suggests that epigenetic domain-level changes may play an important role in neuron differentiation and organismal development.

We recognize that our model still has a number of limitations. For example, the reduction of the spatial epigenetic patterns by gene-level summary scores precludes us from pinpointing the exact locations of domain boundaries. In addition, we have ignored the correlation between different histone modification marks, which may important if
data for a large number of marks is available. We plan to overcome these limitations in future studies.

1.4 Methods

1.4.1 Gene-level summary score

Gene annotation was based on Refseq; we obtained 17,772 genes in total. For four of the five modifications (H3K4me2, H3K4me3, H3K27me3 and H3K9me3), the tag counts peak near the TSS; therefore the average was taken over the regions from -2kb to +2kb with respect to the TSS. The tag counts for H3K36me3 are highest around the 3’-end of the coding region of a gene; thus, we took the average tag counts over this area as a gene’s corresponding score. Genes with more than 50% repetitive sequences in either of these two regions were not used in further analysis. Our preliminary data manipulations led to the elimination of sites with poor ChIP-seq coverage, resulting 17,469 (98.3%) genes used in further analysis.

1.4.2 Clustering

With the gene-specific summary scores, each gene is associated with an $m$-dimensional vector, where $m$ is the number of histone modification marks. As an initial guess for the number of domain types, we clustered the $m$-dimensional vectors using the $k$-means average agglomeration clustering method. The optimal cluster number $k$ was selected using the gap statistic [1.26], defined as
where $W_k^*$ is the observed within-cluster sum of squares around the clusters means for one run, and $E(\cdot)$ represents the mean value for 1000 random bootstrap permutations.

1.4.3 Hidden Markov model

We chose HMM to infer domain locations, where the hidden state at a given gene represented the associated domain type, and the emission variables are the $m$-dimensional vector summarizing the local histone modification pattern. We assumed that our emissions followed a multivariate Gaussian distribution.

When dealing with ChIP-seq data, researchers often like to assume a Poisson distribution for the counts mapped to each bin. This was not appropriate for our analysis for two main reasons: (1) we fit our model on non-integer summary scores to examine domain structure at the gene level and (2) the multi-dimensionality of our study. By the central limit theory, even if our raw counts followed a Poisson distribution, an average score of these counts (say over a promoter region) would follow a Gaussian distribution. To evaluate all five modifications simultaneously, we assumed that together they were from a multivariate Gaussian emission distribution with no covariance structure. We also checked the validity of our assumption by comparing distribution of the score data to its corresponding Poisson and Gaussian distributions. For these reasons, we assumed that our score data followed a multivariate Gaussian distribution.

We used the expectation-maximization (EM) algorithm to estimate the model parameters, and then used the Viterbi algorithm to infer the maximum likely state configuration [1.38]. One technical problem is that the EM algorithm can only achieve
local optimization, and the results are dependent on the initial condition. One possible approach to overcome this problem is to repeat the procedure many times, each with a randomly selected initial guess. However, we found that it is more efficient to choose a particular initial guess based on the clustering results; that is, using the cluster means and variances as initial guesses for the model parameters associated with the hidden states.

To test whether our clustering method-based prior led to the optimal model (in addition to being more efficient), we compared its resulting log-likelihood to that of 100 models where we randomly selected our prior parameters from the semi-conjugate hierarchical model:

\[
\mu_{ks} / \sigma_{ks}^2 \sim N(\theta_k, s_{ks}^2) \\
\sigma_{ks}^2 \sim \text{Inv-\chi}^2(\nu_k),
\]

where \(\mu_{ks}\) is the prior mean for modification \(k\) \((k=1, 2, \ldots, 5)\) and state \(s\) \((s=1, 2, 3)\), \(\sigma_{ks}^2\) is the initial variance for modification \(k\) and state \(s\), \(\theta_k\) is the sample mean for modification \(k\), \(s_{ks}^2\) is the sample variance for modification \(k\), and \(\nu_k\) is the degrees of freedom for modification \(k\) such that \(E(\sigma_{ks}^2) = (\nu_k - 2)^{-1} = s_{ks}^2\). We found that using the results from \(k\)-means clustering to pick our prior results in a much higher final log-likelihood than this hierarchal prior (Supplementary Figure 1.7).

We also used the Viterbi algorithm, an approximation of the Forward-Backward algorithm, to assign a state to each gene. To determine the accuracy of the Viterbi method, we compared its corresponding hidden maximum likelihood estimate (MLE) state assignment to that obtained by the forward-backward algorithm, which assigns states based on posterior probabilities, also known as a maximum a posteriori (MAP) estimate. These two algorithms were compared on the 615 gene chromosome 19 and
produced similar hidden states. The Viterbi algorithm was used to assign gene state as it is more computationally efficient.

The number of hidden states was equal to the optimal number of clusters from our gap statistic results. For the mouse data considered in this paper, our mouse data, the optimal number was $K = 3$, where $K$ is the number of clusters. However, the gap statistic for $K = 2$ was similar, so we compared both setups in our analysis.

1.4.4 Significance of detected domains

To determine statistical significance of a domain, we first calculated a likelihood ratio test statistic for each domain $j$ ($j=1, 2, \ldots, n$):

$$\lambda_j(X) = -2 \ln \frac{\sup_{\theta_j} L(\theta | x_j)}{\sup_{\theta} L(\theta | x_j)} = -2 \ln \frac{P(x_j | H_0)}{P(x_j | HMM)} = -2 \ln \frac{P(x_1 | H_0) \times P(x_2 | H_0) \times \ldots \times P(x_n | H_0)}{P(x_1 | HMM) \times P(x_2 | HMM) \times \ldots \times P(x_n | HMM)},$$

where $x_i$ is the observed $m$-dimensional vector of histone modifications for gene $i$ ($i=1, 2, \ldots, n_j$), $n_j$ is the number of genes in domain $j$, $X_i | H_0 \sim N(\mu_0, \Sigma_0)$ and $X_i | HMM \sim N(\mu_s, \Sigma_s)$.

Note that $\mu_0$ and $\Sigma_0$ are the $m$-dimensional mean vector and diagonal variance matrix of the entire dataset whereas $\mu_s$ and $\Sigma_s$ are their individual state-based counterparts. To calculate $\lambda_j(X)$ for each domain, the $\mu_s$ and $\Sigma_s$ of the corresponding maximum likelihood estimate state was used. Based on likelihood theory, $\lambda_j(X) \sim \chi^2_{df}$ where the degrees of freedom ($df$) is the difference in parameters between models. Thus, $df = 2*S*m-2*m$, where $S$ is the number of states in the model. To correct for multiple hypothesis testing, the significant domains were selected such that the FDR = 0.01.
1.4.5 Numerical simulations

We simulated histone modification data corresponding to prescribed domain configurations and assessed the accuracy of our model. We assumed that the histone modification data for each gene was normally distributed with the mean and variances estimated from the real data (Tables 1.3 & 1.4). To further explore the model robustness against data noise, we also repeated the above simulations with variances equal to twice the observed variances. We applied our HMM inference procedure to the simulated data. The accuracy of our model was quantified as the percentage of correctly assigned states.

1.4.6 Gene Ontology analysis

To test for functional coherence, we examined the accordance of GO memberships within a domain via a new statistic for each significant domain. For domain $j$, we calculated the level of GO accordance, $Y_j$, with Fleiss’ Kappa [1.27], which is a generalization of the standard kappa for more than two raters (or in our case, ontologies). We then calculated the average accordance for these domains, and compared it to a distribution made under the null hypothesis (i.e., the hypothesis that domains are independent of GO memberships).

For the null distribution, we took into account the fact that neighboring genes often share GO annotations. To this end, we selected $1000*n$ random sections of the genome (of corresponding equal length in terms of number of genes to our significant domains), calculated their $Y_j$’s and averaged them to get a null distribution for our average accordance. The p-values were evaluated as the proportion of permuted means.
that are larger than the observed mean accordance. Thus the minimum possible p-value was 0.001.

1.4.7 Gene expression data analysis

To account for variability in gene activity, expression data in the ES cell line was normalized across data from 23 cell lines [1.10, 1.25] to get a Z-statistic for each gene. We then calculated the within-domain variance for each significant domain and compared the average of these values to that of a random permutation.

To determine the significance of our within domain variance, we randomly selected 1000*n sections of the genome (each with an equal number of genes as its corresponding significant domains) and calculated the average within domain variances.

1.4.8 Epigenetic domains in NP cells

The histone modification data in NP cells were obtained from a published dataset [1.10, 1.25]. The ChIP-seq data in NP cells were normalized against those in ES cells by a negative-binomial regression as recommended [1.39]. We assumed that the model parameters in the NP cells are identical to those in the ES cells, and inferred the hidden states in NP cells by using the Viterbi algorithm again. We determined domain changes by comparing the results in NP and ES cells. A domain is called changed if at least one gene changed state between the two cell lines.
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2.1 Introduction

Multi-cellular organisms are composed of diverse cell types that, despite sharing the same genome, are programmed with distinct gene expression patterns. How such diversity is regulated mechanistically is a fundamental biological question. Eukaryotic DNA is packaged in chromatin. The fundamental unit of which is the nucleosome, where 147bp DNA is wrapped around a histone octamer protein complex. The N-terminal tails of histone proteins are decorated by different marks resulting from covalent modifications. The combinatorial patterns of these marks, which we refer to as the chromatin states, may recruit specific regulatory proteins, which in turn control transcription [2.1, 2.2].

Recent genome-wide location studies have identified distinct chromatin states that demarcate regulatory elements [2.3-2.7]. Furthermore, the chromatin states changes significantly between different cell types, in accordance with gene expression level changes [2.3, 2.8-2.15], providing strong evidence that the chromatin states play an important role in development. On the other hand, these studies have been limited to comparing a small number of cell types. As a result, it is difficult to evaluate to what extent cell lineages are associated with chromatin states. Characterization of the molecular signatures associated with cell lineages will not only provide insights into the transcription control, but will also help identifying the cell-of-origin, which is an important task for many diseases. For example, an intensively investigated area of cancer research is whether a tumor is originated from cancer stem cells or normal differentiated cells. Understanding the origin of cancer cells has important implications in developing therapeutic methods.
The idea of using genomic data to classify cell lineages is not new. There have been extensive studies based on gene expression data (reviewed by [2.16]). However, one major limitation is that gene expression levels do not inform us of the underlying controlling mechanism, which is fundamental for understanding developmental processes and diseases. For example, gene expression analyses have discovered the intriguing phenomenon that tumors with poor clinical outcome often display a signature that is similar to stem cells [2.17]. However, the underlying mechanism remains incompletely understood. Recently, it has been shown that the similarity is mainly due to the activity of the MYC regulatory module rather than the core module targeted by pluripotent factors [2.18].

A large amount of genome-wide histone modification data have been generated and made publicly available, in part due to the effort of ENCODE and Roadmap Epigenomics consortia [2.15, 2.19]. These data have provided a great opportunity to identify general principles of chromatin regulation. In this chapter, we will focus on evaluating the association between chromatin states and cell differentiation stages. To this end, we assembled a large dataset from the public domain of genome-wide locations of 5 histone modifications in 27 human cell lines and analyzed the data independently using four different spatial representations (see Figure 2.1 for a schematic overview). We found that cell differentiation status can be classified with nearly 100% accuracy from chromatin states alone, that chromatin state switches are frequently associated with multi-gene domains, and that the cancer cell lines have similar chromatin states as differentiated cells.
Figure 2.1: Overview of the data analysis strategy. ChIP-seq data of 5 histone modifications in 27 human cell lines were obtained from the public domains and analyzed independently using four different representations (bin, gene score, and chromatin state level). For each representation, a support vector machine (SVM) model was used to classify cell differentiation status from histone modification data. “Hotspot” genes or bins were detected by ANOVA and further investigated by functional genomic tools. The SVM model obtained from normal cell lines was used to classify the differentiation status of cancer cell lines.

2.2 Results

2.2.1 An assembly of genome-wide data for 5 histone modifications in 27 human cell lines

We collected genome-wide histone modification data from NIH Epigenome Roadmap [2.20] and other public domains [2.4, 2.11, 2.13, 2.21]. We focused on five
histone modifications that have been profiled extensively, including four associated with active genes (H3K4me1, H3K4me3, H3K36me3, H3K9ac) and one associated with gene silencing (H3K27me3). We examined 27 human cell lines for which data for all five modifications are available, including 24 normal and 3 cancer cell lines (Supplemental Table 2.1). Of the 24 normal cell lines, five are pluripotent cells (P), four are multipotent (M), which may further differentiate into multiple cell-types; and the others are either unipotent progenitors or terminally differentiated cells, which were grouped together (U/D). The three cancer cell lines are K562 (chronic myelogenous leukemia), HeLa (cervical cancer), and VCaP (prostate cancer).

To systematically compare different length scales, we analyzed the data independently based on three different representations, corresponding to increasing complex signatures: (1) the bin level sequence reads; (2) the gene-level summary scores associated with each histone mark; and (3) the combinatorial patterns of multiple histone marks referred to as the chromatin states (see Methods for more details).

In previous work [2.22], we developed a hidden Markov model (HMM) to identify chromatin states, treating each gene as a unit. Here we applied this approach to analyze the ChIP-seq dataset for the 27 human cell lines. As before, we determined the number of chromatin states based on the gap statistic [2.23] (see Methods for details), and found that the optimal number of clusters is 3 (Supplemental Figure 2.1). This is the same number of chromatin states we identified previously for mouse data [2.22]. We found that three HMM states described the genome-wide pattern: active (associated with active marks), non-active (associated with H3K27me3), and null (lack of both active and repressive marks) (Supplemental Table 2.2). We applied a common model to infer
genome-wide chromatin states in all cell lines (Supplemental Table 2.3). As the non-active state is associated with relative high density of both H3K27me3 and H3K4me3, we were also interested to test if there was a significant overlap with the bivalent domains. Indeed, we found that 25.8% of genes containing bivalent domains correspond to the non-active state (Supplemental Figure 2.2). On the other hand, we also found that 67.0% of bivalent domains correspond to the active state. These genes are typically associated with higher density of additional active marks such as H3K4me1 and H3K36me3. This observation is consistent with a recent study showing that a subset of genes marked by bivalent domains is actively transcribed [2.24], but it also suggests that the chromatin states may be further refined.

2.2.2 Histone modification patterns accurately classify cell differentiation status

We wanted to compare our three methods of analyzing ChIP-seq data (i.e., the bin, gene, and chromatin state levels) to determine which one is the 'best' at classification of cell lineages, which were grouped by the differentiation status: P, M, or U/D. For each representation, we built a support vector machine (SVM) model to classify the membership of a cell line based on the histone modification data (Methods). In order to avoid overfitting, we evaluated the classification accuracy using leave-one-out cross-validation. The classification accuracy was quantified by the percentage of agreement between the model predicted and true differentiation status. Surprisingly, we found that all representations led to 100% accuracy (compared to 62% obtained by using the null model, which classifies every cell line as the largest group, i.e., U/D). To see if that result is robust or depends on a particular approach, we repeated the analysis by using the radial
kernel function instead and again achieved 100% classification accuracy. These results strongly suggest that distinct chromatin states are associated with different differentiation statuses. This striking difference prompted us to further dissect biological features of these distinctive chromatin states and to pursue the utility of chromatin states for the classification of poorly characterized cell-types.

2.2.3 Numerous locations of epigenetic difference found between cell lines

To gain functional insights, we searched for regions that are most discriminative across different cell lineages: P, M, or U/D. To this end, we applied a permutation ANOVA F-test and selected those regions (bins or genes) that are differentially modified (FDR < 0.05) (Methods). Indeed we found extensive differences at each level.

**Bin level.** Our ANOVA analysis identified 249,705 differential bins for the H3K4me1 analysis, 21,224 bins for H3K4me3, 5,354 bins for H3K9ac, 25,385 bins for H3K27me3, and 69,373 bins for H3K36me3 (Supplemental Table 2.4). On the other hand, only 7 differential bins were common to all five modifications (Supplemental Figure 2.3a), consistent with the previous results that they each demarcate different regions [2.4, 2.9]. While the H3K27me3 and H3K4me1 bins are distributed quite uniformly across the genome, the other three modifications showed a strong bias toward coding regions, promoters, CpG islands and shores (Supplemental Figure 2.3b). While the mean occupancy levels of H3K4me3 and H3K9ac are highest in promoter regions, the variance can be high in coding regions as well. Conversely, while H3K36me3 mainly targeted toward coding regions, the variance can also be high in promoter regions.
**Gene level.** We found 2,501 genes that are differential based on their H3K4me1 gene-level score, 2,119 genes for H3K4me3, 368 genes for H3K9ac, 569 genes for H3K27me3, and 4,731 genes for H3K36me3 (Supplemental Table 2.5). For most of these genes, the gene-level scores are higher in pluripotent cells than multipotent and differentiated cells (Figure 2.2a, and Supplemental Figures 2.4b-e). Again, the overlap between different modifications is low: only 4 genes were common to all modifications (Supplemental Figure 2.4a).

**Chromatin state level.** By applying our ANOVA analysis to the chromatin state information obtained by our hidden Markov model, we found 722 differential genes, which were analyzed further. We call these genes the “hotspot” genes to highlight their role in chromatin state remodeling (Supplemental Table 2.6). We observed two main patterns of chromatin state switch during cell differentiation (Figure 2.2b): 1) most “hotspot” genes are in the non-active state in pluripotent cells and switch to the null state in differentiated cells; 2) a smaller subset of genes are in the active state in pluripotent cells and switch to another state during differentiation. Interestingly, most “hotspot” genes are in the null state in U/D cells. A closer examination suggested that a number of additional genes were also marked by H3K4me3 and H3K9ac, although the gene-level scores tended to be lower compared to the active state. 244 of these hotspot genes display distinct chromatin state pattern in ES cells compared with the other cell lines (Supplemental Table 2.7). Among these 244 genes, 209 are in the non-active state in ES cells.
Figure 2.2. Differentiation related variation of histone modification patterns. (a) Heatmap showing the gene-level H3K4me1 scores for the 100 most significantly different genes. (b) Heatmap of the chromatin states for the 722 “hotspot” genes, whose chromatin states are significantly different across differentiation statuses. Red – active state; yellow – null state; blue – non-active state. The cell line information is shown at both sides of the heatmap and color-coded by the differentiation status (black – pluripotent cells (P); red – multipotent (M); green – unipotent/differentiated (U/D)).

To gain functional insights, we applied the Database for Annotation, Visualization and Integrated Discovery (DAVID) [2.25] to identify enriched functional categories that
are associated with the “hotspot” genes. We found significant enrichment of genes associated with the Homeobox, cell-cell signaling, or neuron development (Figure 2.3a), consistent with an important role of chromatin state remodeling during development.

In addition, those “hotspot” genes that undergo different remodeling paths during cell differentiation tend to be associated with different biological functions. Specifically, the genes that are active in pluripotent cells (such as HIST1H4F) tend to be associated with chromatin organization and methylation, the genes that are non-active in pluripotent cells (such as the Hox genes) are usually involved in organism development, while the genes that are in the null state in pluripotent cells (such as APOL6) seem to participate in diverse biological processes (Supplemental Figure 2.5).

Our functional analysis also identified four signaling pathways enriched in the “hotspot” genes: neuroactive ligand-receptor interaction (p-value= 0.0017), calcium-signaling (p-value = 0.006), hedgehog-signaling (p-value= 0.008), and TGF-Beta signaling pathway (p-value = 0.013). The hedgehog-signaling pathway is particularly interesting since it plays an essential role in embryo segmentation and is conserved from flies to humans [2.26]. There are four “hotspot” genes (adjusted p-value < 0.05) in this pathway, including SHH, SMO, WNT, and ZIC2 (Figure 2.3b), suggesting that chromatin state remodeling may play an important role in regulating the cell-type specific activity of this important pathway. Likewise the TGF-Beta signaling pathway is involved in embryo differentiation, left-right axis determination, apoptosis and mesoderm/endoderm development [2.27].
Figure 2.3: Functional enrichment analysis of the “hotspot” genes. A total of 722 “hotspot” genes were identified by applying ANOVA analysis to the chromatin states. Enriched functions and pathways were identified by using DAVID. (a) Representative enriched functional categories. (b) The Hedgehog signaling pathway is significantly enriched (p-value = 0.008). The genes were color-coded based their corresponding adjusted p-values obtained from ANOVA analysis.

2.2.4 Coordinated switches in chromatin domains

We were interested in finding the extent to which developmentally related chromatin state remodeling was spatially coordinated. As before [2.22], we merged neighboring genes of the same state into blocks, and identified chromatin domains as those blocks that were significantly larger than expected by chance (see Methods for detail). We found that 1,874 genes were contained in a significant domain in at least two cell lines. In the following we refer to these as the domain-associated genes.

1,874 genes are found in the domain-associated group. Interestingly, we found there is a significant overlap between this group and the “hotspot” genes identified by our ANOVA analysis. 11.2% of the “hotspot” genes fall into this category (p-value = 0.0346). In addition, the genes that are significant only in one modification are also
strongly associated (p-value < 0.01). These results suggest that chromatin state remodeling does not occur by random but is regulated in a spatially coordinated manner, perhaps through active maintenance of the domain boundaries.

One of the classical examples of chromatin domains is the HOXB gene cluster (Figure 2.4a). In particular, in the ES cell lines, the genes found in this domain are in the non-active state, which is characterized by high H3K27me3 occupancy. In differentiated cells, the HOXD genes switched to the null state. The histone gene cluster on chromosome 6 also undergoes a domain-level change during cellular differentiation (Figure 2.4b). These genes are mostly in the active state in ES cells, and then some of them (HIST1H14D to HIST1H3G) switch to a null state for most of the multipotent cell lines. There is then a switch back to a mostly non-active state for the unipotent/differentiated cell lines.

A small subset (containing 171 genes) of the domain-associated genes are persistent in the sense that they are embedded in a domain in almost every cell type (n > 21). This set of genes consists of specialized gene clusters, such as the olfactory receptor (OR) clusters, the keratin-associated protein cluster, and the Leukocyte Ig-like receptors (LIRs) cluster. These gene clusters tend to be silenced in almost every cell type except for few highly specialized cell types such as the olfactory receptors, keratin cells, or leukocytes. Consistent with gene silencing, these genes are not associated with active histone modifications.
Figure 2.4: Representative chromatin domains identified by the hidden Markov model. Heatmap of the chromatin state distribution at the local genomic loci. (a) the HOXB gene cluster; (b) The histone gene cluster. Genes are ordered according to their genomic positions. Red – active state; yellow – null state; blue – non-active state. The cell line information is shown at both sides of the heatmap and color-coded by the differentiation status (black – pluripotent (P) cells; red – multipotent (M); green – unipotent/differentiated (U/D)).

2.2.5 Histone modification patterns in cancer cells are similar to differentiated cell types

The high accuracy of our chromatin-based classification models suggests that it may be useful for classification of poorly characterized cell-types. Cancer cells do not follow normal cell differentiation pathway and their lineages are poorly characterized. It has been noted that cancer cells often display characteristics similar to stem cells. Our above results suggested that chromatin states can be used to provide mechanistic insights into the relationship between cancer and stem cells. To this end, we applied our classification models to three cancer lines (K562, HeLa, VCaP), for which we were able to obtain the histone modification data. Strikingly, each cell line was unequivocally
classified as U/D (Table 2.1), suggesting significant and robust chromatin structural differences between cancer and stem cells (either pluripotent or multipotent cells).

**Table 2.1:** Outcome of classifying the differentiation status of three cancer cell lines (K562, HeLa, and VCaP) by applying the support vector machine to histone modification data at different levels. The results are represented as three numbers, corresponding to the number of models for which the cell line classified as pluripotent (P), multipotent (M), or unipotent/differentiated (U/D), respectively.

<table>
<thead>
<tr>
<th></th>
<th>K562</th>
<th>HeLa</th>
<th>VCaP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bin (5 models)</strong></td>
<td>0/0/5</td>
<td>1/0/4</td>
<td>0/0/5</td>
</tr>
<tr>
<td><strong>Gene, single mark (5 models)</strong></td>
<td>0/0/5</td>
<td>0/0/5</td>
<td>0/0/5</td>
</tr>
<tr>
<td><strong>Chromatin state (1 model)</strong></td>
<td>0/0/1</td>
<td>0/0/1</td>
<td>0/0/1</td>
</tr>
</tbody>
</table>

We further investigated the association between chromatin state changes and known regulatory modules. In a recent study, Kim et al. identified three ES regulatory modules based on protein-DNA interaction data [2.18]. These modules correspond to target genes of core ES cell regulators such as OCT4 and NANOG (called the Core module); of Polycomb group complexes (called the PRC module); and of the MYC related regulators (called the MYC module), respectively. These authors found that the gene expression patterns of cancer and stem cells are similar for the MYC module but significantly different for the other two modules. These observations led us to compare the chromatin state organization at these modules between different cell-types. As a simple quantitative metric, we evaluated the fraction of genes within each module falling into the non-active state (Figure 2.5a). The difference between different cell-lineage groups is apparent. Furthermore, the cancer cell lines seem to be distinct from the stem cells (either pluripotent or multipotent).
To test whether the activity of these modules is sufficient to explain the differences among differentiation stages, we built a multinomial logistic regression model to classify differentiation status solely based on the three module-specific chromatin signatures (Methods). This simple model already has 88% classification accuracy. We then applied this module-based model to classify the differentiation status of the three cancer cell lines. The results are similar to those obtained from the full SVM models. All three cancer cell lines (HeLa and VCaP) were classified as U/D. Therefore, the differences between cancer cells and stem cells can be interpreted simply by the differential activity of the three ES regulatory modules.

We divided the cell lines into groups of similar chromatin states by hierarchical clustering (Figure 2.5b). Both pluripotent cells and multipotent cells form distinct clusters, providing additional support to our classification results. Interestingly, two of the three U/D cell lines that were clustered together with multipotent cells may also be viewed as somewhat undifferentiated, since they are both fibroblasts and can undergo further differentiation and become more specialized. On the other hand, the three cancer cell lines are not only clustered with U/D cell lines, but also positioned next to the cell lines from the same germ-layer.

In addition, we found that 290 genes have different chromatin state patterns compared to the normal differentiated cells (Supplemental Table 2.8). 197 of these genes are in the non-active state in cancer cells. Only 10 genes from this list overlap with the "hotspot" genes that differentiating normal cell lines across differentiation stages, suggesting that these cancer cell lines contain additional chromatin signature that is distinct from normal differentiated cell lines. Functional analysis suggested that these
genes are enriched with genes associated with nucleosome organization (p-value = 0.0002).

Figure 2.5. Cancer cells display similar chromatin state patterns as fully differentiated cells. (a) A scatter plot of cell-type specific chromatin states associated with the three ES regulatory modules. The chromatin state of a module is summarized by the fraction of non-active-state genes. Each data point corresponds to one cell-type and is color-coded according to the differentiation status. The three cancer cells are labeled. (b) Hierarchical clustering of the 27 cell lines based on the chromatin states.

2.2.6 Intrinsic chromatin state variability is associated with multiple human diseases

Aberrant epigenetic regulation has been linked to many diseases, including cancer, endocrine, and respiratory diseases [2.28, 2.29]. We hypothesized that such alteration may be partially contributed to intrinsic variability that occurs during normal differentiation and reasoned that, if so, the “hotspot” genes identified by our study should be significantly associated with various diseases.

By using the DAVID analysis tool again, we found that the “hotspot” genes are significantly associated with chemical dependency diseases (adjusted p-value = 0.0075;
associated genes include HTR2C, CHRNA4, and APOE), developmental disease (adjusted p-value = 0.0081; associated genes include NLGN3, and GLO1), and physiological diseases (adjusted p-value = 0.0092; associated genes include APOL2 and OXT). In contrast, we did not find any cancer type with significant association, with the lowest adjusted p-value at 0.92 (for prostate carcinoma). This lack of association further supports our view that chromatin states in cancer cells are fundamentally different from stem cells.

2.3 Discussion

Through a systematic analysis of a large dataset containing 5 histone modifications in 27 human cell lines at three different representations, we found that chromatin states can classify cell differentiation stages with nearly 100% accuracy. To our knowledge, this is the first study to classify cell differentiation stages based on chromatin information. Our results strongly suggest that the chromatin states are co-regulated at each developmental stage. We identified 722 “hotspot” genes, whose chromatin states are significantly associated with the differentiation stages. These genes are enriched with functions related to development, cell-cell signaling, and chromatin structure.

The success of our classification model led us to test if it can be used to gain insights into the origin of cancer cells. To this end, we applied our model to classify three cancer cell lines for which we obtained genome-wide histone modification data from the public domains, including K562 (chronic myelogenous leukemia), HeLa (cervical cancer), and VCaP (prostate cancer). We found that these cancer cells can be
unequivocally classified as differentiated cells based on the chromatin states, and that the differences between cancer and stem cells can be interpreted simply by using the three regulatory modules identified in ES cells \cite{2.18}. Furthermore, all three cancer cell lines were clustered next to cell lines from the same germ layer, suggesting they may indeed originate from normal differentiated cells. Our analysis has provided new insights into the different regulatory mechanisms between cancer and stem cells. In future work, it will be very interesting to characterize the chromatin states in tumor samples and to investigate to what extent the chromatin states are associated with clinical outcome.

Recent studies have identified large-scale domains formed by various epigenetic marks \cite{2.12, 2.13, 2.30}. A major difference between our and the aforementioned studies is that we treat each gene as a distinct unit, thereby ignoring the interruption of histone modification patterns at intergenic regions which may not be relevant for gene regulation. This allowed us to identify active domains despite the absence of active histone marks in intergenic regions. We also found that the “repressive” domains can be further divided into two types: “non-active” and “null”. Their main difference is that, while the “non-active” domains are associated with high H3K27me3 activity, the null domains do not appear to be associated with any histone mark. It will be interesting to further investigate that the null domains may be associated with certain repressive histone marks that are not included here. These two domain types also differ functionally. The non-active domains are associated with poised gene activation, and the null domains seem to be able to achieve more stable gene silencing and therefore are desirable for the regulation of highly specialized gene clusters such as keratin and olfactory receptors.
The extensive presence of null domains was first discovered in mouse ES cells, where we found that many OR genes were associated with this pattern [2.22]. The functional relevance has been supported by a recent experimental study, which showed that the transition from the null state to a new state marked by H3K9me3 and H4K20me3 plays an important role in the development of olfactory neurons [2.31]. Our analysis here has extended these previous studies, suggesting that transition from null states may be a general mechanism for control of cell-type specific gene regulation. It will be very interesting to experimentally test this hypothesis in future studies.

2.4 Methods

2.4.1 Raw data processing

Bin level. Raw ChIP-seq data were divided into 100bp bins via BEDTools [2.32] and normalized to reads per million reads (RPM) to allow comparison across cell lines. Bins that overlapped 50% or more with known repetitive regions [2.33] were removed from further analysis. Remaining bins were merged into 1 kilobase (Kb) regions. The bins with no reads in any cell line were removed. Ultimately, we were left with 2,388,489 bins for further analysis.

Gene level. Gene annotations were based on Refseq [34]. Promoter regions were defined as the [-2Kb, +2Kb] region with respect to transcription start sites (TSS). For H3K4me1, H3K4me3, H3K27me3 and H3K9ac, the gene-level scores were defined by averaging normalized sequence reads over each gene promoter. For H3K36me3, it has been shown that the sequence reads are highest at 80-95% of the coding region of a gene
[2.4]; the gene-level scores were defined as by averaging over these regions. After removing the genes that substantially overlap with repetitive regions, we were left with 18,385 genes for further investigation.

**Chromatin state level.** The chromatin states were detected using a hidden Markov model (HMM) as previously described [2.22]. Briefly, the HMM combines gene-level scores for all five histone modifications (the emission variable) and classifies them as distinct chromatin states (the hidden variable). For simplicity, the emission probability is modeled by a multivariate Gaussian distribution with no covariance structure. To determine the optimal number of chromatin states, we clustered these five-dimensional vectors using the k-means average agglomeration clustering method. The optimal cluster number k was selected using the gap statistic [2.23] defined as

$$\text{Gap}(k) = E(\log(W_k^*)) - \log(W_k^*)$$

where $W_k^*$ is the observed within-cluster sum of squares around the clusters means for one run, and $E(\cdot)$ represents the mean value for 1000 random bootstrap permutations. The gap statistic is maximized at $k = 3$ (Supplemental Figure 2.1).

We initially fit a three-state model separately for each cell line on chromosome 22, and used the expectation-maximization (EM) algorithm to estimate these model parameters. These cell-type specific models were averaged to obtain a single common model, which was then applied to determine the genome-wide chromatin states in the 27 cell lines via the Viterbi algorithm [2.35].

The bivalent genes were identified similar to the traditional definition [2.3], but with the modification necessary to map to the bin-level data. Specifically, we identified all the bivalent bins, that is, those 1Kb bins that overlap with both H3K4me3 and
H3K27me3 peak locations, where the peak locations were detected by adapting the CisGenome algorithm to bin-level data [2.36]. The bivalent genes were identified as those whose promoter overlaps with at least one bivalent bin.

Domain level. For each cell line, consecutive genes sharing the same chromatin states were merged as domains. As in previous work [2.22], we further used a likelihood-ratio test to identify significant domains in order to remove those domains that simply occur by chance. Specifically, for each domain, we calculated the ratio of the likelihood of observing its corresponding gene-level scores under the assumption that they were in the common chromatin state to the likelihood of observing the same data under the null hypothesis of no domain states. We estimated the null distribution based on 1,000 random permutations of all genes, and selected a cutoff domain size corresponding to the false discovery rate (FDR) at 0.05. Only those domains larger than the cutoff size were deemed significant and retained for further analysis. This analysis was repeated separately for each cell line; therefore the results are independent of the composition of cell lines in our assembly. A gene that is embedded in a significant domain in at least two cell lines is called domain-associated.

2.4.2 Cell differentiation stage classification

We classified the differentiation status (pluripotent (P), multipotent (M), or unipotent/differentiated (U/D)) from histone modification data by using support vector machines (SVM) [2.37] using either linear
or radial

\[ K(x_i, x_j) = \phi(x_i)^T \phi(x_j) = \exp(-\gamma \|x_i - x_j\|^2), \]

(where \( \gamma > 0 \), and is estimated by cross-validation) kernel functions [2.38]. To determine which of the three ChIP-seq data representations (i.e., the bin, gene, and chromatin state levels) is most informative, we analyzed each representation independently. For the gene level analyses, all genes were used. For fair comparison, an equal number (i.e. equal to the number of genes) of most variable bins were used to construct the model. Calculations were done with the R package e1071 [2.39].

### 2.4.3 A simple classification model based on three regulatory modules

Using the three ES regulatory modules (described in the main text), we fit the following multinomial logistic regression model on the 24 normal cell lines:

\[
\log \left( \frac{\pi_{ij}}{\pi_{j^*}} \right) = \alpha + x_i^T \beta_j, \quad j \neq j^*
\]

where \( \pi_{ij} \) is the probability that the \( i^{th} \) cell line \((i = 1, 2, \ldots, 24)\) is a member of differentiation class \( j \) \((j = 1, 2, 3)\) and \( x_i \) is the percentage of genes in one of the three modules assigned to the null state. The \( i^{th} \) cell line will be classified as belonging to the \( j^{th} \) class, if \( \pi_{ij} > 0.5 \). It is possible that all \( \pi_{ij} \) are less than 0.5; in such a case, the differentiation status will be classified as unknown.
2.4.4 Identification of differential regions

ANOVA analysis (F-test) was used to detect differential regions (bin/gene), where the histone modification patterns change significantly in accordance to the differentiation status. The null hypothesis was that there were no systematic differences across different cell-lineage groups. This test was conducted via the multtest package in R [2.40]. To correct for the multiple hypothesis testing bias, we calculated the FDR values by using 100,000 random permutations [2.41]. A cutoff value of FDR = 0.05 was used to select differential regions.
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3.1 Introduction

In Eukaryotic cells, the first level of DNA compaction is the wrapping of 147 bp of DNA around the nucleosome, an octomer of histones consisting of two copies of each of the core histone proteins: H2A, H2B, H3 and H4 [3.1, 3.2]. The nucleosomes are further compacted to form higher-order chromatin structures. Each core histone has an N-terminal tail that can be biochemically modified to affect the affinity of transcriptional machinery, thereby regulating gene expression. These modifications modulate the interpretation of the primary sequence, regulating cellular identity and development [3.3, 3.4]. Different histone modification marks play different roles in gene regulation. For example, H3K4me3 is associated with active transcription start sites; H3K36me3 is involved in transcriptional elongation, while H3K27me3 is associated with gene silencing [3.5-3.8]. The chromatin state, a combinatorial pattern of multiple histone modification markers as a whole, controls the epigenetic status of each gene [3.4, 3.9].

Since virtually all cells share the same genome, the cell-type specific gene activity can only be achieved by differential interpretation of the genome. A major layer of control is provided by the cell-type specific genomic organization of chromatin states. Several computational methods have been previously developed to systematically characterize the chromatin states. For example, Filion et al [3.10] applied principal component analysis and divided the Drosophila genome into five chromatin domain types based on genome-wide binding locations of by 53 chromatin proteins. Both we [3.11, 3.12] and Ernst et al [3.13, 3.14] developed a hidden Markov model (HMM) to characterize chromatin states. While Ernst and colleagues [3.13, 3.14] focused on the fine resolution, assigning each 200bp bin in the human genome to one of 15 chromatin states,
we treated each gene as a unit. These previous studies have shed light on the epigenetic patterns found in eukaryotes, but one limitation is that they all operate on a single length scale. It is well known that the genomic distribution of histone modification marks vary over multiple length scales, in part due to the hierarchical organization of the chromatin structure. A model that takes into account this higher-order structure would provide the best fit and interpretation of the epigenomic data.

In this study, we developed a tiered hidden Markov model (THMM) approach to simultaneously model the variation of chromatin states at two distinct length scales: bin and domain. We applied this approach to characterize the chromatin state in human embryonic stem cells based on a set of ChIP-seq data containing five histone modifications (H3K4me1, H3K4me3, H3K9me3, H3K27me3 and H3K36me3). Based on the data from a truncated genome (corresponding to annotated genes), we found that the overall chromatin state distribution can be well described using a model with three domains and five sub-states per domain. We compared the performance of our model and an existing model and found our model led to improved functional coherency. By applying our model to the whole genome, we find many long noncoding intergenic RNAs (lincRNAs) that are demarcated by active chromatin domains.

3.2 Results

3.2.1 Data pre-processing

ChIP-seq data from a human embryonic stem cell line (ESC) in five histone marks (H3K4me1, H3K4me3, H3K9me3, H3K27me3 and H3K36me3) was collected
from the UCSD Human Reference Epigenome Mapping Project [3.15]. After removing repetitive regions, we made a truncated genome containing only the promoter and coding bins. Our five modifications are most active near promoters and gene bodies and have a very low signal in the intergenic regions. Thus, the truncated genome data has more numeric variability and less skew toward regions with little or no ChIP-seq data than the whole genome data (i.e., there is an increased chance of observing high activity in our truncated genome, whereas there is almost no such chance in the whole genome due to the overwhelming size of the intergenic genome). The truncated genome was used for subsequent model estimation due to its simplicity and mathematical flexibility.

3.2.2 Model selection

In previous studies, others and we have applied hidden Markov models to identify chromatin states and proved to be successful [3.11-3.14]. Here we wanted to extend this approach to identify clusters of states that share similar properties. To this end, we developed a tiered hidden Markov model (THMM) approach, which contains two steps. In the first step, we apply a fully connected HMM to fit the data, as a way to assess the global variation patterns. In the next step, we refine the HMM topology to cluster the hidden states that are similar to each other. To determine the optimal number of states, we fit a series of HMMs, with the number of states ranging from 3 to 30 on the truncated chromosome 22 (Ch 22). We then compared the log likelihoods of these models to corresponding models fit on a permuted dataset. After 15 states, the difference between these two types of models begins to taper; thus adding more than 15 states will not drastically improve the model fit (Supplemental Figure 3.1). As an additional validation,
we also enumerated the number of combinatorial patterns in a simple manner, where each ChIP-seq data was transformed to a binary representation via thresholding the level of sequence reads. Out of the 32 possible combinations, we found that 15 were sufficient to explain the pattern of 99% of bins on Ch 22 (Supplemental Figure 3.2). This analysis has provided additional support that our choice of 15 hidden states is appropriate.

Our goal was to determine the structure of these states at the domain level and which prior would lead to the most probable model. For our priors, we explored two options: a random, non-informative prior and a prior where the means and variances of our states were based on hierarchal clustering. To this end, we fit each of three differently structured models (a three domain model with five sub-states per domain, a five domain model with three sub-states per domain and a four domain model with four sub-states per domain) with two types of priors, for a total of six THMMs. The model with the largest average likelihood was a three domain model with five states per domain and a completely random prior (Supplemental Figure 3.3).

3.2.3 Tiered hidden Markov model

A three domain model with five states each domain (Figure 3.1) was fit on the truncated genome. Our model allows for inter-domain transitions through only one of the states in each domain (Supplemental Table 3.1). We found that the states within each domain indeed share similar properties. Specifically, the states in Domain 1 (States 1-5) are associated with high levels of H3K27me3; the states in Domain 2 (States 6-10) have relatively little activity in any modification; and the states in Domain 3 (States 11-15) are characterized by high levels of H3K4me3, and H3K36me3, and low values of
H3K27me3 (Table 3.1, Supplemental Table 3.2 and Figure 3.2). Since these patterns are similar to what we found in previous studies [3.11, 3.12], we named the three domains as non-active, null, and active, respectively.

**Figure 3.1: The topology of our THMM.**
Each circle represents a sub-state within a boxed domain. Non-active domain states are shown in blue, null in yellow and active domain states are in red. Note that only one state per domain can lead to an inter-domain change. The rest of the states can only transition within their respective domains.
Table 3.1: Posterior means for each state. The active domain is associated with active marks, the non-active domain is associated with the repressive mark H3K27me3, and the null domain is not associated with any mark examined here.

<table>
<thead>
<tr>
<th></th>
<th>H3K4me1</th>
<th>H3K4me3</th>
<th>H3K9me3</th>
<th>H3K27me3</th>
<th>H3K36me3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.896</td>
<td>4.5759</td>
<td>6.0922</td>
<td>11.25</td>
<td>4.3886</td>
</tr>
<tr>
<td>2</td>
<td>14.351</td>
<td>12.85</td>
<td>15.161</td>
<td>127.64</td>
<td>10.488</td>
</tr>
<tr>
<td>3</td>
<td>19.129</td>
<td>40.165</td>
<td>6.5304</td>
<td>51.966</td>
<td>4.5995</td>
</tr>
<tr>
<td>4</td>
<td>31.208</td>
<td>7.0683</td>
<td>5.5242</td>
<td>5.2304</td>
<td>5.0529</td>
</tr>
<tr>
<td>5</td>
<td>11.884</td>
<td>122.75</td>
<td>4.0895</td>
<td>8.5239</td>
<td>2.3941</td>
</tr>
<tr>
<td>6</td>
<td>10.93</td>
<td>3.1584</td>
<td>4.7478</td>
<td>3.9943</td>
<td>5.5029</td>
</tr>
<tr>
<td>7</td>
<td>3.1636</td>
<td>2.0858</td>
<td>4.3066</td>
<td>3.0364</td>
<td>11.356</td>
</tr>
<tr>
<td>8</td>
<td>2.9254</td>
<td>1.5287</td>
<td>2.6397</td>
<td>2.2567</td>
<td>2.491</td>
</tr>
<tr>
<td>9</td>
<td>3.3543</td>
<td>2.2208</td>
<td>7.2868</td>
<td>3.9244</td>
<td>5.4976</td>
</tr>
<tr>
<td>10</td>
<td>5.3693</td>
<td>2.3397</td>
<td>5.0364</td>
<td>5.371</td>
<td>3.2326</td>
</tr>
<tr>
<td>11</td>
<td>9.0342</td>
<td>3.9727</td>
<td>11.521</td>
<td>4.4245</td>
<td>15.042</td>
</tr>
<tr>
<td>12</td>
<td>3.2078</td>
<td>2.2509</td>
<td>4.8334</td>
<td>3.2469</td>
<td>25.815</td>
</tr>
<tr>
<td>13</td>
<td>7.4797</td>
<td>272.76</td>
<td>4.6026</td>
<td>4.7943</td>
<td>3.321</td>
</tr>
<tr>
<td>14</td>
<td>14.955</td>
<td>33.633</td>
<td>20.328</td>
<td>10.467</td>
<td>36.836</td>
</tr>
<tr>
<td>15</td>
<td>22.194</td>
<td>55.043</td>
<td>5.0483</td>
<td>4.6467</td>
<td>5.6511</td>
</tr>
</tbody>
</table>

3.2.4 Domain properties

The majority (95.6%) of the truncated genome is assigned to the null domain (Figure 3.3). More specifically, these bins are assigned to State 8, the state with the lowest histone modification density (Figure 3.2 and Supplemental Figure 3.4). This is in agreement with previous results.
Figure 3.2: The distribution of the modifications in each state plotted as a Z-score. Z-scores for each modification within each state are calculated as follows:

$$Z_{ik} = \frac{X_{ik} - \mu_i}{\sigma_i},$$

where $X_{ik}$ is the average count for modification $i=1,2,3,4,5$ within state $k=1,2,\ldots,15$, $\mu_i$ is the average modification level in the truncated genome, and $\sigma_i$ is the standard deviation of modification $i$ in the truncated genome.

The average domain in our truncated genome is 35.6 bins (~7KB) long. The null domains are the longest on average, with a mean length of 53.9 bins (~11 KB) long, and often covering multiple genes. On the other hand, both active and non-active domains
are relatively short (~5.4 KB and ~2.2KB, respectively) and are often contained within a single gene. Therefore, unlike in our previous work [3.11, 3.12], most domains do not span over multiple genes. However, these domains still capture certain large-scale features, as described below.

![Proportion of Truncated Genome in each Domain](image)

**Figure 3.3: The distribution of domain assignment for the truncated genome.**
The vast majority of bins are assigned to the null domain.

Each domain has a unique distribution among the promoter, intron and exon bins (Figure 3.4a). Most null domain bins correspond to introns, whereas most non-active bins (such as States 1, 3, and 5) correspond to the promoter regions and most active bins (such as States 11, 12, and 14) correspond to the gene bodies (Figure 3.4b). This suggests that
there is a selection for coding and non-coding regions at the epigenetic level and that introns are often ignored by our marks, unless they are in active genes.

Figure 3.4: Location of domains and states.
The proportion of each (a) domain and (b) state found in promoter (green), introns (purple) and exons (black) regions.

If the active domains indeed mark transcriptionally active regions, they should be enriched for high level of mRNA transcripts. To test this prediction, we obtained RNA-seq data from the literature [3.18], and mapped the sequence reads to the bins as we did for the ChIP-seq data. As predicted, those bins in the active domain (States 11-15) correspond to the highest levels of RNA-seq compared the non-active and null domains (Figure 3.5). In addition, we also found that bins in the non-active domains have a slightly higher expression value than those in the null states, consistent with the previous finding that H3K27me3 mark does not prevent transcription initiation.
Figure 3.5: **Transcriptional activity for each state**
The average RNA-seq values for bins assigned to each state. Vertical lines represent the mean value for each domain. The bottom track is the truncated genome-wide average.

To gain functional insights, we applied the Database for Annotation, Visualization and Integrated Discovery (DAVID) to identify enriched functional categories that are associated with each domain type [3.23]. For each gene we calculated its most prominent state, after adjusting for the domain’s genome wide distribution. We have 9,484 non-active genes, 11,703 null genes and 2,130 active genes for this cell line. Genes assigned
to the active domain are associated with cell maintenance groups such as the zinc finger region, ribosome, RNA binding, and cell cycle (Figure 3.6), which are all known to be active in embryonic stem cells. Null domain bins are involved in activities related to fully differentiated tissues such as olfactory receptor, defense response, taste and vision. Non-active bins are related to development and cell growth such as the regulation of transcription, homeobox gene clusters, mitochondrion and, the negative regulation of cell death. Thus, our ES cells are repressing developmental genes to maintain pluripotency, activating essential cell livelihood genes and ignoring genes only expressed in adult cells.

**Figure 3.6: Functional analysis of each domain**
Representative enriched functions and pathways identified using DAVID. P-values are adjusted for multiple testing.
3.2.5 Differences between sub-states within each domain

While the states within each domain share similar properties as described above, there still exist significant differences between them, especially within the active sub-states. The high percentage of active domain introns (Figure 3.4a) is due to the gene-body preference distribution of active states 11, 12 and 14 (Figure 3.4b). Note that these three states have the highest H3K36me3 signal (Figure 3.2). They are also most enriched for RNA transcript levels (Figure 3.5). In contrast, States 13 and 15 are more enriched in promoter regions of active genes (Figure 3.4b). Taken together, these active states are enriched in active genes.

Similarly, each state in the non-active domains also has its own property, with States 1, 3 and 5 more strongly enriched in promoter regions than the other two states (Figure 3.4). Interestingly, the combinatorial pattern of State 5 is similar to an active state. This is not surprising, since active and repressive histone marks often colocalize in ES cells, forming bivalent domains [3.24]. In contrast, State 2 has the highest H3K27me3 (Figure 3.2) and some of the lowest RNA-seq values (Figure 3.5) of all the states, but is not preferentially located (Figure 3.4b). These results suggest that non-active domains are enriched both in poised and in silent genes.

Our null states have less variability than those in the active and non-active domains. However, there also exist subtle differences among the different states. For example, States 6 and 10 have higher H3K4me1 density (Figure 3.2) and are more enriched in promoter regions than the other states (Figure 3.4b). Also, States 6 and 7 are associated with weak but recognizable signals of H3K36me3 and RNA-seq. However, in
general these null states can be simply described as marking the regions with low transcriptional activity.

3.2.6 Comparison with Ernst et al model

In order to test if our THMM approach is advantageous to detect coherent chromatin signature, we compared our tiered HMM results with a previous model developed by Ernst and colleagues [3.13, 3.14]. They fit a 15 state standard HMM on the genome in nine cell lines. For comparison, we used their software to fit a 15 state HMM on the five histone marks from our truncated genome. Hierarchical clustering of the corresponding emissions from the resulting model (denoted EK) shows that their 15 state model corresponds to three clusters, which allows for a parallel comparisons to our three domains (Supplemental Figure 3.5).

To determine which method leads to the most coherent (i.e. least variable) state, domain, or cluster assignment we evaluated our model, the EK model, and a purely random model in two ways: (a) with auto-correlation to determine which model preserves domain coherency over the largest genetic distance, and (b) with a kappa statistic to determine the level of agreement between active exons and domain or cluster status.

We wanted a measure of the correlation of state assignment between one bin and its neighbors to determine the level of spatial cohesion. We thus calculated the auto-correlation for our model and the EK model to determine which model is best at persevering state status over genetic distance. Because our domains are discrete events, we used Cohen’s Kappa Statistic [3.21] to measure the agreement between the domain status in bin $x$ and the domain status in bin $x+n$, where $n$ is some genetic distance.
Kappa assesses the concordance between two assigners, and is more robust than a simple percentage of agreement measure because it takes into account the agreement occurring by chance. We found that our model (from the domain perspective) outperforms EK’s model, even at the cluster level (Figure 3.7a). The THHM has a higher level of domain agreement over a longer distance than the EK model. There is thus evidence that our model retains domain status over quite a long distance; even at a distance of 2Kb, our model still retains a kappa of 0.6, compared to 0 expected by chance. This suggests that bins 2KB apart from each other still have a much higher level of domain coherency than in the EK model or than expected by chance.

Finally, because our active states are enriched in exons (Figure 3.4) and have high RNA-seq values (Figure 3.5), we calculated the agreement, measured by Cohen’s Kappa, between active exons and our state assignments. Again, kappa is a measure of agreement of two or more raters. Here, we are comparing the active domain status of a bin with its corresponding active exon status. High levels of kappa indicate high levels of accordance. We compared our kappa to those from the EK model and 1000 random permutations of our states (Figure 3.7b). We see that our active domains have the highest agreement with the active exons (kappa = 0.39, p-value < 0.001). We also noticed that the first (kappa = 0.14, p-value < 0.001) and second (kappa = 0.034, p-value < 0.001) EK clusters also have significant but weaker agreement with the active exons. Note that because there is not the same number of active exons as active domain bins, the maximum kappa for this data is not 1, but 0.48 (see Methods). Therefore our model is close to the maximum possible level of agreement, suggesting that the functional coherence is maintained.
Figure 3.7: Comparison of our model to that of Ernst et al [3.14].

(a) Auto-correlation of state or domain agreement between bins over genetic distance, for our THMM as 15 states and 3 domains and EK’s model as 15 states and 3 clusters. X-axis is the lag in number of 200bp bins, y-axis is the corresponding kappa statistic, which is a measure of accordance. Note that our domain-based model (orange) has the highest level of concordance over any genetic distance. Even at a distance of 2KB, we retain a kappa statistic of 0.6, compared to the random model that has no agreement. (b) Agreement, as measured by kappa, between the status of our active domains and each of the EK clusters and the status of our active exons; the black line is the corresponding kappa of a random domain assignment.

3.2.7 Genome-wide predictions

We applied the THMM, which was learned on the truncated genome, to make genome-wide predictions. As expected, the vast majority (98.8%) of intergenic bins were assigned to the null domain (Figure 3.8) and more specifically to the state with the least amount of histone mark activity, State 8 (Supplemental Figure 3.6). Our intergenic null domains (~ 26.4 KB) are much longer than in the truncated genome (10.8 KB). On the other hand, there are 34,024 intergenic bins that fall into the active domains. These domains are much shorter on average than in the truncated genome (~2.8KB compared to
We hypothesized that these active regions are actively transcribed. To test this hypothesis, we compared the locations with non-coding RNA transcripts [3.18]. Indeed, we found that the active bins have an average RNA-seq (1617.8) that is 25 times that of the other intergenic bins (66.38), although the transcription level is significantly weaker compared to the coding regions (11406.13, p-value<0.0001) (Supplemental Figure 3.7).

Figure 3.8: The distribution of domain assignment for the intergenic genome. 98.8% of the truncated genome is assigned to the null domain, 0.83% to the non-active domain, and 0.36% to the active domain.

One important class of ncRNA is long intergenic non-coding RNAs (lincRNAs), which have been increasingly recognized as key regulators of diverse cellular processes [3.25-3.27]. To test whether lincRNAs are enriched in active domains,
we aligned a human embryonic stem cell RNA-seq dataset [3.18], with a lincRNA annotation in human embryonic stem cell lines [3.28]. We evaluated the chromatin states of the bins overlapping with lincRNAs, and found that the lincRNA bins are significantly enriched with the active domain compared to other intergenic bins ($\chi^2 = 279.82$, df = 2, p-value < 2.2e-16). Moreover, lincRNA bins assigned to the active domains have average RNA-seq levels (4644) much higher than the rest of the active intergenome (1617.8, p-value = 0.01), and State 12 has an RNA-seq level almost 4 times greater than those bins assigned state 12 in the truncated genome ($4.61 \times 10^5$ versus $1.20 \times 10^5$) (Supplemental Figure 3.8a). Only states 11 and 12 have a strong transcriptional signal among the lincRNAs, which suggests that lincRNA transcription is based on a different and exclusive combination of histone marks than in the coding regions, mainly high levels of H3K36me3 without H3K4me3 (Figure 3.2). Nevertheless, our model, due to its multiple sub-states, is excellent at picking out these active regions based solely on these epigentic patterns in the intergenic regions of the genome.

Another interesting class of features in intergenic regions is pseudogenes, which are dysfunctional fossils of coding genes that, through duplication, deletion, insertion or retrotransposition events, have lost their ability to be transcribed into operative products. However, it remains unclear whether there are major epigenetic differences between pseudogenes and their functional counterparts. We aligned the most recent annotation [3.29-3.31] with our intergenic bins and found that the majority of the pseudogenes are indeed embedded in the null domain. Nonetheless, twice as many such bins are assigned to the active domain (2.54%) than in the truncated genome (1.2%, p-value<0.0001), which is consistent with the fact that these pseudogenes are still transcribed at a higher
rate (3165.71) compared to the rest of the intergenome (66.38043, p-value<0.0001). Our most transcriptionally active bins that overlap with pseudogenes are assigned to the non-active domain (Supplemental Figure 3.8b), suggesting that there are fundamental epigenetic differences between transcribed pseudogenes and their functional counterparts in the truncated genome, which tend to be embedded in active domains as described above. Taken together, these results provide evidence that our model can lead to new biological insights.

### 3.3 Discussion

Chromatin plays an important role in diverse biological processes such as gene transcription, DNA replication and repair. As genome-wide location data of various histone modification marks are generated at a rapid speed, it has become increasingly clear that new computational methods are needed to comprehensively describe the overall chromatin state. The THMM method developed in this paper is aimed to build on previous studies to further take into account the hierarchical structure of chromatin, which is important for understanding the overall topology of chromatin structure and the epigenetic mechanism for gene regulation. We have shown that our method indeed provides a useful modeling framework and outperforms existing approaches [3.13, 3.14] in terms of functional coherence.

Through our exploration of epigenetic data in human embryonic stem cells, we have annotated the human genome into three domains and 15 chromatin sub-states. Each of our sub-states has a unique epigenetic pattern, location preference, and transcriptional signal, while still retaining the specific characteristics of its corresponding
domain. Our active domain is characterized by high levels of RNA-seq and active modifications such as H3K4me3 and H3K36me3. Our non-active domain has high levels of H3K27me3, while our null domain has very little histone modification presence.

We also found that our model can provide useful biological predictions. While our model was learned on a truncated genome contains genetic regions only, we applied it to the whole genome. We found that the majority of the intergenic regions share the same epigenic pattern as introns. More importantly, our model also predicted a number of active domains in intergenic regions that are enriched with lincRNAs and has shown that the epigenomic signature at transcribed pseudogenes is fundamentally different from their functional counterpart. In future work, it will be very interesting to characterize the chromatin domains in multiple cell lines and to investigate to what extent they are associated with cell identity.

3.4 Methods

3.4.1 Data collection and pre-processing

ChIP-seq data for the human embryonic stem cell line (ESC) was obtained from the UCSD Human Reference Epigenome Mapping Project [3.15]. Five modifications (H3K4me1, H3K4me3, H3K9me3, H3K27me3 and H3K36me3) with well-known biological functions were chosen for simplicity. Raw ChIP-seq data was processed and separated into 200bp bins via BEDTools [3.16]. The data was then normalized to reads per million reads (RPM). Bins that overlapped 50% or more with known repetitive regions [3.17] were removed from further analysis. RNA-seq expression data for human
ESC was collected from the ENCODE project via the UCSC Genome Browser [3.18] and aligned to our 200bp bins.

Gene annotations, including transcription start and end points and exon and intron locations, were taken from RefSeq [3.19]. Gene redundancy was limited by the removal of genes with the same transcription start or end site or the same gene name. In order to focus on the role of chromatin states on gene regulation and to simplify computational analysis, we considered a truncated genome consisting of only the promoter and coding regions of known RefSeq genes. That is, for each gene, we extracted the region from 2KB upstream from the transcription start site to the transcription end site. As a result, the intergenic regions, which consist of the majority of the genome, were excluded from our initial analysis.

3.4.2 Model exploration and evaluation

We used a two-tier approach to identify the best hidden Markov model (HMM) topology (hence the term THMM) that describes the data. First, we assumed a fully connected topology, with the aim to estimate the total number of states. Second, we refined the topology to have local clustered properties. In the first step, using the bin-level five-dimensional score as a multivariate normal emission vector, we fit a series of HMMs. We fit 28 HMMs, with the number of states ranging from 3 to 30 on truncated chromosome 22 (Ch 22). We randomly permuted this same dataset 10 times in both the genetic location and histone modification dimensions to get a permuted genome and subsequently fit each model on these random permutations to get a corresponding average log likelihood. For each possible number of states, we compared the log
likelihoods of the appropriate models. The model with the fewest number of states that led to a thresholding of the difference between the log likelihood of the structured and the average log likelihood of the corresponding random models was explored further.

In the second step, we introduced a tiered structure in the HMM topology so that the hidden states are divided into distinct locally-connected clusters (Figure 3.1). Each cluster corresponds to a distinct chromatin domain. The model topology can be specified by the number of domains (D) and the number of states for each domain (K). Since we determined the total number of states is 15, we compared three different THMM topology, corresponding to $D = 3$ and $K = 5$, $D = 5$ and $K = 3$, and $D = 4$ and $K = 4$ (4 states per domain), respectively. Model selection was done through a comparison of the likelihood of each model’s fit on the truncated chromosome 22. Each of these THMMs was fit with one of two choices of priors: a random, non-informative prior and a prior where the means and variances of our states were based on hierarchal clustering.

We calculated the random priors by taking a random sample of 100 bins on our chromosome and determining the corresponding mean and variance vectors. This was repeated for each state, resulting in a $S \times 5$ matrix of means and a $S \times 5$ matrix of variances, where $S$ is the total number of states (which is equal to $D$ times $K$).

For the cluster-based prior, we first grouped the data into $D$ clusters with kmeans clustering. Then, for each of our $D$ clusters, we repeated the kmeans clustering to get $K$ sub-clusters, giving us a total of $S$ ($S = D \times K$) sub-clusters. For each sub-cluster, we calculated the mean and variance vectors to get a $S \times 5$ matrix of means and a $S \times 5$ matrix of variances.
The emission probability was modeled by a multivariate Gaussian distribution with no covariance structure. We fit each of our six THMMs, one with a random and one with a cluster-based prior for our three potential structures (3X5, 5X3, and 4X4), 100 times on truncated Ch 22. Parameters for each model were estimated with the expectation-maximization (EM) algorithm [3.20].

We evaluated the performance of each of our six models based on its corresponding log likelihoods and selected the final model based on model fit. That is, we compared the average likelihood from our six potential THMMs, and refit the model with the largest average log likelihood genome-wide.

3.4.3 Our tiered hidden Markov model

Using the Viterbi algorithm [3.20], the model parameters (means, variances and transitions) from the most successful model fit on truncated Ch 22, were applied to the entire truncated genome to get a corresponding state for each bin. We also applied our THMM to the full genome, including the intergenic bins with the Viterbi algorithm, and then removed the truncated bins to get an intergenic-only signal.

To determine a gene’s most prominent domain, we calculated the following statistic:

\[ T_{gd} = \frac{(P_{gd})}{(P_d)}, \]

where \( P_{gd} \) is the proportion of gene, \( g \), assigned to domain \( d \), and \( P_d \) is the proportion of the genome assigned to domain \( d \), for each domain type \( d=1,2,3 \). The domain with the highest \( T_{gd} \) was selected as that gene’s domain for the purpose of our functional analysis.
3.4.4 Ernst et al. hidden Markov model

Ernst, et al. [3.13, 3.14] developed an HMM to characterize chromatin states in nine human cell lines. Briefly, their method assigns HMM states based on multidimensional binary chromatin marks. We applied ChromHMM to analyze the same dataset as described above. For this purpose, each ChIP-seq track was binarized by thresholding. A 15 state model was fit to the data on the truncated genome. For comparison with the domain level predictions from our THMM approach, we applied hierarchical clustering to group the output states into three clusters.

3.4.5 Quantifying domain retention

We evaluated the spatial coherence of a chromatin state and compared the EK model with ours. For our THMM and the EK model, we calculated the auto-correlation over the distance 200bp to 2Kb. Auto-correlation is a measure of the similarity between observations as a function of the distance separation between them. Since we were comparing state assignments (which are not normally distributed) over genetic distance, we used Cohen’s Kappa [3.21] for our correlation measure:

$$\kappa = \frac{P_a - P_e}{1 - P_e},$$

where $P_a$ is the proportion of agreement among bins and $P_e$ is the expected agreement due to chance. Kappa can take values from 0 (no agreement) to 1 (perfect agreement). As a guideline, values over 0.75 are often considered excellent, while those below 0.40 are considered poor [3.22]. We also permuted the data and re-ran the kappa analysis over 2KB for comparison.
3.4.6 Active exon agreement

We assigned each exon in our truncated genome an active or non-active status based on its RNA-seq values. Exons with expression values above the median were considered active. We then compared the status of each exon to its domain and cluster status and calculated the agreement via the kappa statistic (see above). We then permuted our domain assignments and calculated the corresponding agreement between this permutation and our active exons 1000 times to get a distribution of kappa under the null hypothesis of no agreement. From this distribution, we are able to calculate p-values for our observed kappas; p-values are taken as the proportion of permutation-based kappas greater than or equal to our observed kappa.

Because kappa has a theoretical maximum value of 1 only when the observers distribute the same number of each code, and here we do not have the same number of active exons and active domain bins, we also calculated the maximum possible kappa value. Kappa max is:

$$\kappa_{max} = \frac{P_{max} - P_e}{1 - P_e},$$

where $P_{max}$ is the maximum possible agreement based on the distribution of the states.
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Supplementary Figures

Supplementary Figure 1.1:
Histogram plots of each of our five modifications and their corresponding Poisson (red) and Gaussian (blue) approximation distributions.

Supplementary Figure 1.2:
Posterior distributions and Viterbi path for the 615 genes on Ch19. Posterior probabilities for each of the three epigenetic-states are shown in the top three plots. The black horizontal line corresponds to 0.5 probability. The bottom plot is the state assignment for each gene, determined by the Viterbi path. Genes colored blue were assigned state 1 (non-active) by the Viterbi algorithm, yellow were assigned state 2 (null), and red were assigned state 3 (active).

Supplementary Figure 1.3:
Simulation results for the (a) two- and (b) three- state HMMs. The two-state HMM captures the truth 98% of the time, while the three-state HMM captures it 99% of the time. The top two tracks are a simulated H3K4me3 and H3k27me3 count, respectively. The third track is the true state (based on a random permutation), and the fourth track is the states as predicted by our model.

Supplementary Figure 1.4:
Simulation results for the (a) two- and (b) three- state HMMs where the simulated modification counts are based on high variance models. The two-state HMM captures the truth 97% of the time, while the three-state HMM captures it 99% of the time. The top two tracks are a simulated H3K4me3 and H3k27me3 count, respectively. The third track is the true state (based on a random permutation), and the fourth track is the states as predicted by our model.

Supplementary Figure 1.5:
Heatmaps for the NP cell line. (a) The 35 gene region on Ch6 from Npy to 2410066E13Rik (49,772,728 to 54,650,400) as depicted as a heatmap of histone modification and gene expression. (b) The 250 gene region on Ch7 from Art2a to Insc (108,701,290-121,993,728) as depicted as a heatmap of histone modification and gene expression. NP HMM state assignments are in the first and second tracks (red for active state, blue for low state, yellow for null state). Whether (black) or not (white) a gene is a respective gene cluster in shown in the bottom track in all figures.

Supplementary Figure 1.6:
DAVID cluster analysis of genes within each ES significant domain in the NP cell line. Genes in each type of change are described by the top three significant DAVID clusters. Red corresponds to genes in the active state, blue for those in the non-active state and yellow for null state, in the NP cell line.
Supplementary Figure 1.7:
Log likelihood results for the 100 randomly chosen priors (black) versus a prior based on K-means clustering (red).

Supplementary Figure 2.1:
Determining number of chromatin states by using the gap statistic. The expected and observed log (WK) values are shown in (a) for various levels of K (the number of clusters), where WK is the pooled within cluster sum of squares around the cluster means. The number of clusters versus Gap(K), the difference between the observed and expected values (mean value for 1000 random bootstrap permutations), is shown in (b). According to these results, three is the optional number of clusters for our data.

Supplementary Figure 2.2:
Proportion of bivalent genes in different chromatin states identified by HMM. Red – active state; yellow – null state; blue – non-active state.

Supplementary Figure 2.3:
Overall distribution of the differential bins identified by the ANOVA analysis. (a) A Venn diagram showing the overlap among different histone modifications. (b) Enrichment of various functional elements in the differential bins, where the enrichment scores were computed by ratio between the frequency of differential bins falling into one functional element category and that expected by chance.

Supplementary Figure 2.4:
Overall distribution of the differential genes identified by applying the ANOVA analysis to gene-level scores. (a) A Venn diagram showing the overlap among different histone modifications. (b-e) Heatmap of gene-level scores for the 100 most differential genes: (b) H3K4me3. (c) H3K9ac. (d) H3K27me3. (e) H3K36me3. The cell line information is shown at both sides of the heatmap and color-coded by the differentiation status (black – pluripotent (P) cells; red – multipotent (M); green – unipotent/differentiated (U/D)).

Supplementary Figure 2.5:
Functional analysis of “hotspot” genes. “Hotspot” genes were identified by applying ANOVA analysis to the chromatin states inferred by the hidden Markov model. These genes were further divided into three categories based on their corresponding state in the ES cells: red – active; yellow – null; blue – non-active.

Supplementary Figure 3.1:
Comparison of the log likelihoods of 27 hidden Markov models. (a) The corresponding log likelihoods for HMMs fit on the true data (red) and the average log-likelihood of the models fit on the permuted data (blue) for models with 3 to 30 states. (b) The difference between the structured and permuted models is plotted for models containing 3 to 30 states. In both plots, the vertical line represents a model with 15 states, and is where the difference between the two models begins to taper.
Supplementary Figure 3.2:
Proportion of the genome assigned to each for a binary model. The top horizontal line represents 0.05, and the bottom one is 0.01. Thus, 99% of the genome is covered by 15 states.

Supplemental Figure 3.3:
Plot of the average -log-likelihoods for 6 different models. Error bars represent 1 standard deviation.

Supplemental Figure 3.4:
The frequency of state assignment for the truncated genome.

Supplemental Figure 3.5:
Clustering dendrogram of the posterior emissions from the EK model.

Supplemental Figure 3.6:
The frequency of state assignment for the intergenic genome.

Supplemental Figure 3.7:
The average RNA-seq values for bins assigned to each state in the intergenic genome. Vertical lines represent the corresponding value for each domain.

Supplemental Figure 3.8:
The average RNA-seq values for bins assigned to each state in for (a) lincRNAs and (b) pseudogenes. Vertical lines represent the corresponding value for each domain.
Supplementary Tables

**Supplementary Table 1.1:**
Significant domains for the two-state HMM.

**Supplementary Table 1.2:**
Significant domains for the three-state HMM.

**Supplementary Table 1.3:**
Genes in significant non-active domains for the three-state HMM.

**Supplementary Table 1.4:**
Genes in significant null domains for the three-state HMM.

**Supplementary Table 1.5:**
Genes in significant active domains for the three-state HMM.

**Supplementary Table 1.6:**
Corresponding NP domains for the significant ES domains fit by the three-state HMM.

**Supplementary Table 2.1:**
Description of the cell lines used in this study. Code used for cell-type group: P – pluripotent cell; M – multipotent cell; U/D – unipotent/differentiated cell; C – cancer cell.

**Supplementary Table 2.2:**
Mean (standard deviation) gene-level histone modification scores associated with each chromatin state identified by the hidden Markov model. The active state is associated with active marks, the non-active state is associated with the repressive mark H3K27me3, and the null state is not associated with any mark examined here.

**Supplementary Table 2.3:**
Cell-type specific chromatin states inferred by the hidden Markov model. (1 – null; 2 – non-active; 3 – active)

**Supplementary Table 2.4:**
List of differential bins for each histone modification mark.

**Supplementary Table 2.5:**
List of differential genes based on gene-level scores for each histone modification mark.

**Supplementary Table 2.6:**
List of “hotspot” genes whose chromatin states are significantly associated with differentiation status.
Supplementary Table 2.7:
List of genes whose chromatin states are significantly different between pluripotent cells and other normal cell types.

Supplementary Table 2.8:
List of genes whose chromatin states are significantly different between the normal and cancer cell lines.

Supplementary Table 3.1:
Transition probabilities for each state in our THMM, cell $i, j$ is the probability of a transition from state $i$ to state $j$.

Supplementary Table 3.2:
Histone modification variances for each state in our THMM.