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Polarized Raman scattering studies of orientational order in uniaxial liquid crystalline phases
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The measurement of vibrational Raman depolarization ratios has been used to study molecular orientational order in uniaxial single domain nematic and smectic liquid crystal samples. This technique is demonstrated to obtain the same microscopic order parameter \( \langle P_2 \rangle = 1/2 \langle 3 \cos \theta - 1 \rangle \), where \( \theta \) is the angle between a molecular long axis and the uniaxial direction, as other existing methods. In addition, the next higher moment of the orientational distribution function \( \langle P_4 \rangle = 1/8 \langle 35 \cos^4 \theta - 30 \cos^2 \theta + 3 \rangle \) has been measured for the first time. The physical basis, theoretical apparatus, and experimental methods necessary for the application of this technique are thoroughly detailed in this paper. Measurements are presented of the temperature dependence of \( \langle P_2 \rangle \) and \( \langle P_4 \rangle \) of \( N-(\rho'\text{-butoxybenzylidene})\text{-p-cyanoaniline} \) (BBCA) dissolved in \( N-(\rho'\text{-methoxybenzylidene})\text{-p-cyanoaniline} \) (MBBA) and of pure MBBA in the isotropic and nematic phases, and in the isotropic, nematic, smectic A, and smectic B phases of \( N-(\rho'\text{-butoxybenzylidene})\text{-p-n-octylaniline} \) (40:8). In the nematic phases the new quantitative information marks significant discrepancies with existing theories of nematic ordering. In the smectic phases the results show unambiguously the anticipated high degree of molecular orientational order.

I. INTRODUCTION

In the earliest attempts to explain the anisotropic properties of nematic liquid crystals, the molecules were assumed to be rigid rods with cylindrical symmetry. It was also assumed that the symmetry axis of any individual molecule made an angle \( \theta \) with the macroscopic symmetry axis of the nematic phase and theoretical efforts were directed towards prediction of an anisotropic angular distribution function \( f(\cos \theta) \). In the case of an isotropic phase, all molecular orientations are equally probable and \( f(\cos \theta) \) is constant. A principal result of any of these calculations is a theoretical prediction for the statistical average of the Legendre polynomials \( P_n(\cos \theta) \),

\[
\langle P_2(\cos \theta) \rangle = \int_0^\pi \sin \theta \, d\theta \, P_2(\cos \theta) \, f(\cos \theta)
\]

which, being nonzero only if the system is anisotropic, may be viewed as orientational order parameters.\(^1\)\(^2\)

Of these \( \langle P_2 \rangle \) has been of particular interest since, until recently, only \( \langle P_2 \rangle \) has been accessible experimentally. The purpose of this paper is to fully describe a technique reported briefly in a letter\(^3\) by which \( \langle P_2 \rangle \) and \( \langle P_4 \rangle \) can be simultaneously determined.

Molecular field theories such as that of Maier and Saupe predict a temperature dependence of \( \langle P_2 \rangle \) which is in reasonably good qualitative agreement with numerous experimental results.\(^1\) Residual quantitative discrepancies have prompted attempts to improve on the Maier—Saupe calculation in a variety of ways. One approach is to add more terms and thereby more adjustable parameters to the mean field.\(^4\) In this way calculated values of \( \langle P_2 \rangle \) in essentially perfect quantitative agreement with experiment can be obtained. We will show, however, that the associated theoretical values of \( \langle P_2 \rangle \) differ substantially from our experimental results.

A second question raised in a number of recent theoretical papers\(^4\) concerns the assumption that liquid crystal molecules can be treated as axially symmetric rigid rods. In place of the simple angular distribution function \( f(\cos \theta) \), these papers propose a more general expression in terms of the Eulerian angles necessary to specify the orientation of molecules of lower symmetry. In principle, this criticism of the earlier work is correct and there is experimental evidence supporting the assertion that corrections due to local biaxiality are of some practical importance.\(^5\) On the other hand, there is also experimental evidence to the effect that liquid crystal molecules execute rotational motions about their long axis,\(^6\) suggesting weak local biaxiality. In any event, we have considered the effects of local biaxiality on our Raman measurements and conclude that, even if such effects were present, they would not significantly alter the measured values of \( \langle P_2 \rangle \) and \( \langle P_4 \rangle \). To put this another way, the present measurements are relatively insensitive to local biaxiality.

Another problem with the mean field calculations is that liquid crystal molecules are not rigid rods. Typical molecules have a rigid central section with somewhat flexible hydrocarbon “tails” attached to either one or both ends of the rigid section. This is not very serious for the experiments since they presumably measure the angular distribution of the rigid central part. It could, however, be a source of discrepancy between experiment and those theoretical calculations that assume rigid molecules.

Finally, the Maier—Saupe calculation ignores short-range molecular interactions which determine the nature of orientational pair correlations. The influence of short-range order on \( \langle P_2(\cos \theta) \rangle \) has been discussed by Sheng and Wojtowicz.\(^7\)

A satisfactory determination of the importance of...
these various effects on the properties of the nematic phase will require experimental determination of the orientational distribution function of each molecular part. This in turn requires the determination of a large number of moments (e.g., \( P_2(\cos \theta) \)) of several orientational distribution functions, a ponderous experimental task. This work represents a small step in this direction.

II. BACKGROUND

A. Orientational statistics—microscopic order parameters

We begin with the assumption that the molecules are rigid but of arbitrary shape. As mentioned above, this may not be strictly true but it is probably satisfactory for the central portion of the molecules. Consider two coordinate systems: (1) the laboratory frame \((x, y, z)\) fixed with respect to the liquid crystal and chosen to reflect the macroscopic symmetry of the system, the \(z\) axis being parallel to the average director \(\hat{n}\); and (2) the molecular frame \((1, 2, 3)\) fixed on the molecule and chosen by considering the molecular symmetry. The \(3\)-axis is parallel to the major molecular axis (usually along the longest dimension).

At any instant, due to thermal agitation, the orientation of a particular molecule is described by the three Euler's angles \((\alpha, \beta, \gamma)\) that link the two coordinate systems, as illustrated in Figs. 1(a) and 1(b). The orientational order of the molecules is then described by a distribution function which can be expanded in terms of the generalized spherical harmonics, the Wigner matrices\(^9\) \(D_{m' m}^{(L)}(\alpha, \beta, \gamma):\)

\[
f(\alpha, \beta, \gamma) = \sum_{L=0}^{\infty} \sum_{m=-L}^{L} \frac{2L+1}{8\pi} a_{m' m}^{(L)} D_{m' m}^{(L)}(\alpha, \beta, \gamma), \tag{1a}
\]

with

\[
a_{m' m}^{(L)} = \int_0^{2\pi} d\alpha \int_0^\pi \sin \beta d\beta \int_0^{2\pi} d\gamma D_{m' m}^{(L)*}(\alpha, \beta, \gamma) f(\alpha, \beta, \gamma)
\]

where \(\langle \cdots \rangle\) represents a thermal average. It follows that \(a_{00}^{(L)} \neq 0\) and the values of the remaining coefficients \(a_{m' m}^{(L)}\) with nonzero \(L\) depend on the degree of orientational ordering. They are all identically zero in the isotropic phase, where \(f = 1/8\pi^2\) over all orientations, and some will be nonzero in the ordered phases. They vary with temperatures and saturate to constant values if the system becomes completely aligned. It is therefore natural to choose the \(a_{m' m}^{(L)}\) as a set of generalized orientational order parameters that characterize the amount of ordering. By observing the symmetries of the \(D_{m' m}^{(L)}\) and the fact that \(f(\alpha, \beta, \gamma)\) is real, one can show that the \(a_{m' m}^{(L)}\) are complex conjugate pairs and obey a symmetry relation similar to that of the \(D's\). Thus, in general, for each \(L\) there are \((2L + 1)^2\) independent real orientational order parameters. In fact, this set of \((2L + 1)^2\) parameters for a particular \(L\) is all that is required to relate the average of any \(L\)th rank irreducible tensor to its molecular value.

The distribution function, Eq. (1), can be greatly simplified and the number of nontrivial order parameters considerably reduced by imposing the known symmetries of the macroscopic liquid crystal phase and of the individual constituent molecules. For a uniaxial macroscopic phase with the unique axis parallel to the \(x\) axis, the distribution function is independent of \(\gamma\), and only terms with \(m' = 0\) contribute to the summation. Furthermore, evidenced by the lack of ferroelectricity in the mesophase of interest, \(\hat{n} = -\hat{n}\) are equivalent physical states. This implies [Fig. 1(c)] that \(f(\alpha, \beta, \gamma) = f(\pi + \alpha, \pi - \beta, \pi + \gamma)\), whence the coefficients of all the odd \(L\) terms in Eq. (1) are zero. We have then

\[
f(\alpha, \beta, \gamma) = \sum_{L=0}^{\infty} \sum_{m=-L}^{L} \frac{2L+1}{8\pi} a_{0 m}^{(L)} D_{0 m}^{(L)}(\alpha, \beta, \gamma), \tag{2}
\]

where

\[
D_{0 m}^{(L)}(\alpha, \beta, \gamma) = \left( \frac{4\pi}{2L+1} \right)^{\frac{1}{2}} (-1)^m Y_{m}^{(2)}(\beta, \gamma).
\]

Therefore, for rigid molecules of arbitrary shape forming a uniaxial liquid crystal we have \((2L + 1)\) real, independent order parameters for each \(L\), and \(L\) takes on only even integral values. To lowest order in \(L\), that is \(L = 2\), there are five nontrivial parameters that are commonly acknowledged in various theoretical and experimental works. We point out that a more familiar definition, introduced by Saupe,

\[
S_{ij}^{(2)} = \frac{1}{2} (3i_j a_{ij} - \delta_{ij} \theta_{a}) \tag{3}
\]

with \(\alpha, \beta = x, y, z\), \(i, j = 1, 2, 3\), and \(i_j = 2 \cdot \hat{n}\), is equivalent to the set of generalized order parameters of \(L = 2\) given by Eq. (1b). Repeated indices are summed over throughout the paper. Under the same symmetry arguments mentioned above the independent components of Eq. (3), \(S_{ij}^{(2)}\), form a second rank irreducible tensor whose components, when expressed in the spherical tensor notation, are given by the five coefficients with \(L = 2\) in Eq. (2). (See, for example, Ref. 10.) This tensor is called the microscopic tensor order parameter \(S\).

Writing Eq. (2) explicitly, we have

\[
\langle D_{m' m}^{(L)}(\alpha, \beta, \gamma) \rangle = \langle D_{m' m}^{(L)}(\alpha, \beta, \gamma) \rangle,
\]

\[
\begin{align*}
f(\alpha, \beta, \gamma) &= (1/8\pi^3) [1 + \frac{3}{2} A_{2}^{(2)} (3 \cos^2 \beta - 1) + 5 \sqrt{3} \sin \beta \cos \beta (A_{2}^{(2)} \cos \gamma + B_{1}^{(2)} \sin \gamma) + 5 \sqrt{3} \sin \beta \cos \beta (A_{2}^{(2)} \cos 2 \gamma + B_{2}^{(2)} \sin 2 \gamma) \\
&\quad + \frac{1}{2} A_{0}^{(4)} (35 \cos^4 \beta - 30 \cos^2 \beta + 3) + \frac{1}{2} \sqrt{5} \sin \beta \cos \beta (7 \cos^2 \beta - 3) (A_{4}^{(4)} \cos \gamma + B_{2}^{(4)} \sin \gamma) + \frac{1}{2} \sqrt{5} \sin \beta \cos \beta (7 \cos^2 \beta - 1) \\
&\quad \times (A_{4}^{(4)} \cos 2 \gamma + B_{4}^{(4)} \sin 2 \gamma) + \frac{1}{2} \sqrt{15} \sin \beta \cos \beta (A_{4}^{(4)} \cos 3 \gamma + B_{3}^{(4)} \sin 3 \gamma) + \frac{1}{2} \sqrt{15} \sin \beta \cos \beta (A_{4}^{(4)} \cos 4 \gamma + B_{4}^{(4)} \sin 4 \gamma) + \cdots],
\end{align*}
\]

(2a)

where the complex \(a_{(L)_{m}}\) and \(D_{(L)_{m}}(\alpha, \beta, \gamma)\) have been combined into real quantities by defining

\[
a_{(L)_{m}} = (-1)^{m} a_{(L)_{m}} + i D_{(L)_{m}}.
\]

The explicit form of the real order parameters for \(L = 2\) and 4 is given in Appendix II. For molecules having no plane of symmetry, all the \((2L + 1)\) parameters for each \(L\) are expected to be nonzero, with the \(A^{(L)}\) characterizing the "axial" ordering with respect to the director and the others the "azimuthal" ordering around the molecular axis. If the molecule has a single plane of symmetry, and the 1 axis is perpendicular to this plane, \(f(\alpha, \beta, \gamma) = f(\alpha, \beta, \pi - \gamma)\). This reduces the number of nontrivial terms in Eq. (2a) to \((L + 1)\) for each \(L\). The number of nonzero order parameters is similarly reduced. If the molecule has two mutually perpendicular planes of symmetry, then choosing the 3-axis to be parallel to both obtains a further symmetry relation \(f(\alpha, \beta, \gamma) = f(\alpha, \beta, \pi + \gamma)\). This eliminates \(L/2\) terms and there remain only \((1 + L/2)\) nontrivial terms in the summation.

\[
f(\alpha, \beta, \gamma) = (1/8\pi^3) [1 + \frac{3}{2} A_{2}^{(2)} (3 \cos^2 \beta - 1) + 5 \sqrt{3} \sin \beta \cos \beta (A_{2}^{(2)} \cos \gamma + B_{1}^{(2)} \sin \gamma) + 5 \sqrt{3} \sin \beta \cos \beta (A_{2}^{(2)} \cos 2 \gamma + B_{2}^{(2)} \sin 2 \gamma) \\
&\quad + \frac{1}{2} A_{0}^{(4)} (35 \cos^4 \beta - 30 \cos^2 \beta + 3) + \frac{1}{2} \sqrt{5} \sin \beta \cos \beta (7 \cos^2 \beta - 3) (A_{4}^{(4)} \cos \gamma + B_{2}^{(4)} \sin \gamma) + \frac{1}{2} \sqrt{5} \sin \beta \cos \beta (7 \cos^2 \beta - 1) \\
&\quad \times (A_{4}^{(4)} \cos 2 \gamma + B_{4}^{(4)} \sin 2 \gamma) + \frac{1}{2} \sqrt{15} \sin \beta \cos \beta (A_{4}^{(4)} \cos 3 \gamma + B_{3}^{(4)} \sin 3 \gamma) + \frac{1}{2} \sqrt{15} \sin \beta \cos \beta (A_{4}^{(4)} \cos 4 \gamma + B_{4}^{(4)} \sin 4 \gamma) + \cdots],
\]

(4)

If the molecule has a threefold or greater axis of symmetry, then taking this axis as the 3-axis results in only one nontrivial term for each \(L\), that is, \(Y_{L_{1}}(\alpha, \beta, \gamma) = (2L + 1)/(4\pi^{2/3}) P_{L} (\cos \beta)\). The simple assumption that has been commonly adopted is that the liquid crystals are made up by cylindrically symmetrical rigid rods. This obtains

\[
f(\alpha, \beta, \gamma) = \sum_{L = \text{even}} \frac{2L + 1}{8\pi^{3}} A_{0}^{(L)} P_{L} (\cos \beta)
\]

(5)
or

\[
f_{g}(\beta) = \int_{0}^{2\pi} \int_{0}^{\pi} a f(\alpha, \beta, \gamma)
\]

= \sum_{L = \text{even}} \frac{2L + 1}{2} A_{0}^{(L)} P_{L}(\cos \beta)

(6)

and

\[
A_{0}^{(L)} = \int_{0}^{\pi} \sin \beta d\beta P_{L}(\cos \beta) f_{g}(\beta) = \langle P_{L}(\cos \beta) \rangle,
\]

(7)

where \(\hat{\alpha}\) is the unit vector along the symmetry axis of the molecule. The order parameters \(A_{0}^{(L)}\) vanish in the isotropic phase, take nonzero values in the ordered phase, and saturate to unity when the system becomes completely aligned.

B. Macroscopic order parameters

Macroscopic order parameters of the type just described are usually the primary results of model calculations. On the other hand, many measurements relate most directly to macroscopic quantities and it is necessary to inquire about the relationship between the two.

Due to the long-range orientational order of the liquid crystalline mesophases, most macroscopic tensor properties show some anisotropy. For example, any of the phenomenological second rank tensors could be chosen to describe the degree of ordering. We take a general second rank tensor \(T\) and define a macroscopic tensor order parameter \(Q\) as the anisotropic part of \(T^{\text{ij}}\):

\[
Q = C(T - \frac{1}{3} I \langle T \rangle) ,
\]

(8)

where the constant \(C\) can be chosen according to the convention that \(Q_{zz}\) saturates to unity in a completely aligned state. This definition is quite general and applies to both uniaxial and biaxial systems. In a uniaxial system there is only one independent component. Note that, although any phenomenological \(T\) could be used as long as it shows a characteristic dependence upon the orientational ordering, it is not obvious that they will yield equivalent values for \(Q\). As a matter of fact, we want an order parameter \(Q\) that not only serves to characterize the degree of macroscopic order but one that can also be related to its microscopic counterpart. For reasons that will be discussed shortly, the magnetic susceptibility \(\chi\) seems to be the most suitable macroscopic quantity to substitute for \(T\) in Eq. (8).

Provided the molecules can be treated as approximatively rigid, there exists a connection between \(Q\) and the \(a_{(L)_{m}}\) defined above. The subtle point here involves a relation between macroscopic and microscopic (molecular) tensor properties, known as the local field correction for either electric or magnetic fields. The local field correction for the magnetic response is negligible because interactions among molecules are small (the diamagnetic susceptibility of typical mesogenic molecules is of the order of \(10^{-7}\) cgs units). \(\chi\) is then simply a sum over all molecules with susceptibility \(\chi\) per molecule.

\[
\chi = \sum_{\text{molecules}} n = N d\Omega f(\Omega) \chi = N \langle \chi \rangle ,
\]

(9)
where \( N \) is the total number of molecules and \( \chi \) magnetic susceptibility per unit mass. Using the well known transformation properties of irreducible tensor operators \( \tilde{\beta}_n^{(1)} \), one can write \(^{15}\)

\[
Q = C \chi^e = CN \tilde{\beta}_0^{(2)} \sum_{m=0}^{2} \xi(2, m) \langle D_{2m}^{(1)*} (\alpha, \beta, \gamma) \rangle,
\]

where the \( \xi(2, m) \) are the coefficients of the \( \tilde{\beta}_n^{(1)} \) when the molecular susceptibility is expanded in terms of the irreducible tensors in the molecular frame. Alternatively, Eq. (10) can be expressed as

\[
Q_{ab} = C(\chi_{ab} - \frac{1}{3} \delta_{ab} \chi_{rr}) = CN(\tilde{\beta}_0^{(2)})_{ab} \sum_{m=0}^{2} \xi(2, m) a_{2m}^{(2)} C(\chi_{ab} - \frac{1}{3} \delta_{ab} \chi_{rr})
\]

with \( C \) given by

\[
C = \frac{3}{N} (2 \epsilon_{23} - \epsilon_{11} - \epsilon_{22})
\]

Equation (11) is the desired relation between the macroscopic order parameter \( Q \) and the microscopic parameters \( a_{2m}^{(2)} \) defined by Eq. (1).

For the electric response it is necessary, though difficult, to evaluate the nontrivial contribution from all other dipoles in the medium. Satisfactory results exist only for cubic crystals and isotropic fluids. For crystals of lower symmetry, theoretical calculations results are quite complicated and the results are less informative.\(^{13}\)

Attempts to evaluate local field corrections for liquid crystals have been even less fruitful.\(^{14}\) This is why the macroscopic \( Q \) is best defined through \( \chi \) as we mentioned earlier. However, empirical local field corrections have frequently been used and it has been pointed out that the one proposed by Vuks,\(^{16}\) and used to interpret data from light scattering and Kerr effect experiments on other systems, presumably also works for liquid crystals. This amounts to a modified Clausius–Mossotti relation in the optical frequency region,

\[
(\epsilon_{ab} - 1)/(\epsilon + 2) = \frac{1}{2} \pi N_0 (\alpha_{ab})
\]

where \( \epsilon_{ab} \) and \( \alpha_{ab} \) are the optical dielectric constant and effective molecular polarizability along the principal \( \beta \) axis, \( \epsilon \) is the average optical dielectric constant, and \( N_0 \) is the number of molecules per unit volume. Equation (13) implies a local field correction in the liquid crystal phase similar to that in the isotropic phase.

Local field corrections depend on dipole–dipole summations over neighboring molecules and although they may be calculated in a number of ways, the answers are ultimately dependent on near-neighbor correlations. These near-neighbor correlations appear to be relatively insensitive to temperature, implying the same about the local field corrections. Some indication along this line has recently been observed\(^{17}\) in x-ray diffraction studies on liquid crystals.

It follows that a semiempirical macroscopic tensor order parameter \( Q' \), defined in terms of the optical dielectric anisotropy, can be related similarly to the microscopic \( a_{2m}^{(2)} \) via Eq. (13) and the molecular polarizability \( \alpha \). We have

\[
\epsilon^e = \frac{1}{2} \pi N_0 (\epsilon + 2) (\alpha^e)
\]

and

\[
Q' = C' \epsilon^e = C' \frac{1}{2} \pi N_0 (\epsilon + 2) \tilde{\beta}_0^{(2)} \sum_{m=0}^{2} \alpha(2, m) \langle D_{2m}^{(1)*} (\alpha, \beta, \gamma) \rangle,
\]

or

\[
Q'_{ab} = C'(\epsilon_{ab} - \frac{1}{3} \delta_{ab} \epsilon_{rr}) = C' \frac{1}{2} \pi N_0 (\epsilon + 2) (\tilde{\beta}_0^{(2)})_{ab}
\]

with

\[
C' = \frac{9}{2} \pi N_0 (\epsilon + 2)/2 (\alpha_{23} - \alpha_{11} - \alpha_{22})
\]

In the absence of empirical evidence it is far from certain that \( Q' \) is the same as \( Q \).

C. Review of experimental studies

There have been many experiments done in the past to study the long-range orientational order in liquid crystals, particularly in nematic liquid crystals. Most of these experiments have been based on observations of the average properties of second rank tensors and have thus led to determinations of the order parameters \( Q \) and \( a_{2m}^{(2)} \) introduced above. A brief summary of these experiments follows.

(1) Macroscopic order parameter: Measurement of the magnetic susceptibility. The determination of \( Q \) is unambiguous in the sense that there is just one independent component and the result is independent of molecular structure. On the other hand, the need for data in the crystalline phase, in order to determine the absolute magnitude of \( Q \), is a serious drawback. The anisotropy of magnetic susceptibility has been measured both in nematic\(^{18}\) and smectic A\(^{19}\) phases.

(2) Microscopic order parameter: Magnetic resonance. Magnetic resonance provides a direct measurement of \( Q \) since the analysis does not require data in the other phases. Splittings due to the dipolar interaction in NMR, and the quadrupolar interaction in NQR, give unambiguous information about the \( a_{2m}^{(2)} \). Interpretation of the experimental data is complicated by the fact that in reality most mesogens have very low molecular symmetry and the measured splittings depend on all five of the \( L = 2 \) order parameters \( a_{2m}^{(2)} \) of Eq. (2). The situation can be simplified by choosing a solute molecule of known symmetry and studying its order parameters (which will number fewer than five, depending on the symmetry of the molecule). The order parameters of the solute molecule give some indication of the degree of ordering of the host provided the solute molecule aligns in the liquid crystal. However, there is no direct relation between the order parameters of the solute and those of the host.\(^{20}\) In an analogous way paramagnetic solute molecules have been used in EPR experiments to give similarly qualitative information about the host ordering.\(^{21}\) Proton magnetic resonance experiments have been performed on both nematic\(^{22}\) and smectic\(^{23}\) phases and the value of \( A_{2m} \) estimated by calculating the second moment of the broad line proton absorption spectrum under the assumption of rapid reorientation about the major molecular axis. There remains one question concerning the flexibility of the mol-
ecules. This can be answered by NMR of selectively deuterated molecules and/or by NQR, in which the splittings originate in specific, identifiable sections of the molecules. Most such work has been concentrated on the relatively rigid central core of the molecules.

(3) Measurements of $Q'$ or $a_{aQ}^{bQ}$ based on the empirical local field correction. With the empirical local field correction and data in the crystalline phase, $a_{aQ}^{bQ}$ can also be determined from the optical indices of refraction, that is from the optical dielectric anisotropy, or from IR and UV absorption measurements. The results from the optical dielectric anisotropy are found to be very close to those obtained by NMR. Presumably the central core region of the molecule with its higher electron density and lower excitation energy makes the dominant contribution to the optical dielectric tensor. Also, qualitative information has been obtained by measuring polarized fluorescence and pleochroic absorption of a probe dye molecule dissolved in the liquid crystal host.

(4) More general studies. A direct method of measuring the full $f_2(\beta)$ by large angle x-ray or neutron scattering has been proposed in the nematic phase. With large scattering vectors the interference effect among molecules becomes negligible if the wavelength of the incident photons or neutrons is much shorter than the molecular diameter. Then, if one knows the molecular scattering factor one can, in principle deduce $f_2(\beta)$ by deconvoluting the observed intensity distribution. Experiments utilizing this principle have not yet been fully exploited.

III. ORIENTATIONAL ORDER BY RAMAN SCATTERING

It is well known that Raman scattering can be employed to obtain quantitative information on rotational and other kinetic behavior of molecules in condensed matter as well as gases of high density. The power spectrum of the scattered light can be expressed as a fourth rank tensor which is related to the average orientational correlation function of the molecular Raman polarizability. This suggests that application of Raman scattering to the liquid crystal system will yield not only the order parameters $a_{aQ}^{bQ}$, as in the conventional methods, but also information of next higher order, that is, the terms with $L = 4$ in the previous discussion.

The simplest theoretical framework for discussion of the present experiments is Placzek's polarizability theory of Raman scattering. Consider a single Raman active vibrational mode with normal coordinate $Q$ and eigenfrequency $\omega$. Following Placzek we introduce a Raman polarizability tensor $\alpha'$, whose time dependence in a reference frame fixed with respect to the molecule follows that of $Q$,

$$\alpha' = (\partial a/\partial Q)_{Q=0} Q.$$  

If the components of $\alpha'$ are expressed relative to the laboratory reference frame, they will have additional time dependence due to the rotational motions of the molecule. In principle there is a further complication in that we take $\alpha'$ to be a macroscopic quantity in the sense that it relates the macroscopic incident electric field to the macroscopic radiation field. If, however, $\alpha'$ were interpreted as a microscopic property of the bare molecule, one could reasonably ask whether or not local field corrections were needed in order to connect the macroscopic properties to the microscopic. Quantitative theoretical calculations of local field corrections are exceedingly difficult and if they were needed here, we would be hard pressed to proceed further. A similar local field problem exists for the conventional optical dielectric constants and, as we discussed above, both Vuks and Chandrasekhar have pointed out that empirical evidence suggests these are not important. We will present empirical evidence below supporting the contention that local field factors are also not needed in the Raman problem. The explanation, we believe, is that local field corrections ultimately depend on the short range correlations between molecules and that these short range correlations are not significantly different in the isotropic liquid, the nematic liquid crystal, the smectic liquid crystal, and even the crystalline phases. Thus the $\alpha'$ in Eq. (18) can be treated as a "dressed" molecular polarizability in the sense that it already includes the local field corrections. This particular point should receive more theoretical attention although we believe it can be justified on the basis of existing work. In any event, we will present empirical evidence in support of the hypothesis that for each of the molecular vibrations of interest here there is a tensor $\alpha'$ that is essentially unchanged in the molecular frame when the material changes from the isotropic to any of the liquid crystalline phases.

The experiments to be reported here are schematically illustrated in Fig. 2. Oriented single domain liquid...
crystalline samples are prepared in thin slabs between two glass slides. Figure 2(a) depicts the homogeneous orientation in which the uniaxial direction is parallel to the glass surfaces and Fig. 2(b) illustrates the homoeotropic orientation in which the axis is normal to the glass surfaces. Incident laser light, wave vector \( \mathbf{k}_0 \) normal to the glass slides and polarization \( \mathbf{e}_0 \), is inelastically scattered and detected in the "back scattering geometry" with either of two polarizations. For a given geometry and incident polarization \( i = x, y, z \); the spectrally integrated intensities \( I_{21} \) are measured for two polarizations \( j = x, y, z \). The primary measurements used in the subsequent analysis are the following three ratios of integrated intensities:

\[
R_1 = \frac{I_{xx}}{I_{xx}}, \quad R_2 = \frac{I_{yy}}{I_{yy}}, \quad R_3 = \frac{I_{yz}}{I_{xz}}.
\]  

(19)

Lax and Nelson\(^{33}\) have developed theoretical expressions relating these observed intensity ratios to statistical averages of the Raman polarizability tensors \( \alpha_L \) as expressed in the laboratory frame taking into account solid angle changes and transmission loss at the sample surfaces. For example, using the well known properties of irreducible tensor operators in the laboratory frame, the \( \alpha' \) for a particular vibration on a particular molecule are related to the \( \alpha \) in the molecular frame by\(^{11}\)

\[
\alpha'_L = \alpha(0,0) \hat{\beta}_0^{(21)} + \sum_m \hat{\beta}_m^{(21)} \sum_{m'} \alpha(2,m') \hat{D}^{(2)}_{m'm} (\alpha, \beta, \gamma),
\]

(20)

where the \( \hat{\beta}_m^{(21)} \) are the irreducible tensors of rank 2 and the \( \alpha(2,m) \) are their coefficients in this representation, i.e.,

\[
\alpha' = \alpha(0,0) \hat{\beta}_0^{(21)} + \sum_m \alpha(2,m) \hat{\beta}_m^{(21)}
\]

(21)

Using the Cartesian form for the tensor components \( \alpha'_{ij} \) in the molecular frame, the components \( \alpha_L^{'ij} \) in the lab frame are related by the expressions in Appendix I.

The Lax–Nelson results for the present geometries are

\[
R_1 = C_a r_1, \quad R_2 = r_2/C_a, \quad R_3 = r_3,
\]

(22)

where the total correction factor \( C_a \) is

\[
C_a = \left( \frac{a_{xx} + \sqrt{a_{xx} a_{yy}}} {a_{xx} + \sqrt{a_{yy}}} \right)^2
\]

(23)

and

\[
\frac{\langle \alpha_L^{yxx} \rangle} {\langle \alpha_L^{zxx} \rangle}, \quad \frac{\langle \alpha_L^{yyx} \rangle} {\langle \alpha_L^{zxy} \rangle}, \quad \frac{\langle \alpha_L^{yzx} \rangle} {\langle \alpha_L^{xyz} \rangle}.
\]

(24)

The objective now is to relate these three ratios to the orientational statistics of the liquid crystal molecule. Before proceeding, we should explicitly state an assumption that is tacitly made in almost all discussions of nematic order, namely, that the molecule has some one axis that is special or different from all others. Obviously, if one assumed the molecules to be cylindrical rods, the symmetry axis is this special axis. However, molecules are not really cylindrical rods and if such an axis exists, more probably is related to the microscopic rotational motions of the molecule. That is, rotational correlation times about one particular axis probably are much shorter than for any other. For whatever reason, we assume such a unique molecular axis. Note, however, we have not assumed at this point that the molecule has cylindrical symmetry about this axis. Thus, we define a particular "molecular reference frame" in which this unique axis defines the 3-axis. Consider now any particular Raman active vibration. The Raman tensor for this vibration will have some form \( \alpha'_m \) in this molecular reference frame. However, there is always some other molecular axis, related to this one, in which the Raman tensor has the diagonal form

\[
\alpha'_m = \begin{pmatrix} a & 0 & 0 \\ 0 & b & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

(25)

Using the equations in Appendix I, the components of \( \alpha_m \) (in the molecular frame discussed above) can be expressed in terms of \( a, b, \) and the three Eulerian angles \( \alpha_0, \beta_0, \) and \( \gamma_0 \) that bring the principal axis of \( \alpha_m \) (that is, the axis for which \( \alpha \) has the diagonal form) into coincidence with the special symmetry axis for the molecule. Obviously, there is some ambiguity in the choice of \( \alpha_0 \) and \( \gamma_0 \). However, this is associated with questions raised earlier concerning the assumption of local uniaxial symmetry and will prove to be unimportant for the present discussion.

For a system with macroscopic uniaxial symmetry, there are only four independent averages \( \langle \alpha_{ij} \rangle \). In terms of these, the three ratios [Eq. (24)] can be written

\[
r_1 = \frac{\langle \alpha_L^{yxx} \rangle} {\langle \alpha_L^{zxx} \rangle}, \quad r_2 = \frac{\langle \alpha_L^{yyx} \rangle} {\langle \alpha_L^{zxy} \rangle}, \quad r_3 = \frac{\langle \alpha_L^{yzx} \rangle} {\langle \alpha_L^{xyz} \rangle}.
\]

(26)

In fact these are the only independent ratios one can have for a system with uniaxial symmetry. Following the above discussion, these ratios can be expressed in terms of the microscopic molecular quantities \( a \) and \( b \), the Eulerian angles \( \alpha_0, \beta_0, \) and \( \gamma_0 \), and the orientational order parameters of \( L = 2, 4 \).

The simplest results are obtained for the case of cylindrical symmetry around the major molecular axis. In Appendix II we express the \( \langle \alpha_L^{yxx} \rangle \) for a uniaxial phase consisting of molecules of arbitrary shape in terms of the order parameters and the components \( \alpha'_{ij} \) (relative to the fixed molecular frame), which are related to Eq. (25) through the Eulerian angles \( \alpha_0, \beta_0, \) and \( \gamma_0 \). The assumption of cylindrical symmetry about the 3-axis obtains

\[
A^{20} \langle \alpha_L^{yxx} \rangle = \frac{\alpha_0}{16} + \frac{\alpha_0}{16} B + \frac{\alpha_0}{16} C + \frac{\alpha_0}{16} D + \frac{\alpha_0}{16} D^2 + \left( \frac{\alpha_0}{16} B - \frac{\alpha_0}{16} C - \frac{\alpha_0}{16} D \right)^2 \cos^2 \beta + \left( \frac{\alpha_0}{16} B - \frac{\alpha_0}{16} C - \frac{\alpha_0}{16} D \right) \cos^2 \beta,
\]

(27)
where

\[
A = a_1' + a_2' + a_3' ,
\]

\[
B = (1/A^2) \left( \frac{1}{2} (a_1' - a_2')^2 + a_3' \right) ,
\]

\[
C = (1/A^3) (a_3' + a_2') ,
\]

\[
D = (1/A^2) (2a_3' - a_1' - a_2') .
\]

At a particular temperature the three ratios in Eq. (26) give three equations linear in the two unknowns \((\cos^2 \beta)\) and \((\cos^3 \beta)\) with three parameters \(B, C,\) and \(D.\) In addition, the depolarization ratio measured in the isotropic phase obtains another relation between these three parameters,

\[
R_{iso} = \frac{3}{5} \frac{12B + 12C + D^2}{5 + 12B + 12C + D^2} ,
\]

\[
R_{iso} = \frac{3(a^2 + b^2 + 1 - a - b - ab)}{5(a + b + 1)^2 + 4(a^2 + b^2 + 1 - a - b - ab)} .
\]

If the type of vibration is identified and the relative orientation \(\Omega_0 (\alpha_0, \beta_0, \gamma_0)\) is known, we can solve from the data for the two order parameters

\[
A_0^{(2)} = \frac{1}{2} \left( 3 \cos^2 \beta - 1 \right) ,
\]

\[
A_0^{(4)} = \frac{1}{2} \left( 35 \cos^3 \beta - 30 \cos^2 \beta + 3 \right) .
\]

Consider two special cases. First, if the vibration is known to have uniaxial symmetry in the local frame and the symmetry axis makes an angle \(\beta_0\) with the major molecular axis, the 3-axis, we have \(a = b\) in Eq. (25) and

\[
A = 1 + 2a , \quad B = (1/4A^2)(1-a)\sin^4 \beta_0 ,
\]

\[
C = \frac{1}{A^2} (1-a)^3 \sin^2 \beta_0 \cos \beta_0 , \quad D = \frac{1}{A} (1-a)(3 \cos^2 \beta_0 - 1) .
\]

The depolarization ratio in the isotropic phase,

\[
R_{iso} = (1-a)^2 / (3 + 4a + 8a^2) ,
\]

determines the parameter \(a.\) This particular case is of special interest since there are four independent measurements \(R_1, R_2, R_3,\) and \(R_{iso}\) and only four quantities to be deduced, \(A_0^{(2)}, A_0^{(4)}, a,\) and \(\beta_0.\) Furthermore, if the angle \(\beta_0\) is known, from molecular models or otherwise, the problem is overdetermined.

For the second case, suppose the molecular polarizability is not uniaxial \((a \neq b)\) and choose the \(\hat{z}\)-molecular plane to include the principal axis for \(\alpha_4.\) In place of Eqs. (31) we obtain

\[
A = 1 + 2a + b ,
\]

\[
B = (1/4A^2)(a - 2b + (1-a) \sin^4 \beta_0) ,
\]

\[
C = (1/A^3)(1-a)^2 \sin^2 \beta_0 \cos \beta_0 ,
\]

\[
D = (1/A) (2a + b - 3(1-a) \sin^2 \beta_0) .
\]

Using \(R_{iso}\) [Eq. (29)] and the three other ratios, it is possible to solve, for example, for \(A_0^{(2)}, A_0^{(4)}, a,\) and \(b\) at some temperature with \(\beta_0\) being treated as an unknown parameter. The same measurements can be made at different temperatures and compared. If the assumptions discussed above are correct, the deduced values of \(a, b,\) and \(\beta_0\) must be independent of temperature.

This paper will proceed by assuming cylindrical local symmetry about some molecular axis, designated as the 3-axis. Values of \(A_0^{(2)}, A_0^{(4)}, a, b,\) and \(\beta_0\) will be deduced for several vibrations and the sensitivity of the results to reasonable deviations from cylindrical local symmetry will be examined. We will show that the results are insensitive to such deviations.

IV. EXPERIMENTAL

A. Materials

1. Properties of samples

The initial objective of this work was to investigate the nematic phase of the extensively studied room temperature liquid crystal compound \(N-(p'-methoxybenzyliden)-p-n-\text{-butylaniline (MBBA)}\) by examining the Raman spectrum of a probe molecule, \(N-(p'-\text{butoxybenzyliden}-p\text{-cyanooaniline (BBCA)}).\) BBCA was chosen because of its structural similarity to the MBBA host and also because of its terminal cyano group whose bond axis is nearly parallel to the major axis of the molecule. Associated with the stretching vibration of the cyano group there is a strong, narrow, anisotropic Raman band which is spectrally isolated from all the other Raman bands of the BBCA and MBBA molecules and thus ideally suited to the study of long range orientational order.

Figure 3 illustrates the molecular structures, se-
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sequences of respective phases, and a portion of the phase diagram for mixtures of MBBA and BBCA. Both molecules are Schiff's bases with approximately the same molecular dimensions and both exhibit a single nematic mesophase between their isotropic liquid and crystalline phases. BBCA is readily soluble in MBBA for concentrations up to 30% by weight at room temperature. Our principal source of materials has been the Harvard Chemistry Laboratory but, on occasion, commercially available MBBA from Vari-Light Corp. has also been used.

In order to minimize the perturbing influence of the BBCA guest on the physical properties of the MBBA host, the concentration of BBCA was kept as small as possible commensurate with reasonable signal-to-noise in the Raman spectrum. In practice, it was found that 20% BBCA in MBBA was a suitable compromise concentration. Phase separation was not a problem at this concentration, although it would become bothersome at higher concentrations. For example, the coexistence range for a 40% mixture was found to be \(-1\, ^\circ C\).

Some effort was made to investigate other liquid crystals using probe molecules, but this was not found to be very fruitful. We chose rather to dispose of the probe molecule completely and concentrate on the natural Raman modes of the neat MBBA. This will be discussed further below and it will be seen that for the 20% mixture of BBCA in MBBA the values of \(A^{(2)}_s\) and \(A^{(4)}_q\) deduced from the Raman measurements on the BBCA cyanogen vibration are identical to the results deduced from the vibrational modes of pure MBBA.

We also examined another Schiff's base liquid crystal, \(N-(\beta\sp{2}-\text{butoxybenzylidene})\sp{-}\text{p-n-oxytlaniline} (\text{BBOA})\) (or 40.8 in Verbit's line notation\(^{37}\)), which has been identified as having nematic, smectic \(A\) and \(B\) phases.\(^{38}\) The molecular structure and phase sequences for 40.8 are shown in Fig. 4(a). Figure 4(b) is a calorimetric trace of 40.8 obtained using a Perkin-Elmer differential scanning calorimeter (DSC-2) calibrated against an indium standard for both temperature and thermal responses. The various transition temperatures from the DSC agree with those observed by optical microscopy. All transitions are first order and we estimate their latent heats to be 3.185, 1.303, 0.229, and 0.919 cal/g for the crystal-to-smectic \(B\), smectic \(B\)-to-smectic \(A\), smectic \(A\)-to-nematic, and nematic-to-isotropic transitions, respectively. The uncertainty in these values is estimated to be \(\pm 0.009\) cal/g.\(^{39}\) The small latent heat between the smectic \(A\) and nematic phases is of interest and we will show in the next section that the index of refraction data also show a very nearly continuous change through this transition.

Liquid crystal materials having the Schiff's base central linkage are notorious for their poor chemical stability, owing to the ease with which they are hydrolyzed. All reasonable precautions have been taken to retard the degradation of our samples, though it was never completely eliminated.

2. Alignment of samples

Samples of liquid crystal materials were sandwiched between two \(1.25 \times 0.04\) in. microscope slides separated by Teflon spacers ranging from 25 to 250 \(\mu\)m in thickness, as shown in Fig. 5(a). Prior to assembling
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the cells, the slides and spacers were carefully cleaned and baked at temperatures greater than 100 °C. Homogeneous (parallel) alignment was achieved by coating the cleaned slides with a surfactant such as hexadecyltrimethylammoniumbromide (HTAB). With some practice, it was possible to obtain satisfactory and reproducible homogeneous (parallel) alignment by simple unidirectional rubbing of the cleaned slides. The cells were drop-filled, using a hot plate when necessary (e.g., for the 40.8), and clamped on two sides with spring clips. Homogeneous and homomeric smectic A samples were obtained by slow cooling from the respective nematic orientation.

The alignment of the samples was routinely checked in the following way. First, the cells were inspected with naked, though well trained, eyes for any gross defects. Having passed this visual test, cells were observed under an optical microscope, allowing the alignment to be examined over distances as small as 20 μm. The conoscopic figure obtained by normal illumination of the samples between two crossed polarizers with convergent light [Fig. 5(b)] provided a third way of confirming the alignment. Typical interference patterns show a dark cross with concentric dark circles and families of hyperbolae like fringes centered at the axis of the beam for homotropic and homogeneous alignment, respectively. The geometrical appearance of these patterns, for example, their centering, their symmetry, etc., unambiguously reflect the success of the alignment. By shifting the focal plane along the direction of the beam, or moving the sample cell perpendicularly to the beam, we could detect misaligned areas as big as the whole sample and as small as 20 μm across.

After determining that the alignment was satisfactory, the transition temperatures of the material in the cell were checked using the hot stage under an optical microscope. The absence of any initial drop in transition temperatures, particularly \( T_{cr} \), was taken as evidence that the process of alignment did not contribute appreciably to the deterioration of the materials.

After determining that the alignment was satisfactory, the transition temperatures of the material in the cell were checked using the hot stage under an optical microscope. The absence of any initial drop in transition temperatures, particularly \( T_{cr} \), was taken as evidence that the process of alignment did not contribute appreciably to the deterioration of the materials.

There are two factors limiting the thickness of the samples. The first is naturally how much the boundary conditions imposed by the aligning techniques can force the material in the bulk to follow the alignment. By experience samples up to 300 μ thick, which is by no means the upper limit, always align reasonably well. The second factor is the Raman scattering measurement itself. The data depend strongly upon the thickness in the nematic phase even for samples as thin as 30 μ. This is attributed to the turbidity and depolarized forward scattering by the long-range director fluctuations. The thickness of the sample is thus an important parameter in the experiments and was measured under a microscope by focusing the objective on the inner surfaces of the glass slides illuminated with dark background. For each sample, measurements were made on the four outside corners of the inner spacer where there was no liquid crystal present, and no systematic deviation was observed among the four sets of readings. The thickness at the center, where the light scattering experiment was performed, was taken as the average of these readings. At a magnification of 160, the thickness could be determined with an uncertainty of ±2 μm.

B. Raman spectroscopy system

The laser Raman spectroscopy system consists of three main components: an argon ion laser and associated optics, a spectrometer with digital data acquisition devices, and a temperature controlled oven that houses the sample cell.

A Coherent Radiation model 52-3B 3 W c.w. argon ion laser operating at 5145 Å was the exciting source. Occasionally, the 4800 Å line was used to check the spectra. The laser output was stabilized using a servo system similar to the commercially available Coherent Radiation 235 light regulator. Long term (periods of several hours) drifts in the laser intensity were thus kept below 5% and short term drifts (periods of 30 min) were even smaller. The experiments were done with less than 100 mW incident power, monitored continuously by a Spectra-Physics 401C powermeter which viewed a small amount of light deflected from a beam splitter. The illuminated sample area is estimated to be on the order of 200 μm in diameter. The scattered light is imaged onto the entrance slit of a SPEX 1400-II double monochromator equipped with two 600 groves/mm gratings blazed at 5000 Å in second order. A polaroid HN-32 film polarizer is used to analyze the polarization state of the scattered light and an oriented quartz wedge polarization scrambler between the polaroid and the entrance slit serves to eliminate the polarization dependence of the spectrometer transfer characteristic. Light emerging from the exit slit of the spectrometer is detected by a cooled EMI 9558 photomultiplier tube with an S-20 cathode response. The output pulses from the PMT are amplified and fed via a discriminator into the memory of an RIDL Nuclear Chicago model 34-12B 400 channel analyzer. The stored data can be displayed on a CRT on the multichannel analyzer or plotted on an X-Y recorder.

C. Raman scattering and treatment of data

To establish the geometries mentioned in the last section (Fig. 2) we rotated either the sample cell (the constant temperature housing) or the polarization of the incoming beam (with a piece of half-wave plate cut for 5145 Å). The optical axis of a homogeneous sample was oriented relative to the direction of the incident polarization by minimizing the transmission through a crossed polarizer placed behind the sample. For example, when the optical axis is strictly parallel or perpendicular to the fixed direction of the incident polarization, the transmission is at a minimum with a crossed polarizer after the sample.
phase the extinction was less perfect for thick samples because of the depolarized forward scattering; nevertheless, a minimum could be reached when the sample was properly oriented.

The transition temperature was checked during the experiment either by moving the sample to the microscope hot stage, or with the temperature measuring device in the oven itself. For the latter, because the front face of the sample cell was partially in contact with the room atmosphere, we could observe the temperature gradient across the circle where the beam enters. The nematic-to-isotropic transition was determined by the change of the transmission pattern of the beam as well as by the appearance of the sample viewed with naked eye from outside. The difference between the temperature readings from the thermistor inside the oven block and the known temperature for the transitions occurring at the center of the circle and near the circumference was less than 0.05 °C for samples of 40.8. Similar differences were considerably smaller for the nematic samples with much lower T_{NI}. The same observation can also be made at the smectic A-to-nematic transition.

We also observed laser heating of the samples, particularly near the nematic-to-isotropic transition where thermal lensing accompanied the growth of the transmission spot when the laser was first incident on the sample. The region under illumination undergoes a transition before the temperature of the oven reaches T_{NI} and a "hole" can be seen on the sample which is "burnt" by the beam. For the nematic samples of the mixtures or neat MBBA, an incident intensity of 80 mW "lowered" the transition by roughly 1.5 °C. For samples of 40.8 the effect was less serious and with 50 mW incident power the apparent decrease in T_{NI} was less than 0.2 °C. This can be attributed to different absorption at the incident wavelength as evidenced by the yellowish appearance of the MBBA and the nearly colorless appearance of 40.8.

The spectrometer is capable of yielding Raman spectra of typical resolution as high as several tenths of a cm^{-1} by reducing the slit width. However, in order to make use of the solid angle correction formulas it is simpler to have a fixed collecting solid angle, determined by an aperture after the collecting lens, and the entire area under illumination imaged into the slit. Although this means poor resolution, it does not affect the intensity ratio measurements, since the observed line shape I_{obs}(\omega) is a convolution of the slit function S(\omega') with the true line shape of the power spectrum I(\omega),

\[ I_{obs}(\omega) = \int_{-\infty}^{\infty} d\omega' S(\omega') I(\omega + \omega'). \]

It is seen that the integrated intensity of the observed line shape is proportional to that of the true line shape with a factor depending on the slit function only. Therefore, for a well isolated Raman band, such as the cyano stretching vibration, the depolarization ratios are obtained by the ratios of the area under the observed line profiles. This is done with a planimeter.

The situation is more complicated when the bands are not well resolved, since it is necessary then to devise some method for obtaining the area under each band separately. In principle, this can be done with a numerical fitting of the observed composite band profile. We assume a triangular slit function and Lorentzian line shapes of different widths and peak heights and do the fitting on an HP9820 calculator. Depending on the situation, a number of Lorentzians are fed in to fit the observed band profiles. The fitting turns out to be satisfactory and the areas are easily calculated from the best-fit parameters for each band. We observe, however, for each specific band of interest in a particular scattering geometry, the linewidths of depolarized and polarized spectra do not differ appreciably at a given temperature. This makes possible a simplification in the analysis of the data. For bands that can be approximated by Lorentzians of nearly the same widths, the peak heights are themselves proportional to the integrated intensities with the same proportionality factors. This is indeed confirmed by comparing the results obtained in these two different ways. We thus measure the depolarization ratios for bands in a composite profile by comparing the peak heights of depolarized and polarized spectra and estimate that the error introduced by so doing is less than 4%.

D. Measurement of indices of refraction

Index of refraction data are required for the solid angle and transmission loss corrections. They also provide results on the order parameter which can be compared with the Raman measurements. The measurements are conveniently made with a Pufrich refractometer (Bellingham and Stanley, Inc.) on which the sample is aligned homeotropically between the top surface of the prism and a piece of fused quartz cover glass. Measurements were made at 5145 Å (argon laser) and 6328 Å (He-Ne laser), and the refractive indices at the wavelength of the Raman scattered light were found by interpolation.

Further experimental details are available in the Ph. D. thesis of Jen.

V. STUDY OF THE CYANO STRETCHING VIBRATION

A. General observations and data

The vibrational Raman band associated with the stretching mode of the cyano group is located at 2225 cm^{-1}, corresponding to scattered radiation at 5810 Å for 5145 Å incident radiation. The measured depolarization ratios R_1 and R_2, defined in Eq. (19), show strong dependence on sample thickness (see Fig. 6). This effect is quite reproducible and occurs for the other Raman bands we have studied (see below), as well as for the CN stretching band. There are two ways such a thickness dependence might arise. First, if the director were not uniform over the scattering volume, due to disclinations, large impurity particles, etc., one might expect to observe a thickness dependence. This seems improbable in the present case considering the reproducibility of the data and also considering the fact that the data are insensitive to the application of
static magnetic fields of up to 5.6 kG along the direction of rubbing (Fig. 7). We thus believe the observed thickness dependence is attributable to the second possibility, namely, multiple scattering by long wavelength director fluctuations, which causes spurious depolarizations, which causes spurious depolarization of both the incident and scattered beams. Thus, the thicker the sample the greater is the "scrambling" effect. This trend is clearly evident in our data, and it is not surprising that previous studies of the intensity and/or depolarization ratios of various Raman bands of nematic materials have failed to show any temperature dependence over the entire nematic range.\(^42,43\) Since theoretical correction for this multiple scattering effect is not simple and the data show a strong effect even at thicknesses as small as 30 \(\mu\)m, which is the thinnest sample we can use and still have satisfactory signal-to-noise ratios, we account for the effect by measuring the ratios \(R_1\) and \(R_2\) as functions of thickness and extrapolating to zero thickness.

Figure 6 shows the ratios \(R_1\) and \(R_2\) for a 20% mixture of BBCA in MBBA plotted against \(\Delta T = T_{NI} - T\), at two thicknesses, together with the extrapolated values. The depolarization ratio in the isotropic phase is also shown, and is seen to be independent of thickness. This ratio \(R_{iso}\) was also measured at various concentrations below 20% and no dependence on either temperature, within a range of \(-10^\circ\)C, or concentration was observed.

B. Order parameters of the 20% mixture

The Raman polarizability tensor for the localized cyano stretching vibration of the BBCA molecule has the uniaxial form of Eq. (25) with \(a = b\). From the measured ratio \(R_{iso}\) and Eq. (32) the parameter \(a\) was determined to be \(0.055 \pm 0.020\). The surface coupling factor \(C_s\) in Eq. (23) was calculated for the scattered light at \(5810\) Å, at each temperature, using linearly interpolated values obtained from the measured indices of refraction for the liquid crystal (Fig. 8) and the glass slides, which gives \(n_{out} = n_e = 1.5150\) with negligible temperature dependence. From a space-filled model for the BBCA molecule the angle \(\beta_0\) between the symmetry axis of the cyano group and the major molecular axis is estimated to be \(10^\circ \pm 2^\circ\). We thus obtained the order parameters \(A_{20}^{(3)}\) and \(A_{20}^{(4)}\), under the assumption of cylindrical molecular symmetry, from each pair of \(R_1\) and \(R_2\) at respective temperature by Eqs. (27), (30), and (31). These results are shown in Fig. 9. The uncertainties shown are estimated\(^44\) by taking into account of all the statistical uncertainties from \(R_1, R_2, R_{iso}\) (or \(a\)), and \(\beta_0\). The uncertainties due to the indices of refraction are negligible small.

Although the MBBA and BBCA molecules are very similar in many respects, the order parameters obtained at such a high concentration are not necessarily those of neat MBBA. However, the available evidence supports the idea that \(A_{20}^{(3)}\) obtained from the 20% mixture is identical to that for MBBA, within experimental
uncertainty. Proton NMR splittings (Fig. 10), diamagnetic anisotropies (Fig. 11), and optical indices of refraction (Figs. 8 and 12) for neat MBBA and the 20% mixture are nearly identical. Since we assume here that the molecules are rigid cylinders, the macroscopic

FIG. 8. Indices of refraction of 20% BBCA in MBBA. Squares are measured at 5145 Å, and circles at 6328 Å. (T\textsubscript{N} = 55.25°C for crossed data points, T\textsubscript{N} = 53.78°C for open points).

FIG. 10. Proton NMR splittings of MBBA [o: \(T\textsubscript{N} = 45.0°C\), from P. Papon and J.-P. Lepesant, Chem. Phys. Lett. 12, 331 (1971); +: \(T\textsubscript{N} = 46.4°C\); x: \(T\textsubscript{N} = 42.7°C\)] and 20% BBCA in MBBA [o: \(T\textsubscript{N} = 55.84°C\)].

FIG. 9. Theoretical and experimental values of the nematic order parameters \(A\textsubscript{2}^{(2)}\) and \(A\textsubscript{4}^{(4)}\) of 20% BBCA in MBBA. Solid lines: Maier-Saupe theory; dashed lines: Humphries-James-Luckhurst theory with \(\lambda = -0.55\) and \(m = 10 \pm 2\). o: Raman measurements; a: NMR from Ref. 24(b); crosses: relative measurements from optical dielectric anisotropy (+: 20% mixture; x: neat MBBA); triangles: relative measurements from diamagnetic anisotropy (o: from Ref. 18(c), o: from I. Haller, J. Chem. Phys. 57, 1400 (1972), x: Ref. 50).

FIG. 11. Diamagnetic anisotropy of MBBA [o: from G. Signaud and H. Gaspareux, J. Chim. Phys. 70, 699 (1973), \(T\textsubscript{N} = 46.0°C\); x: from I. Haller, J. Chem. Phys. 57, 1400 (1972), \(T\textsubscript{N} = 41.3-45.7°C\); +: from Ref. 49, \(T\textsubscript{N} = 45.75°C\)].

Q\textsubscript{ex}, the semiempirical \(Q\textsubscript{ex}\), and the microscopic \(A\textsubscript{2}^{(2)}\) are all equivalent. Figure 9 shows a comparison of the data for \(A\textsubscript{2}^{(2)}\), from NMR measurements of partially deuterated MBBA\textsuperscript{24b} and our Raman measurements, with \(Q\textsubscript{ex}\) and \(Q\textsubscript{ex}\). Relative values of \(A\textsubscript{2}^{(2)}\) for the latter were obtained by assuming \(A\textsubscript{2}^{(2)}\) to be proportional to \(A\textsubscript{x}\) and \(A\textsubscript{x}\) and fixing the proportionality factor to obtain agreement at \(\Delta T = 2°C\). The temperature dependence and the absolute values for \(A\textsubscript{0}^{(2)}\) from the Raman data agree very well with those obtained from the other independent measurements.
C. Remarks on the data analysis

Before comparing our data with existing theories, two areas must be considered at greater length, since they have been tacitly assumed unimportant in the above discussion but could in principle affect our results.

(1) Director fluctuations. The order parameters \( A_{0}^{(3)} \) and \( A_{0}^{(4)} \) are measured relative to a fixed external laboratory axis while theoretical calculations of these quantities are made relative to the local director \( \hat{n}(\gamma) \). These two need not be identical and indeed will not be if the director deviates from the external symmetry axis. One mechanism that produces such deviations is thermal fluctuations of the director, and the effect of such fluctuations on the measured order parameters has been considered in detail by Sheng. He showed that, for small amplitude fluctuations, the probability distribution for the director can be approximated by a Gaussian,

\[
F(\gamma) = \exp(-\theta^2/\theta_0^2),
\]

where \( \theta \) is the polar angle between the director and the \( z \) axis of the laboratory frame and \( \theta_0 \) is the rms fluctuation of the director in the laboratory frame. Sheng expressed his results in terms of a dimensionless parameter \( \gamma \) given by

\[
\gamma = \frac{k T}{k T_{c}} q_{\text{max}}/L_1,
\]

where \( k \) is Boltzmann’s constant, \( T_c \) is the nematic–isotropic transition temperature, \( L_1 \) is a material constant, and \( q_{\text{max}} \) is the cutoff wave vector for the continuum approximation description of nematic liquid crystals. \( \gamma \) is related to \( \theta_0 \) by

\[
\gamma = \pi [A_{0}^{(3)}]_{RF} (T_c/T) \theta_0,
\]

where \([A_{0}^{(3)}]_{RF}\) is the mean field value of \( \langle P_3(\cos \theta) \rangle \) at absolute temperature \( T \). Luckhurst has established an approximate theoretical prediction for \( \theta_0 \), which agrees with the EPR line shapes of some spin probes dissolved in nematic liquid crystals. No data are available for the materials used in our studies, but they should not differ greatly from the data on PAA (p-azoxyanisole). We therefore use Luckhurst’s value of \( \theta_0 = 10^\circ \) at \( T = T_c \) and \( [A_{0}^{(3)}]_{RF} = 0.429 \) in Eq. (36) to obtain an estimate for \( \gamma \) of

\[
\gamma = 0.055.
\]

From Fig. 3 of Sheng’s paper, it can be seen that a \( \gamma \) of this order of magnitude introduces a shift in \( [A_{0}^{(3)}]_{\text{measured}} \) and \( [A_{0}^{(4)}]_{\text{measured}} \) toward smaller values by an amount small compared to our experimental uncertainty. These results are shown in Table I. We, therefore, conclude that our experiment is insensitive to director fluctuations provided \( \theta_0 \) for our materials is not unlike that for PAA.

(2) Nocylindrical molecules. Suppose one relaxes the assumption of cylindrical symmetric molecules. Then, the appropriate orientational distribution function might look like the one in Eq. (4) (for a molecule with two mutually perpendicular planes of symmetry). The principal molecular axes 1 and 2 will then have an anisotropic distribution around the 3-axis (see Fig. 1) and, for \( L = 2 \) and 4, we will have nontrivial order parameters \( A_{0}^{(3)} \) and \( A_{0}^{(4)} \) characterizing the “axial” ordering with respect to the director, and \( A_{0}^{(3)}, A_{2}^{(4)} \), and \( A_{4}^{(4)} \) characterizing the “azimuthal” ordering around the major molecular axis.

It follows that, in addition to the parameters in Eq. (27), we must define quantities

\[
E = (1/A^2)\left[ \frac{1}{2}(a_{11}^2 - a_{12}^2 - a_{13}^2) \right],
\]

\[
F = (1/A^2)(a_{12}^2 - a_{22}^2),
\]

\[
G = (1/A^2)(a_{13}^2 - a_{33}^2),
\]

where \( A \) has been defined above, and the following terms have to be added to Eq. (27).

\[
A^2 \langle a_{12}^{(3)} \rangle = -\frac{1}{3}\left( F + A^2 - \frac{1}{2}ADG \right) A_{1}^{(3)}
\]

\[
+ \frac{1}{3}\sqrt{\frac{3}{2}}(F + \frac{1}{4}ADG)A_{1}^{(4)} + (3E/\sqrt{20})A_{3}^{(4)},
\]

\[
A^2 \langle a_{13}^{(3)} \rangle = -\frac{1}{3}(3F - ADG)A_{1}^{(3)} + \frac{1}{3}\sqrt{\frac{3}{2}}(F + \frac{1}{4}ADG)A_{1}^{(4)}
\]

\[+ (E/\sqrt{20})A_{3}^{(4)}, \]

\[
A^2 \langle a_{12}^{(4)} \rangle = 2\sqrt{\frac{k}{3}}(2F + A^2 - \frac{1}{4}AG)A_{1}^{(4)}
\]

\[+ \frac{1}{3}\sqrt{\frac{3}{2}}(4F + ADG)A_{1}^{(4)} + (8E/\sqrt{20})A_{3}^{(4)}. \]

Table I. Experimental values of the molecular field order parameters estimated by taking into account the broadening of the distribution of the director.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>( T_{N^1} - T )</th>
<th>( A_{0}^{(3)} )</th>
<th>( A_{0}^{(4)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>230</td>
<td>0.800</td>
<td>0.615</td>
<td>0.602</td>
</tr>
<tr>
<td>0.500</td>
<td>0.499</td>
<td>0.465</td>
<td>0.447</td>
</tr>
<tr>
<td>0.65 x 10^4</td>
<td>0.276</td>
<td>0.432</td>
<td>0.413</td>
</tr>
</tbody>
</table>

TABLE II. Estimated corrections to the order parameters $A^{(1)}$ and $A^{(2)}$ calculated under the assumption of cylindrical molecular symmetry.

<table>
<thead>
<tr>
<th>$T_{N1} - T$ (°C)</th>
<th>Cylindrical symmetry</th>
<th>Results after first order corrections</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A^{(0)}$</td>
<td>$A^{(1)}$</td>
</tr>
<tr>
<td>39</td>
<td>0.607</td>
<td>0.161</td>
</tr>
<tr>
<td>15</td>
<td>0.380</td>
<td>0.062</td>
</tr>
<tr>
<td>4</td>
<td>0.444</td>
<td>-0.010</td>
</tr>
</tbody>
</table>

For the uniaxial cyanato stretching vibration we have simply

$$E = \left(1/4A^3\right) (1 - a^2) \sin^4 \theta_0 = B,$$

$$F = \left(1/A^3\right) (1 - a^3) \sin^3 \theta_0 \cos \theta_0 = C,$$

$$G = \left(1/A^3\right) (1 - a) \sin^2 \theta_0 .$$

We are not able to solve this problem exactly as there are not enough measurements to fix the three new unknown parameters. However, we can proceed in the following way to make some estimation of how serious these effects might be. We assume for simplicity that the statistics involving $\beta$ and $\gamma$ are independent so that the distribution of the molecules around their major axes deviates from isotropic as

$$f'(\gamma) = \int_{-\pi/2}^{\pi/2} \sin \beta \cos \beta d\beta \int_{0}^{2\pi} d\gamma f(\alpha, \beta, \gamma) = \frac{1}{2} (1 + \delta \cos 2\beta) ,$$

which gives

$$A^{(2)} = \frac{1}{2} \sqrt{\frac{3}{2}} \left(\sin^2 \beta \cos 2\beta\right) \approx \frac{1}{2} \sqrt{\frac{3}{2}} \left(\sin^2 \beta \right) \left(\cos 2\beta\right)$$

$$= \frac{1}{2} \delta \sqrt{\frac{3}{2}} \left(\sin^2 \beta\right) ,$$

$$A^{(3)} = \frac{1}{2} \sqrt{\frac{3}{2}} \left(\sin^2 \beta \cos 2\beta - 1\right) \cos 2\beta$$

$$\approx \frac{1}{2} \delta \sqrt{\frac{3}{2}} \left(\sin^2 \beta \cos 2\beta - 1\right) ,$$

$$A^{(4)} = \frac{1}{2} \sqrt{\frac{3}{2}} \left(\sin^2 \beta \cos 4\beta\right) \approx 0 .$$

The effect of a nonzero $\delta$ is greater for $A^{(3)}$ than for $A^{(2)}$ according to Eq. (40). For conventional measurements of $A^{(0)}$, where only $A^{(0)}$ contributes, this has been discussed by Alben et al., for PAA. The value of $\delta$ in that case was found to be 0.3, independent of temperature. A positive value for $\delta$ means that the planes of the molecules are on the average more likely to lie in the planes determined by the director and the major molecular axes. In other words, steric interactions can significantly influence the ordering in nematic liquid crystals.

We have estimated first order corrections to $A^{(0)}$ and $A^{(2)}$ by substituting into Eq. (40) zeroth order values of $\langle \sin^2 \beta \rangle$ and $\langle \sin^2 \beta (7 \cos^2 \beta - 1) \rangle$ calculated from our data under the assumption of cylindrical molecular symmetry, and setting $\delta = 0.3$. The results are listed in Table II. We have also estimated the effect on $A^{(3)}$ and $A^{(4)}$ of nonzero $\delta$ and see a noticeable change in the results, even when $A^{(4)}$ is made of the same order of magnitude as $A^{(0)}$. Although negative values of $A^{(3)}$, $A^{(4)}$, and/or of $\delta$ could be tried, and the resulting changes in $A^{(3)}$ and $A^{(4)}$ would be in the opposite sense compared with those produced by positive values (Table II), the arguments necessary to justify such values involve reasoning we believe to be unphysical.

Although the effects of noncylindrical statistics do result in positive shifts in $A^{(4)}$ by as much as 0.05, this is just about equal to the experimental uncertainty in $A^{(4)}$. We believe that although the assumption of cylindrical molecular symmetry may result in a small systematic error in $A^{(4)}$, the magnitude of this error is no larger than 0.05. The errors in the values of $A^{(3)}$ are considerably smaller.

D. Comparison with existing theories of nematic order

The principal theoretical efforts to predict the temperature dependence of nematic order are the mean field theory of Maier and Saupe and the extended version of this by Luckhurst et al. Essential to both of these efforts is the temperature dependence of the specific volume. This can be extracted empirically from the data on indices of refraction since only values relative to the value at the transition are required. This appears to be justified when we compare (for neat MBBA) the dependence of $V^* = V_n(T)/V_n(T_{N1})$ upon $T^* = T/T_{N1}$ from absolute density measurements with that extracted from the indices data, as shown in Fig. 13. In fact this dependence, $V^* vs T^*$, for both neat MBBA and the 20% mixture, is nearly identical. Together with the nearly identical functional dependence of $\Delta T vs T^*$ for these two materials, this implies that the theoretical predictions for both are nearly the same. We neglect in the following the correction due to volume discontinuities at the transition, as we know it is very small.

![FIG. 13. Temperature dependence of $V^* = V_n(T)/V_n(T_{N1})$ and $T^* vs T_{N1}$ with respect to $T^* = T/T_{N1}$. Data points are from absolute density measurements (○ from Ref. 50), relative values extracted from indices of refraction (□: 20% mixture, ◊: neat MBBA).](image-url)
Table III. Predicted order parameters at the transition density by hard-rod models. The various models are referred to in Sec. II. Except for the Onsager's approximation, an aspect ratio of $L/D = 1.7$ is assumed. Numbers not available in the literature are marked by $\ast$.

<table>
<thead>
<tr>
<th>Model</th>
<th>$A_0^{(3)}$</th>
<th>$A_0^{(4)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onsager</td>
<td>0.78</td>
<td>0.50</td>
</tr>
<tr>
<td>Alben</td>
<td>0.48</td>
<td>*</td>
</tr>
<tr>
<td>Lasher</td>
<td>0.60</td>
<td>*</td>
</tr>
<tr>
<td>Cotter</td>
<td>0.65</td>
<td>*</td>
</tr>
</tbody>
</table>

Table III.

Models are referred by hard-rod models. The various models are referred to in Sec. II. Except for the Onsager's approximation, an aspect ratio of $L/D = 1.7$ is assumed. Numbers not available in the literature are marked by $\ast$.
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FIG. 14. Variation of $A_0^{(4)}$ vs $A_0^{(2)}$. Circles are data points from Raman measurements. Dotted lines are contours of constant $\langle \phi^2 \rangle$. Solid lines are predictions of mean field theories.  

FIG. 15. Plots of the theoretical and experimental truncated angular distribution function $f_0^\text{HJL}(\beta)$: solid lines, HJL theory; large dots, Raman measurements from Fig. 13; small dots, estimation from Table 1.

VI. STUDY OF THE OTHER VIBRATIONAL BANDS
A. Introduction

In this section we will describe our attempts to use the intrinsic Raman spectra of the neat liquid crystal to obtain the same information that was previously obtained from the probe molecule and its uniaxial cyanovibration. Most liquid crystals are not made from molecules with Raman active modes that have the same simple symmetry and orientation as the cyano group.

dicted by the mean field theory. This tendency is strongest near the transition. We mention here two possibilities for this disagreement. First, the assumption of a rigid molecule may be unrealistic. To the extent that molecules are nonrigid, there is no unique choice of a single set of order parameters, as we have mentioned in Sec. I. In the present case, the agreement between the NMR results and all the other measurements of $A_0^{(2)}$ suggests that the $A_0^{(2)}$ may be suitable if the angle $\beta$ is defined by the rigid part of the molecules, that is, the central core, with respect to the director. In this case, there is no a priori reason to believe that the mean field theory should apply only to one part of a complex molecule. For example, if an L-shaped isomer is relatively probable, the observed behavior of $A_0^{(4)}$ may be rationalized. Second, it is still possible that the rigidity of the molecules is approximately acceptable but the mean field theory fails because it neglects the interactions that induce splay on a microscopic scale, that is, pair correlations in which neighboring molecular axes are not parallel. For example, the dipole–dipole interactions could do this.

To summarize, although the existing statistical theories of nematic ordering are qualitatively useful for the understanding of the gross features, they are not quantitatively reliable.
Nevertheless, on comparing the Raman spectra of a series of increasingly complex molecules as shown in Fig. 16, one observes that in going from benzene to the larger molecules there appear both new Raman modes associated with the different groups attached to the phenyl rings, and other bands which seem to be associated with the rings themselves. However, after the relatively rigid and heavy central section of the Schiff's base is built up, the addition of the tails merely results in new bands of weak vibrations associated with the alkoxy or alkyl end groups. The main structure of those bands associated with vibrations in the central core is not perturbed significantly by vibrations in the tails. We have also taken similar Raman spectra of isotropic solutions of the 20\% mixture, CBOOA and 40.8, and they all appear to be very close, if not identical, to those of the MBBA and \( p \)-cyanobenzylidene-\( p \)-N-octylaniline.

The criteria of selecting useful bands are threefold; first, they should be associated with the rigid central part of the liquid crystal molecule so that an unambiguous comparison with the various other data is possible; second, there should be enough signal to make the intensity measurements feasible; third, we need to have bands whose Raman intensities are sensitive to the molecular orientation. Apparently, from Fig. 16 there are five bands at approximately 1170, 1200, 1576, 1597, and 1625 cm\(^{-1}\) which appear to be associated with vibrations in the central core of the Schiff's base liquid crystal molecules. Furthermore, the measured depolarization ratios of these bands do show very characteristic changes with respect to the orientational order. These data will be presented below. Some preliminary spectra have also been taken in the region 2700–3800 cm\(^{-1}\), where the bands are associated with the proton vibrations, which may be useful in the studying of the statistics of the tails.

B. Data from nematic samples

The Raman depolarization ratios \( R_{1}, R_{2}, \) and \( R_{3} \) of the 1576, 1597, and 1625 cm\(^{-1}\) bands have been measured as functions of both temperature and thickness for the 20\% mixture and neat MBBA. We plot in Fig. 17 typical data of the 1597 cm\(^{-1}\) band for the 20\% mixture at two thicknesses. The temperature dependence of \( R_{1} \) and \( R_{2} \) is very similar to that shown in Fig. 6. The variation of \( R_{3} \) is less dramatic. \( R_{iso} \) is also shown in the same plot, and there is no observable dependence on either
thick or temperature within a range of roughly 7 °C above the transition. The data on the other bands, as well as the data for MBBA and the measurements for the 10% mixture at one temperature, are tabulated in Tables IV–VI.

C. Discussion

It is far from obvious that the equations derived above and applied to the cyan-o-vibration will be applicable here. For one thing, the cyan-o-vibration is highly localized in the molecule and its frequency is well separated from the other vibronic modes. Intermolecular coupling effects could be much more important for the modes being considered here and the temperature dependence of the Raman intensities could have contributions in addition to that due to the macroscopic nematic order parameters. Experimentally, there is also the question as to whether each of these bands is from a single vibration. In fact, it is quite possible that some of the bands are of composite profiles. We will, however, assume for simplicity that they all can be represented by a simple real phenomenological polarizability tensor and proceed on the basis of the assumptions made earlier. Eventually we will evaluate the results thus obtained and judge empirically whether or not the assumptions are valid.

We consider first the data for the 20% mixture. The polarizability tensor in the local frame has the general biaxial form given by Eq. (25). We first solve from the measured ratios $R_1$, $R_2$, $R_3$, and $R_{iso}$ for the four unknowns $A_0^{(2)}$, $A_0^{(4)}$, $a$, and $b$ by Eqs. (27), (28), and (33) with $b_0$ being an adjustable parameter. This is essentially to assume cylindrical molecular symmetry and ignore the angle $\alpha_0$ as we have mentioned at the end of Sec. III. By comparing the calculated values $A_0^{(2)}$ with those shown in Fig. 9, we obtain an angle $b_0$ for each of these bands. This angle is determined to be between $0^\circ$ and $2^\circ$ for the 1576 and the 1625 cm$^{-1}$ bands and $4^\circ$ and $6^\circ$ for the 1597 cm$^{-1}$ band. Taking these values for $b_0$, the values of $A_0^{(4)}$ calculated here are all seem to match reasonably well with those shown in Fig. 9. The parameter $\alpha_0$ has as yet been left uncommitted. We

![FIG. 17. Raman depolarization ratios $R_1$, $R_2$, $R_3$, and $R_{iso}$ of the 1597 cm$^{-1}$ band for samples of 20% BBCA in MBBA. Circles: 76.1 μ thick; squares: 51.5 μ thick.]

### Table V. Raman depolarization ratios of vibrational bands at 1576, 1597, and 1625 cm$^{-1}$ for neat MBBA. Ratios other than $R_{iso}$ are extrapolated values at zero thickness.

<table>
<thead>
<tr>
<th>$\Delta\omega$ (cm$^{-1}$)</th>
<th>$\Delta T$ (°C)</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1576</td>
<td>16</td>
<td>0.157 ± 0.010</td>
<td>1.365 ± 0.040</td>
<td>0.481 ± 0.030</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.179</td>
<td>1.246</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.208 ± 0.030</td>
<td>1.094 ± 0.060</td>
<td>0.429 ± 0.030</td>
</tr>
<tr>
<td>$R_{iso} =$</td>
<td></td>
<td>0.343 ± 0.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1597</td>
<td>16</td>
<td>0.177 ± 0.010</td>
<td>1.370 ± 0.070</td>
<td>0.464 ± 0.020</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.201</td>
<td>1.220</td>
<td>0.460</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.228 ± 0.020</td>
<td>1.075 ± 0.090</td>
<td>0.457 ± 0.015</td>
</tr>
<tr>
<td>$R_{iso} =$</td>
<td></td>
<td>0.332 ± 0.010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1625</td>
<td>16</td>
<td>0.148 ± 0.010</td>
<td>1.148 ± 0.100</td>
<td>0.370 ± 0.020</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.170</td>
<td>1.077</td>
<td>0.363</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.199 ± 0.020</td>
<td>0.914 ± 0.050</td>
<td>0.358 ± 0.014</td>
</tr>
<tr>
<td>$R_{iso} =$</td>
<td></td>
<td>0.310 ± 0.010</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table VI. Raman depolarization ratios of vibrational bands at 1576, 1597, and 1625 cm$^{-1}$ for 10% BBCA in MBBA. Ratios other than $R_{iso}$ are extrapolated values at zero thickness.

<table>
<thead>
<tr>
<th>$\Delta\omega$ (cm$^{-1}$)</th>
<th>$\Delta T$ (°C)</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1576</td>
<td>6.4</td>
<td>0.191 ± 0.006</td>
<td>1.058 ± 0.040</td>
<td>0.441 ± 0.017</td>
</tr>
<tr>
<td></td>
<td>$R_{iso} =$</td>
<td>0.341 ± 0.010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1597</td>
<td>6.4</td>
<td>0.212 ± 0.012</td>
<td>1.140 ± 0.090</td>
<td>0.471 ± 0.015</td>
</tr>
<tr>
<td></td>
<td>$R_{iso} =$</td>
<td>0.370 ± 0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1625</td>
<td>6.4</td>
<td>0.183 ± 0.005</td>
<td>0.882 ± 0.035</td>
<td>0.419 ± 0.018</td>
</tr>
<tr>
<td></td>
<td>$R_{iso} =$</td>
<td>0.321 ± 0.010</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
thus try different values for \(\alpha_0\) with those angles \(\beta_0\) obtained above using, instead, the general relation for \(\alpha_{ij}\) in Appendix I and Eqs. (27) and (28). The reiterated values for both \(A_0^{(2)}\) and \(A_0^{(4)}\) are not appreciably different from those obtained by setting \(\alpha = 0\). This is mainly because \(\beta_0\) is very close to zero and presumably the vibrations are such that the tensor element of the Raman polarizability in the local frame \(\alpha'_{ij}\) is very different from either \(\alpha_{ij}^{(2)}\) or \(\alpha_{ij}^{(4)}\) in magnitude. Since the polarizability is in general biaxial, from the analysis above, we have two sets of solutions for \(a\) and \(b\) (see Appendix III for the procedure used to obtain numerical solutions). The reason is readily understood from the form of the equations in Appendix I and Sec. III. When \(\beta_0 = 0\), the interchange of \(a\) and \(b\) essentially interchange the axes 1 and 2 in the local frame. Therefore, exactly the same order parameters \(A_0^{(2)}\) and \(A_0^{(4)}\) are obtained from either \((\alpha_{ij})^{(2)}\) or \((\alpha_{ij})^{(4)}\). This is simply a consequence of the assumption of cylindrical molecular symmetry. These are shown in Table VI for the 1576 and 1625 cm\(^{-1}\) bands. We see in the same table that for both \(\beta_0 \neq 0\) that, for the 1597 cm\(^{-1}\) band, there are again two sets of \(a\) and \(b\) although the values are not longer directly interchangeable, as slight differences exist between \(a_1\) and \(b_2\) as well as between \(a_2\) and \(b_1\). However, if we rotate the axes 1 and 2 by 90° and interchange \(a\) and \(b\) afterwards, we get again once the other pair, that is, \((\alpha_{ij})^{(2)}_{a b} = (b_1, a_2)_{a p b o} = (a_2, b_1)_{a p b o} = (b_2, a_1)_{a p b o}\). Not knowing \(\alpha_0\), we are not certain which set to choose. Nevertheless, these two sets of \((a, b)\) yield order parameters \(A_0^{(2)}\) and \(A_0^{(4)}\) which are only slightly different.

Before drawing any conclusion, however, we can apply a further test to see if the calculated values of \(a\) and \(b\) are consistent with our assumptions. The essence of the Raman technique is to extract the order parameter from the Raman intensities, which are proportional to \(\langle \alpha_{ij}'(\Omega) \rangle \) with
\[
\alpha'_{ij}(\Omega) = (\alpha_{ij})_{t} + (\alpha_{ij})_{a} \]
where \((\alpha_{ij})_t\) is the isotropic part of the polarizability tensor \(\alpha_{ij}(\Omega)\),
\[
(\alpha_{ij})_t = \frac{1}{2} \text{tr}(\alpha'_{ij}(\Omega)) = \frac{1}{2} \text{tr}(\alpha'_{ij}) = (\alpha_{ij})_t,
\]
with \(\alpha'_{ij}\) being in the local frame, Eq. (25), and being temperature independent. \((\alpha_{ij})_a\) is the anisotropic part of \(\alpha'_{ij}(\Omega)\),
\[
(\alpha_{ij})_a = \text{R}(\Omega) (\alpha_{ij})_a \text{R}^*(\Omega).
\]
The subscripts \(t\) and \(a\) are referred to respectively the trace and the anisotropy. Therefore, a good test for the consistency of this technique is to compare the calculated values for \(a\) and \(b\) and \(\alpha'_{ij}\) in the local frame at various temperatures.

\[
[\langle \alpha_{ij} \rangle]_{t} = \frac{1}{2} \left( a_{ij} \text{tr}(\alpha'_{ij}) + b_{ij} \text{tr}(\alpha'_{ij}) \right),
\]
\[
[\langle \alpha_{ij} \rangle]_{a} = (\alpha_{ij})_{t} - (\alpha_{ij})_{a}.
\]

We believe the most significant way to make these comparisons is in terms of the following linear combinations:

\[
\begin{align*}
(\alpha'_{ij})_{t11} &= \left( (\alpha'_{ij})_{t22} = \left( (\alpha'_{ij})_{t33} = \frac{1}{2} (a + b + 1) \right),
(\alpha'_{ij})_{t12} &= \frac{2a - b - 1}{a + b + 1},
(\alpha'_{ij})_{t23} &= \frac{2b - a - 1}{a + b + 1},
(\alpha'_{ij})_{t31} &= \frac{2 - a - b}{a + b + 1},
\end{align*}
\]
since the trace and the anisotropy of \(\alpha'_{ij}\) in the local frame are then tested separately. These quantities deduced from the data of the 20% mixture are also included as the last four columns of Table VII. From this table, the near constancy of the quantities associated with the calculated \(\alpha'_{ij}\), as well as the very good agreement for \(A_0^{(2)}\) and \(A_0^{(4)}\) here with those shown in Fig. 9, seems to support the integrity of the Raman technique.

The same analysis has also been carried out for the neat MBBA, and the results are listed in Table VIII. We notice that although \(A_0^{(2)}\) agrees with the results for the 20% mixture, the \(A_0^{(4)}\), \(a\), and \(b\) are quite different from those shown in Fig. 9 and Table VII. The values \(a\) and \(b\) are, however, still self-consistent among themselves. Rather than concluding the technique has failed, we believe that this discrepancy simply indicates that the two liquid crystals, the 20% mixture, and the neat MBBA have different values for the order parameter \(A_0^{(4)}\) even though they have the same \(A_0^{(2)}\) at the same reduced temperature. The difference between the two liquid crystals can also be seen from the observed \(R_{1597}\) for the same bands. This simply means that the local modification of the polarizability is different for the two materials. The results for the 10% mixture at \(\Delta T = 6.4\) °C turn out to be very close to those of the neat MBBA. In Fig. 18 we plot the order parameters calculated in this section together with a reproduction of Fig. 9.

We conclude this section with the following remarks. First, if we estimate the effects of director fluctuations in the manner discussed earlier, the data are not explained by the mean field theories for neat liquid crystals like MBBA. Second, the difference in the order parameter \(A_0^{(4)}\) between neat MBBA and the 20% mixture may very well be an indication of the different pair correlations in these two liquid crystals, since it is well known that the two types of molecules, MBBA and BBCC, have very different dc dielectric properties as indicated by the signs of the dielectric anisotropy. The fact that the results for the 10% mixture are very similar to those for neat MBBA can tentatively be rationalized by making the reasonable assumption that intermolecular interactions are smaller at this concentration. This, however, requires further experimental study.

VII. STUDY OF THE LIQUID CRYSTAL COMPOUND 40.8

A. Data

The index of refraction data for the compound 40.8 are shown in Fig. 19 at two wavelengths, 5145 and
TABLE VII. Calculated values of $A^{(2)}$, $A^{(4)}$, $a$, $b$, the trace, and the anisotropy for the three bands of the 2025 mixture. Uncertainties include all the statistical uncertainties listed in Table IV and $\beta_0 = 1^\circ \pm 1^\circ$ for the 1576 and 1625 cm$^{-1}$ bands, $5^\circ \pm 2^\circ$ for the 1597 cm$^{-1}$ band.

<table>
<thead>
<tr>
<th>$\Delta T (^\circ C)$</th>
<th>$\Delta F^{(2)}$</th>
<th>$A^{(4)}$</th>
<th>$A^{(h)}$</th>
<th>$(\alpha, \beta)$</th>
<th>$\alpha + \beta + 1$</th>
<th>$2a - b - 1$</th>
<th>$2b - a - 1$</th>
<th>$2a - b + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.650 ± 0.017</td>
<td>0.109 ± 0.008</td>
<td>-0.130 ± 0.025</td>
<td>0.198 ± 0.134</td>
<td>0.196 ± 0.140</td>
<td>-1.397 ± 0.080</td>
<td>-0.419 ± 0.089</td>
<td>1.856 ± 0.115</td>
</tr>
<tr>
<td>15</td>
<td>0.591 ± 0.009</td>
<td>0.039 ± 0.000</td>
<td>-0.153 ± 0.021</td>
<td>0.216 ± 0.153</td>
<td>0.103 ± 0.039</td>
<td>-1.432 ± 0.142</td>
<td>-0.390 ± 0.090</td>
<td>1.822 ± 0.064</td>
</tr>
<tr>
<td>4</td>
<td>0.465 ± 0.020</td>
<td>-0.080 ± 0.000</td>
<td>-0.162 ± 0.022</td>
<td>0.235 ± 0.047</td>
<td>0.173 ± 0.062</td>
<td>-1.403 ± 0.075</td>
<td>-0.342 ± 0.105</td>
<td>1.796 ± 0.140</td>
</tr>
</tbody>
</table>

6328 Å. It is interesting to notice the nearly continuous variation between the nematic and the smectic $A$ phases. Also, there seems to be some indication of pretransitional behavior in the vicinity of the smectic $A$–smectic B transition. The Raman depolarization ratios of the same bands as in the last section have been measured as functions of temperature and thickness. Due to intensity considerations, $R_3$ in the smectic phases was necessarily obtained using relatively thick samples. We plot in Fig. 20 typical ratios for the 1597 cm$^{-1}$ band; the data for the other bands are listed in Table IX. The thickness dependence in the nematic phase is quite obvious, though none is observed in the smectic phases. Considering the entire temperature range, the characteristic change of the ratios $R_3$ and $R_4$ is remarkable. $R_3$ is much less sensitive to changes in temperature.

B. Discussion

Following the analysis described in the last section, we consider the 1597 cm$^{-1}$ band. In the previous section we took $\beta_0$ to be roughly $5^\circ$ for both MBBA and BBCA molecules. With the aid of a space-filled molecular model for 40.8 we estimate the angle $\beta_0$ to be rough-

TABLE VIII. Calculated values of $A^{(2)}$, $A^{(4)}$, $a$, $b$, the trace, and the anisotropy for the three bands of neat MBBA. Uncertainties include all the statistical uncertainties listed in Table IV and $\beta_0 = 1^\circ \pm 1^\circ$ for the 1576 and 1625 cm$^{-1}$ bands, $5^\circ \pm 2^\circ$ for the 1597 cm$^{-1}$ band.

<table>
<thead>
<tr>
<th>$\Delta T (^\circ C)$</th>
<th>$\Delta F^{(2)}$</th>
<th>$A^{(4)}$</th>
<th>$A^{(h)}$</th>
<th>$(\alpha, \beta)$</th>
<th>$\alpha + \beta + 1$</th>
<th>$2a - b - 1$</th>
<th>$2b - a - 1$</th>
<th>$2a - b + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.546 ± 0.014</td>
<td>0.092 ± 0.000</td>
<td>-0.162 ± 0.017</td>
<td>0.240 ± 0.106</td>
<td>0.134 ± 0.134</td>
<td>-1.300 ± 0.090</td>
<td>-0.352 ± 0.130</td>
<td>1.652 ± 0.040</td>
</tr>
<tr>
<td>4</td>
<td>0.455 ± 0.020</td>
<td>-0.194 ± 0.000</td>
<td>-0.184 ± 0.128</td>
<td>0.147 ± 0.181</td>
<td>0.958 ± 0.556</td>
<td>-0.539 ± 1.595</td>
<td>-0.345 ± 1.342</td>
<td>1.812 ± 0.114</td>
</tr>
</tbody>
</table>
ly 10°, assuming the alkoxy and alkyl tails of the 40.8 molecule are pointing along the same direction with respect to the central core as they do in the MBBA molecules. The same calculation yields \( a_0 \), \( b_0 \), and \( \alpha_0 \), which are listed in Table X for the case of \( \alpha_0 = 0 \). Since the angle \( \beta_0 \) is larger than before, the effect of \( \alpha_0 \) may be expected to be nontrivial. However, for different values of \( \alpha_0 \), the calculated values \( A_{0}^{(2)} \) and \( A_{0}^{(4)} \) are not appreciably different from those obtained by setting \( \alpha_0 = 0 \). The calculated values \( a \) and \( b \) at fixed \( \alpha_0 \) seem to differ slightly for the nematic and smectic regions; the deviations are much less pronounced when they are expressed in terms of the more physically significant quantities defined by Eqs. (45). The absolute values for \( a \) and \( b \) are small compared to unity and, although the relative variations appear large, the absolute values of the uncertainties are tolerable when compared with the experimental errors, which include all the statistical uncertainties from the data, \( R_{l} \), \( R_{s} \), \( R_{a} \), and \( R_{iso} \), as well as the estimated value \( \beta_0 \) and the choice of \( \alpha_0 = 0 \). In addition, if we compare the calculated \( A_{0}^{(2)} \) with the relative values obtained from the optical dielectric anisotropy measurements by using the empirical local field correction, the agreement is quite good. Figure 21 is a plot of the Raman data \( A_{0}^{(3)} \) and \( A_{0}^{(4)} \) obtained above and the relative values of \( A_{0}^{(2)} \) obtained by fixing the proportionality factor to give agreement at 75.3 °C. We also show in Fig. 22 a plot similar to that in Fig. 14, that is, \( A_{0}^{(4)} \) vs \( A_{0}^{(2)} \). Note that at the lowest temperature the deduced values of \( A_{0}^{(2)} \) and \( A_{0}^{(4)} \) satisfy the Schwartz inequality and predict value of \( \langle \delta^2 \rangle > 0 \). For nearly complete order one might expect a molecular distribution function.
The normalization of Eq. (13)

\[ A = 2/\Delta^3 \]

determines that

\[ \langle \rho^2 \rangle = \Delta^2 \]

and

\[ \langle \sigma^2 \rangle = \Delta^2/(1 - \Delta^2) \]

For \( A_0^{(2)} = 0.92 \pm 0.02 \), the predicted value from Eq. (48) for \( \langle \sigma^2 \rangle \) is 0.005 \pm 0.002, which is in reasonably good agreement with the value deduced from Fig. 22.

We thus see that the Raman scattering technique ap-
shape of spin probes dissolved in liquid crystals has been applied to measure both $A_0^{(21)}$ and $A_0^{(41)}$ in the nematic phase. This may well give our technique another test.

VIII. SUMMARY

The study of the intensities of the different polarization components of the vibrational Raman spectra of liquid crystals has been unambiguously exploited for the first time. By investigating the well-recognized cyano stretching vibration, the Raman scattering technique has provided new quantitative measurements on the orientational statistics of individual molecules in a nematic liquid crystal. Subject to the same shortcomings as all the other techniques, this technique has been demonstrated to obtain the same information on the microscopic order parameter $A_0^{(21)}$. In addition, new information at the next higher order in the orientational statistics, namely $A_0^{(41)}$, has been obtained for the first time. This new quantitative information marks significant discrepancies upon the predictions of existing microscopic theories of nematic ordering.

This technique is further generalized by similar studies using vibrational bands of the neat liquid crystal so that the limited applicability of studying only mixtures is eliminated. This makes the Raman scattering technique readily applicable to essentially all liquid crystals. New data resulting from this general study indicate further the inadequacy of the existing theories.

In smectic $A$ and $B$ phases this technique seems to work reasonably well, although more extensive studies are certainly necessary. In fact, the basic shortcomings that occur in the nematic phase become much less significant here. Immediate applications of this technique to the study of statistics of general molecular groups, such as the end chains of the thermotropic liquid crystal molecules, as well as those of the lyotropic liquid crystal molecules, may be possible.

APPENDIX I

Expressions for the Raman polarizability tensor elements in the laboratory frame, $(\alpha'_l)_{ij}$, in terms of the molecular tensor elements $\alpha'_{ij}$ for a molecule of arbitrary orientation $\alpha, \beta, \gamma$ follow. Note that the rotation which carries the molecular frame of reference into the laboratory frame is $R(-\gamma, -\beta, -\alpha)$ (see Fig. 1). The given expressions thus result from the following series of clockwise rotations: $\gamma$ about the 3-axis, $\beta$ about the new 2-axis, and $\alpha$ about the new 3-axis.

\[ (\alpha'_l)_{ij} = \frac{1}{3} (\alpha'_{11} + \alpha'_{22} + \alpha'_{33}) + \frac{1}{3} (2\alpha'_{12} - \alpha'_{11} - \alpha'_{22}) (3\sin^2\beta \cos^2\alpha - 1) \]

\[ + \frac{1}{3} (\alpha'_{11} - \alpha'_{22}) [\cos2\gamma (\cos^2\beta \cos^2\alpha - \sin^2\alpha) - \sin2\gamma \cos\beta \sin2\alpha] - \alpha'_{12} [\sin2\gamma (\cos^2\beta \cos^2\alpha - \sin^2\alpha)] \]

\[ + \cos2\gamma \cos2\beta \sin2\alpha] + \alpha'_{13} \sin\gamma (2\cos\gamma \cos\beta \cos^2\alpha - \sin\gamma \sin2\alpha) - \alpha'_{23} \sin\gamma (2\sin\gamma \cos\beta \cos^2\alpha + \cos\gamma \sin2\alpha), \quad (AI.1) \]

\[ (\alpha'_l)_{ij} = \frac{1}{3} (\alpha'_{11} + \alpha'_{22} + \alpha'_{33}) + \frac{1}{3} (2\alpha'_{12} - \alpha'_{11} - \alpha'_{22}) (3\sin^2\beta \sin^2\alpha - 1) \]

\[ + \frac{1}{3} (\alpha'_{11} - \alpha'_{22}) [\cos2\gamma (\cos^2\beta \sin^2\alpha - \cos^2\alpha) + \sin2\gamma \cos\beta \sin2\alpha] - \alpha'_{12} [\sin2\gamma (\cos^2\beta \sin^2\alpha - \cos^2\alpha)] \]

\[ - \cos2\gamma \cos\beta \sin2\alpha] + \alpha'_{13} \sin\gamma (2\cos\gamma \cos\beta \sin^2\alpha + \sin\gamma \sin2\alpha) - \alpha'_{23} \sin\gamma (2\sin\gamma \cos\beta \sin^2\alpha + \cos\gamma \sin2\alpha), \quad (AI.2) \]

\[ (\alpha'_l)_{ij} = \frac{1}{3} (\alpha'_{11} + \alpha'_{22} + \alpha'_{33}) + \frac{1}{3} (2\alpha'_{12} - \alpha'_{11} - \alpha'_{22}) (3\sin^2\beta - 1) \]

\[ + \frac{1}{3} \sin^2\beta [(\alpha'_{11} - \alpha'_{22}) \cos2\gamma - 2\alpha'_{12} \sin2\gamma] - 2\sin\beta \cos\beta (\alpha'_{13} \cos\gamma - \alpha'_{23} \sin\gamma) \], \quad (AI.3) \]

\[ (\alpha'_l)_{ij} = \frac{1}{3} (2\alpha'_{12} - \alpha'_{11} - \alpha'_{22}) \sin^2\beta + \frac{1}{3} (\alpha'_{11} - \alpha'_{22}) \cos2\gamma (1 + \cos^2\beta) \sin2\alpha + 2 \sin\gamma \cos\beta \cos2\alpha \]

\[ - \frac{1}{3} \alpha'_{12} \sin2\gamma (1 + \cos^2\beta) \sin2\alpha - 2 \cos2\gamma \cos\beta \cos2\alpha \]
\[ \begin{align*}
A_{4}^{(1)} &= \frac{1}{6} \sqrt{\frac{3}{5}} \langle \sin^{3} \beta \cos 4\gamma \rangle, \\
B_{4}^{(1)} &= \frac{1}{6} \sqrt{\frac{3}{5}} \langle \sin^{3} \beta \sin 4\gamma \rangle.
\end{align*} \]

\section*{APPENDIX II}

\subsection*{A. Order parameters of \( L = 2 \) and 4}

Definitions:
\[ a_{01}^{(L)} = a_{m1}^{(L)} + t b_{m1}^{(L)} = (-1)^{m} a_{0m}^{(L)} = \langle D_{0m}^{(L)} \rangle(A, \beta, \gamma) , \]
\[ A_{0}^{(3)} = 1 , \]
\[ A_{0}^{(3)} = \frac{1}{3} (3 \cos^{2} \beta - 1) , \]
\[ A_{1}^{(3)} = \frac{1}{2} \langle \sin \beta \cos \beta \cos \gamma \rangle , \]
\[ B_{1}^{(3)} = \frac{1}{2} \langle \sin \beta \cos \beta \sin \gamma \rangle , \]
\[ A_{2}^{(3)} = \frac{1}{3} \sqrt{3} \langle \sin^{2} \beta \cos 2\gamma \rangle , \]
\[ B_{2}^{(3)} = \frac{1}{3} \sqrt{3} \langle \sin^{2} \beta \sin 2\gamma \rangle , \]
\[ A_{0}^{(4)} = \frac{1}{3} \langle 35 \cos^{4} \beta - 30 \cos^{2} \beta + 3 \rangle , \]
\[ A_{1}^{(4)} = \sqrt{\frac{2}{3}} \langle \sin \beta \cos \beta (7 \cos^{2} \beta - 3) \cos \gamma \rangle , \]
\[ B_{1}^{(4)} = \sqrt{\frac{2}{3}} \langle \sin \beta \cos \beta (7 \cos^{2} \beta - 3) \sin \gamma \rangle , \]
\[ A_{2}^{(4)} = \frac{1}{2} \sqrt{3} \langle \sin^{2} \beta (7 \cos^{2} \beta - 1) \cos \gamma \rangle , \]
\[ B_{2}^{(4)} = \frac{1}{2} \sqrt{3} \langle \sin^{2} \beta (7 \cos^{2} \beta - 1) \sin \gamma \rangle , \]
\[ A_{3}^{(4)} = \frac{1}{4} \sqrt{3} \langle \sin \beta \cos 3\gamma \rangle , \]
\[ B_{3}^{(4)} = \frac{1}{4} \sqrt{3} \langle \sin \beta \cos 3\gamma \rangle , \]

\section*{B. \( \langle \alpha_{ij}^{(1)} \rangle_{t,\beta} \) in terms of the order parameters}

We require the average over all orientations of the square of the tensor components given in Appendix I. For a uniaxial system there are only four independent quantities \( \langle \alpha_{00}^{(2)} \rangle , \langle \alpha_{11}^{(2)} \rangle , \langle \alpha_{22}^{(2)} \rangle \), and \( \langle \alpha_{12}^{(2)} \rangle \). These quantities can be expressed in terms of the order parameters of \( L = 2 \) and 4 as in the following. For convenience, we use \( \langle \cos^{2} \beta \rangle \) and \( \langle \cos \beta \rangle \) instead of \( A_{0}^{(3)} \) and \( A_{0}^{(4)} \), and define the quantities
\[ A = \alpha_{11}^{(1)} + \alpha_{22}^{(1)} + \alpha_{33}^{(1)} , \]
\[ B = (1/A_{3}) \left[ \frac{1}{3} (\alpha_{11}^{(1)} - \alpha_{22}^{(1)})^{2} + \alpha_{12}^{(1)} \right] , \]
\[ C = (1/A_{3}) (\alpha_{11}^{(1)} + \alpha_{22}^{(1)}) , \]
\[ D = (1/A_{3}) (2 \alpha_{11}^{(1)} - \alpha_{12}^{(1)} - \alpha_{22}^{(1)}) , \]
\[ E = (1/A_{3}) \left[ \frac{1}{3} (\alpha_{11}^{(1)} - \alpha_{22}^{(1)})^{2} - \alpha_{12}^{(1)} \right] , \]
\[ F = (1/A_{3}) (\alpha_{11}^{(1)} - \alpha_{22}^{(1)}) , \]
\[ G = (1/A_{3}) (\alpha_{11}^{(1)} - \alpha_{22}^{(1)}) . \]
\[ -\frac{D}{14A} (a_{11} - a_{32}) (\sqrt{3} A_2^{(2)} + 2 \sqrt{5} A_2^{(4)} - 2a_{14} (\sqrt{3} B_2^{(2)} + 2 \sqrt{5} B_2^{(4)}) + a_{12} (\sqrt{3} A_1^{(2)} - \sqrt{5} A_1^{(4)}) - a_{21} (\sqrt{3} B_1^{(2)} - \sqrt{5} B_1^{(4)}) + C \left[ (2/3)(3a_{12} B_1^{(4)} - a_{13} B_1^{(2)} - 3a_{14} B_1^{(2)} - 3a_{12} B_2^{(2)} + 3a_{13} B_2^{(2)} - 2a_{14} B_3^{(2)} - 2a_{12} B_3^{(2)} - 2a_{13} B_3^{(2)} - 2a_{14} B_4^{(2)}) + D \left( a_{12} B_1^{(2)} - 2 \sqrt{3} B_2^{(2)} - 2 \sqrt{5} B_2^{(4)} \right) \right] \]

\[ \times \left[ (a_{11} - a_{22}) (-2 \sqrt{3} A_2^{(2)} + 3 \sqrt{5} A_2^{(4)}) - 2a_{14} (-2 \sqrt{3} B_2^{(2)} + 3 \sqrt{5} B_2^{(4)}) - a_{12} (3 \sqrt{5} A_1^{(4)} + \frac{6}{5} A_1^{(4)}) + 2a_{13} (\frac{3}{5} B_1^{(4)} + \frac{6}{5} B_1^{(4)}) + 4a_{14} (\frac{3}{5} B_2^{(4)} + \frac{6}{5} B_2^{(4)}) \right] \]

\[ -4G \left[ (\sqrt{3} a_{14} B_1^{(4)} + a_{13} (\sqrt{3} A_1^{(2)} - 1/\sqrt{75} A_1^{(4)} + 1/\sqrt{35} A_1^{(4)}) - a_{23} (\sqrt{3} B_1^{(2)} - 1/\sqrt{75} B_1^{(4)} + 1/\sqrt{35} B_1^{(4)}) \right] + 8a_{14}^{(4)} \left[ a_{13} (\sqrt{3} B_1^{(2)} - \frac{1}{75} B_1^{(4)}) + \sqrt{3} B_1^{(2)} - a_{23} (\sqrt{3} A_1^{(4)} - \frac{1}{75} A_1^{(4)} - \frac{1}{\sqrt{35} A_1^{(4)}) - \frac{8a_{14}^{(4)} (\sqrt{3} B_1^{(2)} - 2 \sqrt{5} B_1^{(4)}) \right] \]

\[ \text{(AII.3)} \]

**Appendix III. Evaluation of \( A_0^{(2)}, A_0^{(4)}, a, \text{ and } b \)**

From Eqs. (27), (37), and (38) and the experimental depolarization ratios we have the following system of equations which are linear in the order parameters \( A_0^{(2)} \) and \( A_0^{(4)} \):

\[ a_{11} (\cos^2 \beta) + a_{12} (\cos^4 \beta) = c_1 \]

\[ a_{21} (\cos^2 \beta) + a_{22} (\cos^4 \beta) = c_2 \]

\[ a_{31} (\cos^2 \beta) + a_{32} (\cos^4 \beta) = c_3 \]

\[ \text{(AIII.1)} \]

where

\[ a_{11} = x_9 - y_1 x_1, \quad a_{12} = x_9 - y_1 x_1, \]

\[ a_{21} = x_9 - y_2 x_1, \quad a_{22} = x_9 - y_2 x_3, \]

\[ a_{31} = x_9 - y_3 x_1, \quad a_{32} = x_9 - y_3 x_3, \]

\[ c_1 = -y_1 x_1 + x_7, \quad c_2 = y_2 x_1 - x_7, \]

\[ c_3 = y_3 x_1 - x_4 \]

and \( r_1, r_2, \) and \( r_3 \) are the ratios after the correction of surface coupling factor [Eq. (22)], and for \( k = 1, 4, 7, 10 \)

\[ x_k = x_k (a, b, a_0, b_0, A_0^{(2)}, A_0^{(4)}, A_0^{(4)}) \]

and for the rest of \( k \)

\[ x_k = x_k (a, b, a_0, b_0) \]

All the \( x_k \) are directly related to the entities in Eq. (38) and the coefficients in Eq. (27). It is worthwhile to notice that all the \( x_k \) are second order polynomials in \( a \) and \( b \), which implies that Eq. (AIII.1) are also second order in \( a \) and \( b \). We can get a relation between \( a \) and \( b \) by eliminating \( \cos^2 \beta \) and \( \cos^4 \beta \) from Eq. (AIII.1),

\[ (c_1 - a_{11} c_3 / a_{31}) (a_{25} - a_{32} a_{25} / a_{31}) \]

\[ = (c_3 - a_{32} a_2 / a_{31}) (a_{12} - a_{11} a_{12} / a_{31}) \]

with \( a_0, a_0, \) etc., being kept as adjustable parameters. The depolarization ratio in the isotropic phase \( R_{iso} \) provides another relation between \( a \) and \( b \), that is, Eq. (28) or

\[ a = \left[ 1/2 (3R_{iso} - 1) \right] - (1 + b)(2R_{iso} + 1) \]

\[ \pm \left[ (1 + b)^2 (2R_{iso} + 1)^2 - 4(3R_{iso} - 1) \right] \]

\[ \times \left[ (1 + b)^3 (3R_{iso} - 1) + b(2R_{iso} + 1) \right]^{1/2} \]

\[ \text{(AIII.3)} \]

Equation (AIII.3) is plotted in Fig. 23 for a number of \( R_{iso} \), where the contours may be an ellipse \( (R_{iso} < \frac{1}{4}) \), a parabola \( (R_{iso} = \frac{1}{4}) \), or a hyperbola \( (R_{iso} > \frac{1}{4}) \). As the functional dependence of Eq. (AIII.2) on \( a \) and \( b \) is quite complicated, we choose to solve Eqs. (AIII.2) and (AIII.3) for \( a \) and \( b \) in the following way. For a given \( R_{iso} \), a value for \( a \) is obtained from Eq. (AIII.3) with an arbitrary value of \( b \). This pair of \( a \) and \( b \) are then substituted into both sides of Eq. (AIII.2) with the parameters \( a_0, a_0, \) etc., being chosen beforehand. By comparing both sides of Eq. (AIII.2), for successive values of \( b \), we can eventually locate the specific \( b \) with corresponding \( a \), for which Eq. (AIII.2) is satisfied. As both Eqs. (AIII.2) and (AIII.3) are second order in \( a \) and \( b \), we expect at most four sets of solutions \((a, b)\). However, using values of \( b \) ranging from -10 to 10 we get for all the cases only two sets of real solutions with

![FIG. 23. Contours of constant \( R_{iso} \) in the \((a, b)\) plane.](image-url)
the experimental depolarization ratios. For the special cases, like with $\alpha = 0$ or $\alpha = \beta$ (uniaxial), the simplification of this algorithm is straightforward. The actual computer program that was written for the Xerox SDS Sigma 7 computer is available in the Ph. D. thesis of one of us (SJ). 41
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has been shown to be orders of magnitude smaller than that due to director fluctuations in MBBA, C. Hu and J. R. Whinnery, private communication.

The choice of \( \cos 2\gamma \) maintains the required symmetry relation for which Eq. (4) is valid, that is, \( f(\gamma) = f(\pi - \gamma) = f(\pi + \gamma) \).

The order parameters in Ref. 5, \( S = \frac{1}{2} \cos \theta - 1 \) and \( D = \frac{1}{2} \sin \theta \cos 2\gamma \), are equivalent in our notation to

\[
S = \frac{1}{2} (\cos 2\beta - 1) = A[3],
\]

\[
D = \frac{1}{2} (\sin \theta \cos 2\gamma) = 2A[4].
\]

A value of \( D = 0.07 \) with \( S = 0.52 \) at \( 120^\circ \text{C} \) for PAA corresponds to \( \delta = 0.30 \), under the assumption of Eq. (39).

The empirical relation in Ref. 5, \( D = 0.15 (1 - S) \), is a direct consequence of Eq. (39) with \( \delta = 0.3 \). The value of \( \delta \) could be quite sensitive to structure, in which case the value would be transferable from material to material. However, in the absence of such knowledge, we have used \( \delta = 0.3 \) together with zeroth order estimates of \( \langle \sin^2 \beta \rangle \) and \( \langle \sin^2 \beta (\cos 2\gamma - 1) \rangle \) to calculate corrections to \( A[3] \) and \( A[4] \) for our system.

From Eq. (13) we have

\[
\frac{(\xi - 1)}{(\xi + 1)} = \frac{4}{3} N_0 \bar{\epsilon}.
\]

However, \( N_0 \alpha = \frac{(\xi + 1)}{\xi - 1} \), whence

\[
\nu^* \approx \frac{\xi(\nu^* + 1) - 1}{\xi(\nu^* + 1) - 1}
\]

with \( \epsilon(T_{N}) \) being the value at \( T_{N} \) in the nematic phase.

P. I. Rose, presentation at the IVth International Conference on Liquid Crystals (Kent, Ohio, 1972).

R. L. Humphries, P. G. James, and G. R. Luckhurst, Symp. Faraday Soc. 5, 107 (1971); this reference develops a mean field theory of liquid crystal mixtures based on Maier–Saupe theory. For our mixture this new theory gives essentially the same predictions as does MS theory because of the nearly identical dependence of \( V^* \) (Fig. 17) for the mixture and neat MBBA. For mixtures with components having different functional dependence of \( V^* \) on \( T^* \), the derivation from MS theory can be significant.

This correction can readily be included since the required quantity \( \Delta V^* / V(T_{N}) \) can also be obtained from the refractive index data.


There seems to be no noticeable difference in the Raman shifts of these bands among the Schiff's base compounds we have looked at, within the accuracy of our spectra, which were taken with an instrumental resolution of 4 cm\(^{-1}\). Unlike in the infrared spectra (see, for example, B. J. Bulkin, T. Kennelly, and W. B. Lok, presentation at the ACS Symposium on Ordered Fluids and Liquid Crystals, Chicago, 1973) we do not resolve two bands near 1597 cm\(^{-1}\) for any of the compounds except CBQOA, for which an additional band is observed at 1604 cm\(^{-1}\).

G. R. Luckhurst and R. Poupko, private communication (to be published).