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# Distributed and Multiphase Inference in Theory and Practice: Principles, Modeling, and Computation for High-Throughput Science 


#### Abstract

The rise of high-throughput scientific experimentation and data collection has introduced new classes of statistical and computational challenges. The technologies driving this data explosion are subject to complex new forms of measurement error, requiring sophisticated statistical approaches. Simultaneously, statistical computing must adapt to larger volumes of data and new computational environments, particularly parallel and distributed settings. This dissertation presents several computational and theoretical contributions to these challenges.

In chapter 1, we consider the problem of estimating the genome-wide distribution of nucleosome positions from paired-end sequencing data. We develop a modeling approach based on nonparametric templates that controls for variability due to enzymatic digestion. We use this to construct a calibrated Bayesian method to detect local concentrations of nucleosome positions. Inference is carried out via a distributed HMC algorithm that scales linearly in complexity with the length of the genome being analyzed. We provide MPIbased implementations of the proposed methods, stand-alone and on Amazon EC2, which can provide inferences on an entire S. cerevisiae genome in less than 1 hour on EC2.

We then present a method for absolute quantitation from LC-MS/MS proteomics experiments in chapter 2. We present a Bayesian model for the non-ignorable missing data mechanism induced by this technology, which includes an unusual combination of censoring and truncation. We provide a scalable MCMC sampler for inference in this setting, enabling full-proteome analyses using cluster computing environments. A set of simulation studies and actual experiments demonstrate this approach's validity and utility.


We close in chapter 3 by proposing a theoretical framework for the analysis of preprocessing under the banner of multiphase inference. Preprocessing forms an oft-neglected foundation for a wide range of statistical and scientific analyses. We provide some initial theoretical foundations for this area, including distributed preprocessing, building upon previous work in multiple imputation. We demonstrate that multiphase inferences can, in some cases, even surpass standard single-phase estimators in efficiency and robustness. Our work suggests several paths for further research into the statistical principles underlying preprocessing.
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## $\rfloor$

## Template-based estimation of genome-wide

## nucleosome positioning via distributed HMC

### 1.1 INTRODUCTION

The organization of genetic material within cells plays a major role in the regulation of biological activities. In the cell, DNA is wrapped around histone proteins to form nucleosomes, which constitute the smallest units of such organization. DNA must be accessible for transcription to occur, thus the presence of nucleosomes physically constrains regu-
lation. High-throughput sequencing technology produces indirect noisy evidence about the positions of nucleosomes across an entire genome, with an unprecedented resolution. In this paper, we develop methods to provide accurate, reproducible estimates of nucleosome positions across a genome from high-throughput sequencing data, enabling the investigation of fine-grained structure in nucleosome positioning and its regulatory role.

We consider high-throughput sequencing data derived from micrococcal nuclease digestion (Tirosh, 2012). Briefly, this technique involves linking histone proteins to the target DNA wrapped around them, digesting the remaining DNA using an enzyme, then digesting the histone proteins to make the target DNA accessible for further processing (e.g., see Tsankov et al., 2010). A gel is used to select DNA fragments with an approximate length of 150 base pairs-the length of DNA wrapped around each nucleosome. These fragments are amplified via PCR and sequenced (Albert et al., 2007a). The resulting sequences, or reads, are aligned to a reference genome for the organism of interest using standard software (Bowtie; Langmead et al., 2009). The data consists of the number of read centers that align to each base pair along the genome. We analyze data obtained with paired-end sequencing technology; that is, each DNA fragment is sequenced simultaneously from both ends, and the two reads are recorded as a pair. This technology provides the length of each fragment, in addition to its location, following alignment of the paired reads. Figure 1.1 illustrates some example data.

### 1.1.1 RELATED WORK

The positioning of nucleosomes along the genome was first studied with tiling microarrays (Yuan et al., 2005; Segal et al., 2006; Lee et al., 2007). High-throughput sequencing data allows for the analysis nucleosome positioning in any organism, and overcomes many technical limitations of tiling microarrays (Jansen and Verstrepen, 2011). The first wave
of studies using high-throughput sequencing to infer nucleosome positioning used singleend sequencing technology (Albert et al., 2007b; Shivaswamy et al., 2008; Tsankov et al., 2010). More recent studies have used paired-end sequencing technology (Gkikopoulos et al., 2011).

The statistical approach to identifying nucleosome positions form tiling microarray data consisted largely of hidden Markov models and their variants (Gupta, 2007; Yuan and Liu, 2008; Yassour et al., 2008; Sun et al., 2009b; Mitra and Gupta, 2011), with some mixture model approaches also in use (Sun et al., 2009a). Most analyses of sequencing data have adopted Parzen-window based estimators, which convolve the observed read counts within a window, extract local maxima, and perform subsequent computations based on taking these maxima as nucleosome positions. Variants of this technique include the use of multiple windows (Weiner et al., 2010), frequency-based filtering using fast Fourier transformation (FFT) (Flores and Orozco, 2011), and a Kolmogorov-Smirnov based method for detecting differences in nucleosome positioning between samples ( Fu et al., 2012). Others have adapted HMMs to this class of data (Cairns et al., 2011). Modelbased analyses of sequencing data have focused on mixture models (Polishko et al., 2012; Rashid et al., 2011; Zhang et al., 2012). Recent work combines a new biochemical protocol with a Bayesian deconvolution method (Brogaard et al., 2012); however, their inference


Figure 1.1: Example data for yeast gene PHO 5 .
procedure targets different estimands.
Methodology relevant to the problem we consider has been developed to infer transcriptionfactor (TF) binding sites from high-throughput ChIP-seq data (Park, 2009). Analyses of ChIP-seq data often combine variants of Parzen window estimation (Schwartzman et al., 2011), a Poisson model for sequence counts (Zhang et al., 2008), and detection methods for peak finding (Pepke et al., 2009). From a statistical perspective, a key feature of ChIP-seq data is that the TF binding sites are non-overlapping. This allows for independence assumptions in models for ChIP-seq data (Barski and Zhao, 2009) that cannot be defended in models of nucleosomes, which are likely to overlap when cell populations are sequenced.

### 1.1.2 CONTRIBUTIONS OF THIS ARTICLE

We develop a template-based approach for estimating the genome-wide distribution of nucleosome positions from paired-end sequencing data. This approach uses information on fragment lengths provided by paired-end sequencing to estimate the amount of variation due to enzymatic digestion in each lane of sequencing data. Using this information, we posit a model that captures both the variation of read positions due to enzymatic digestion and the variation due other sources of experimental error, in Section 1.2. This model incorporates a hierarchical structure within discrete segments of the genome to provide local regularization. We also introduce a set of novel estimands that provide interpretable summaries of the genome-wide distribution of nucleosome positions.

We develop a parallel Hamiltonian Markov Chain Monte Carlo sampler to draw from the posterior distribution of the quantities of interest under our model, in Section 1.3. This sampler is highly amenable to distributed computation and scales linearly with the length of the genome being analyzed. We provide a non-parametric estimator of the distribution of digestion errors and propose a segmentation algorithm that splits the genome
in regions of similar coverage, respecting biological features. We introduce a calibrated Bayesian method with frequentist error guarantees, to detect local concentrations of nucleosome positions.

We demonstrate the proposed methods on real and simulated data in Section 1.4, assessing the accuracy and reproducibility of the inferences. We also compare the performance of our methods to the popular Parzen-window and read-based estimators.

### 1.2 MODEL

Here we develop a model for paired-end reads, obtained using Solexa high-throughput sequencing technology. The data consist of integer counts $y_{k}$ of the fragment centers observed at each base pair $k$ along an $N$-base pair long chromosome, together with the corresponding fragment lengths $l_{j}$ for each of the $M$ observed fragments, which provide information about how far apart the paired reads are.

The proposed model consists of two distinct components: an observation model $p(\vec{y} \mid \vec{\beta})$, which provides the distribution of the observed read counts given the underlying distribution of nucleosome positions $\vec{\beta}$, and a positioning model $p\left(\vec{\beta} \mid \vec{\mu}, \vec{\sigma}^{2}\right)$, which describes the structure of the nucleosome position distribution. Given a segmentation function, $s:\{1 \ldots N\} \rightarrow\{1 \ldots S\}$, which maps the $N$ base pair locations to $S$ regions in which coefficients $\beta_{k}$ can be assumed to be identically distributed, we posit

$$
\begin{align*}
y_{k} \mid \lambda_{k} \sim & \text { Poisson }\left(\lambda_{k}\right)  \tag{1.1}\\
\vec{\lambda}_{(N \times 1)} \equiv & X_{\left(N \times\left(N-2\left\lfloor\ell_{0} / 2\right\rfloor\right)\right)} \vec{\beta}_{\left(\left(N-2\left\lfloor\ell_{0} / 2\right\rfloor\right) \times 1\right)},  \tag{1.2}\\
& \beta_{k}>\text { ofor } k=\left\lfloor\ell_{0} / 2\right\rfloor+1 \ldots N-\left\lfloor\ell_{0} / 2\right\rfloor \\
\log \beta_{k} \sim & \operatorname{Normal}\left(\mu_{s_{k}}, \sigma_{s_{k}}^{2}\right) \tag{1.3}
\end{align*}
$$

where $X$ specifies the contribution of a nucleosome positioned at base pair $k$ to the expected number of reads at base pair $m$ due to digestion variability, and $s(k)$ is denoted as $s_{k}$ for compactness. (The construction of the matrix $X$ is detailed in Section 1.2.1.) The log-likelihood for the proposed model is as follows, subject to the positivity constraint on $\vec{\beta}$,

$$
\begin{align*}
\log p\left(\vec{y} \mid \vec{\theta}, \vec{\mu}, \vec{\sigma}^{2}\right)= & -\sum_{k} \vec{x}_{k}^{T} \vec{\beta}+\sum_{k} y_{k} \log \left(\vec{x}_{k}^{T} \vec{\beta}\right)  \tag{1.4}\\
& -\frac{1}{2} \sum_{k} \log \sigma_{s_{k}}^{2}-\frac{1}{2} \sum_{k} \frac{\left(\theta_{k}-\mu_{s_{k}}\right)^{2}}{\sigma_{s_{k}}^{2}}+\text { const. }
\end{align*}
$$

To complete the model specifications, we place priors on $\mu_{s}$ and $\sigma_{s}^{2}$. We use independent conjugate priors for $\sigma_{s}^{2}$, assuming $\sigma_{s}^{2} \sim \operatorname{InvGamma}\left(\alpha_{o}, \gamma_{o}\right)$. Our priors for $\mu_{s}$ are fully conjugate and independent across segments; we assume $p\left(\mu_{s} \mid \sigma_{s}^{2}\right) \sim N\left(\mu_{0}, \frac{\sigma_{s}^{2}}{n_{s} \tau_{0}}\right)$ where $n_{s}$ is the length of segment $s$. These stabilize our inferences and reflect vague prior information on the distribution of $\vec{\beta}$. This is particularly true for our prior on $\sigma_{s}^{2}$, which regulates the uniformity of nucleosome positioning. Their form also allows for efficient computation, as outlined in Section 1.3. We analyze the sensitivity of the inferences to the choice of ( $\mu_{0}$, $\tau_{\mathrm{o}}, \alpha_{\mathrm{o}}, \gamma_{\mathrm{o}}$ ) in Section 1.4.

The proposed model depends upon two technical constructs: digestion-variability templates and a segmentation of the DNA sequence. We discuss them further in the next two subsections, before introducing the estimands of interest in Section 1.2.3.

### 1.2.1 DIGESTION VARIABILITY TEMPLATE

A template summarizes variation due to enzymatic digestion in a single lane of sequencing and it is used to build the $X$ matrix in Equation 1.2. We cover the paired-end case here and discuss extensions to single-end sequencing in Section 1.5. Consider a simple model for
the variability of enzymatic digestion. We denote the length of each fragment $j$ as $\ell_{j}$ and assume

$$
\begin{equation*}
\ell_{j}=\ell_{0}+e_{1 j}+e_{2 j}, \quad e_{1 j}, e_{2 j} \sim I I D . \tag{1.5}
\end{equation*}
$$

$\ell_{o}$ is the base length of each fragment and the $e_{. j}$ terms are the digestion errors at each end of the fragment. We assume these errors are bounded and symmetric between the ends of each fragment; physically, this means that the enzyme has the same propensity towards over-or under-digestion at each end. Under this model, each fragment's center varies about its nucleosome's true center according to the distribution of $d_{j} \equiv \frac{1}{2}\left(e_{1 j}-e_{2 j}\right)$. Our template is this distribution, expressed in vector form and transformed to account for the random rounding of fragment centers to integer positions. Hence,

$$
\begin{equation*}
t_{k}=P\left(d_{j}=k\right)+\frac{1}{2}\left(P\left(d_{j}=k-\frac{1}{2}\right)+P\left(d_{j}=k+\frac{1}{2}\right)\right) \tag{1.6}
\end{equation*}
$$

for $k=-w, \ldots, w$, yielding a vector $\vec{t}$ of length $2 w+1$. We estimate the template from the empirical fragment length distribution corresponding to a lane of paired-end sequencing data, as detailed in Section 1.3.1. Example exact and approximate templates for the same data are shown in Figure 1.2.

The matrix $X$ in Equation 1.2 is constructed using a template $\vec{t}$ by leveraging an equivalence between a realistic data-generating process and the marginal specification given in Equations 1.1-1.2. Briefly, an explicit model would combine a Poisson distribution for the unobservable number of reads that are generated from a given nucleosome location, with a multinomial distribution that controls the offsets of the observed read centers from the center of that nucleosome, which is where they would all be observed in the absence of digestion variability. This Poisson-multinomial structure for the observed reads is marginally equivalent to the more convenient Poisson GLM with an identity link func-


Figure 1.2: Example templates for yeast growing in high-phosphate.
tion specified in Equations 1.1-1.2.
In detail, denote the length of the sequence of interest $N$, and the width of the template $2 w+1$ as above. Then we can define the digestion (or basis) matrix $X$ as an ( $N \times N-$ $\left.2\left\lfloor\ell_{0} / 2\right\rfloor\right)$ matrix where each row corresponds to a shifted version of the template. The matrix $X$ is fully specified as follows,

$$
X=\left(\begin{array}{cccc}
\vec{t} & & &  \tag{1.7}\\
& \vec{t} & & \\
& & \ddots & \\
& & & \\
& & & \\
& & & \vec{t}
\end{array}\right)
$$

Using the ( $N-2\left\lfloor\ell_{0} / 2\right\rfloor$ )-dimensional constrained vector of coefficients $\vec{\beta} \geq 0$, we obtain an $N$-dimensional vector of expected counts $\vec{\lambda}$ using Equation 1.2. Each coefficient $\beta_{k}$ provides the number of fragments we expect to sequence from nucleosomes centered at
position $k$. Analogously, $\vec{\lambda}$ provides the number of fragment centers we expect to observe at each position. Formally, $\vec{\lambda}$ is a convolution of $\vec{\beta}$ with $\vec{t}$. This structure models the effect of digestion variability on the observations.

Digestion variability affects the statistical properties of our data in two important ways under this model. First, the expected counts of fragment centers are convolved with the digestion variability template. This reduces the concentration of counts at each nucleosome position, obscuring the true center of the nucleosome. Second, as digestion variability convolves the expected fragment counts over a broader stretch of the genome, the expected number of counts at each base pair decreases, driving down the signal-to-noise ratio. This phenomenon is not unique to Poisson noise, but it is particularly acute in this setting because the signal-to-noise ratio of a Poisson random variable is equal to its expectation. The combination of these effects makes inferring nucleosome positions very challenging in this setting, even in high-coverage experiments. The resulting combination of "vertical" noise (from Poisson-lognormal variation) and "horizontal" convolution across the sequence (from digestion variability) creates a challenging deconvolution problem.

### 1.2.2 Segmentation

Our segmentation of the DNA sequence accounts for variation in occupancy, coverage, and structure. The goal is to split chromosomes into local regions where the IID assumption on the coefficients $\beta_{k}$ appear sensible. The segmentation function $s$ defined above must fulfill a monotonicity condition, $s(k+1)-s(k) \in\{0,1\}$, so that segments are indexed contiguously and in strictly increasing order. An example segmentation of yeast chromosome I is shown in Figure 1.3.

Statistically, the segmentation enables local regularization in the estimation of $\vec{\beta}$. These coefficients are weakly identified in a model specified by Equations 1.1-1.2 alone. Such a


Figure 1.3: Example segmentation of yeast chromosome I. See Section 1.3 for estimation details.
model would involve $N-\ell_{\circ}$ parameters and $N$ observations, and the Hessian matrix for the implied log-likelihood of $\vec{\beta}$ would be $H=-X^{T} W X$, where $W=\operatorname{diag}\left(y_{1} / \vec{\lambda}_{1}^{2}, \ldots, y_{n} / \vec{\lambda}_{n}^{2}\right)$. This is negative-definite if $\vec{y}$ contains no all-zero subvector of length $2 w+1$ or more; otherwise, it is only negative semi-definite. Furthermore, $H$ is typically very ill-conditioned due to the convolution structure of $X$. Estimates of $\beta_{k}$ from this model would be extremely unstable. We regularize the estimates of $\beta_{k}$ by modeling the distribution of nucleosome positions with Equation 1.3. In this complete model, we pool information locally within each chromosome, as $\beta_{j}$ is independent of $\beta_{k}$ if $s_{j} \neq s_{k}$, where $s_{k}$ is the segment to which base pair $k$ belongs.

Segments divide each chromosome into local stretches over which a consistent distribution of nucleosome positions is plausible. We posit a log-normal distribution for the magnitudes of the coefficients $\beta_{k}$. The idea is that most locations on the sequence are expected have a very low concentration of nucleosome positions. Such locations correspond to small, non-zero values of $\beta_{k}$. A few locations have a relatively high concentration of nu-
cleosomes across a population of cells. These are the positions of interest, corresponding to large values of $\beta_{k}$. The log-Normal distribution captures such behavior: it allows the majority of values in $\vec{\beta}$ to concentrate around a low baseline rate with a few values many orders of magnitude larger than the baseline. The parameters $\mu_{s_{k}}$ and $\sigma_{s_{k}}^{2}$ control this baseline and the prevalence of extreme values in $\vec{\beta}$, providing us with a flexible, parsimonious way to regularize our estimation and provide more reliable inferences.

The segmentation also provides a way to control the bias-variance trade-off of our regularization. Using a large number of short segments results in low bias, as they can capture sequence features at a fine scale; however, this also leads to greater uncertainty, as more parameters are introduced and less observations are available for regularization within each segment. Using a smaller number of longer segments produces the opposite effect. We discuss a strategy to managing this trade-off in Section 1.3.2.

### 1.2.3 ESTIMANDS

We can express the scientific estimands of interest as functions of $\vec{\beta}$. The parameter $\vec{\beta}$ itself is of interest, as it captures the pattern of nucleosome positioning across each chromosome. However, $\vec{\beta}$ is high-dimensional and unsuitable for human interpretation. The posterior expectation, standard deviation, and quantiles of $\vec{\beta}$ are useful for visualization and exploratory analysis. Below, we develop several more refined estimands to quantify the structure of the nucleosome position distribution. These new estimands fall into two broad categories: (1) local measures of concentration, and (2) cluster-level summaries of structure.

The first family of estimands aims to quantify the relative concentration of nucleosome centers within a local window. Formally, for each base pair location $k$ in $\vec{\beta}$, we consider the
ratio

$$
\begin{equation*}
C_{p, l}(k)=\frac{\sum_{i=-p}^{p} \beta_{k+i}}{\sum_{i=-l}^{l} \beta_{l+i}} \tag{1.8}
\end{equation*}
$$

where $2 l+1$ is the width of a local window and $2 p+1$ is the width of the region of interest. We typically choose $l=73$, yielding a local window of width 147 . For $l \leq 73$, the structure of $\vec{\beta}$ within $2 l+1 \mathrm{bp}$ windows can be taken as measure of the distribution of nucleosome positions across the population of cells. Physically, a nucleosome consists of 147 bp of DNA wrapped around histone proteins, so, within a single cell, nucleosomes must be spaced by at least 147 bp . As a result, each cell can contribute at most one nucleosome center within a window of width 147 bp or less. Thus, the relative magnitudes of the entries of $\vec{\beta}$ within such a window reflect only the distribution of nucleosome positions across cells, not the arrangement of multiple nucleosomes within any individual cell.

Choosing $p=\mathrm{o}$ yields a measure of relative concentration at each base pair in the chromosome. However, choosing $p>0$ is generally preferred to account for biological variation in nucleosome positions. These estimands come with a useful baseline. Assuming a uniform local distribution of nucleosome positions across cells in the population would imply $C_{p, l}(k)=\frac{(2 p+1)}{(2 l+1)}$. Deviations from this baseline provide a normalized measure of local concentration. We present strategies for the detection of local nucleosome concentrations based on these estimands in Section 1.3.4.

The second family of estimands provides summaries of small clusters of nucleosome positions. By definition, these estimands rely on a procedure to identify local clusters, such as Parzen window filtering, applied to the estimated vector of $\vec{\beta}$ coefficients. Because of this, these estimands may inherit issues from this clustering procedures; however, they are useful for comparative analysis and can capture interesting patterns. We define the estimand $\vec{\kappa}$ to be the cluster centers obtained by running the selected clustering method on $\vec{\beta}$. $\vec{\kappa}$ is a cluster-level estimand itself, but it is primarily of interest as a means to obtain
summaries of $\vec{\beta}$ within individual clusters. We consider measures of structure, localization, and sparsity within the cluster, defined as the normalized entropy, mean absolute deviation, and quantiles of the entries of $\vec{\beta}$, taken as an unnormalized discrete distribution over the base pairs in the cluster. Formally, considering cluster $\vec{\beta}_{[i: j]}$ and defining $p_{[i, j]}(k)=\beta_{k} / \sum_{m=i}^{j} \beta_{m}$, our localization, structure, and sparsity measures are defined as

$$
\begin{align*}
L_{i, j} & =1-\frac{4}{j-i+1} \sum_{k=i}^{j} p_{[i, j]}(k)\left|k-m_{i, j}\right|, m_{i, j}=\sum_{k=i}^{j} k p_{[i, j]}(k)  \tag{1.9}\\
S_{i, j} & =1+\frac{1}{\log (j-i+1)} \sum_{k=i}^{j} \log p_{[i, j]}(k)  \tag{1.10}\\
R_{i, j, q} & =1-\frac{n_{i, j, q}-1}{q(j-i+1)}, n_{i, j, q}=\min \left(n: \sum_{k=i}^{i+n} \tilde{p}_{[i, j]}(k)\right), \tag{1.11}
\end{align*}
$$

respectively, where $\tilde{p}_{[i, j]}(k)$ is $p_{[i, j]}(k)$ sorted in descending order. All measures are normalized so $L_{i, j}=S_{i, j}=R_{i, j, q}=$ o if $\vec{\beta}_{[i: j]}$ is constant and $L_{i, j}=S_{i, j}=R_{i, j, q}=1$ if $\vec{\beta}_{[i: j]}$ contains only one non-zero entry.

Using the methods described in Section 1.3, we can obtain draws from the posterior distribution of all of these estimands. This allows us to cleanly separate the modeling of the measurement process and broad properties of nucleosome positioning from the features of interest.

### 1.3 INFERENCE, ESTIMATION, AND COMPUTATION

To extract useful inferences from the model of Section 1.2, we must address three sets of unknown quantities: the digestion template $\vec{t}$, the segmentation of each chromosome $s$, and the parameters and latent variables of the positioning model, $\vec{\beta}, \vec{\mu}$, and $\vec{\sigma}^{2}$. The parameter $\vec{\beta}$ and quantities derived from it are of the greatest scientific interest, as they correspond directly to the chromatin structure. However, before inferring $\vec{\beta}$, we address
$\vec{t}$ and $s$.
To estimate the template $t$ from paired-end sequencing data, we develop a nonparametric method, in Section 1.3.1. We develop a simple algorithm to segment each chromosome into non-overlapping segments with useful biological and statistical properties, in Section 1.3.2. Using the estimated template $t$ and segmentation $s$, we turn to model-based inference for $\left(\vec{\beta}, \vec{\mu}, \vec{\sigma}^{2}\right)$. We build a parallel MCMC algorithm that can efficiently sample from the joint posterior of these parameters, in Section 1.3.3. By combining the conditional independence structure of our model with distributed computation, we are able to handle datasets where $\vec{\beta}$ contains millions of entries.

An approximate EM algorithm is also provided in the online supplement as an optional initialization step for this sampling. The EM approach provides a computationallyefficient way to obtain rough estimates of these parameters, but the joint posterior distribution of $\left(\vec{\beta}, \vec{\mu}, \vec{\sigma}^{2}\right)$ has a complex multimodal structure that EM is ill-equipped to address. Implementation details are given in the online supplement.

Finally, we calibrate the frequentist operating characteristics of our Bayesian estimators using a permutation null hypothesis, detailed in Section 1.3.4. This ensures that our conclusions are valid both as Bayesian posterior probability assessments and under frequentist criteria. We focus on controlling the false discovery rate (FDR) for the detection of local structure in the distribution of nucleosome positions.

### 1.3.1 TEMPLATE ESTIMATION

Recall from Section 1.2.1 that we model the length of each fragment as $l_{j}=l_{0}+e_{1, j}+$ $e_{2, j}$. We assume that $e_{1, j}$ and $e_{2, j}$ (the digestion errors) are independent and identically distributed, and $l_{0}$ is fixed at 147 , which is the known length of DNA wrapped around a single nucleosome. We show how $e_{1, j}$ and $e_{2, j}$ relate to each fragment in Figure 1.4. Along the genome, the distributions of digestion errors at the ends of each fragment are mirror


Figure 1.4: Estimated digestion error distributions vs. offset from nucleosome center; vertical lines at $\pm l_{0} / 2$ (solid) and nucleosome center (dashed).
images of each other, so positive values imply that some DNA not bound to a nucleosome is under-digested, so $l_{j}>l_{0}$.

To setup our estimation problem, we define two probability distributions,

$$
\begin{align*}
& p(i)=\operatorname{Pr}\left(l_{j}=i\right)  \tag{1.12}\\
& q(i)=\operatorname{Pr}\left(e_{1, j}=i\right) . \tag{1.13}
\end{align*}
$$

Physically, $l_{j} \geq o$, which implies $e_{1, j}, e_{2, j} \geq-\left\lfloor\frac{l_{0}}{2}\right\rfloor$. Analogously, if the longest observed fragment length is $l_{\max }$, we have $\operatorname{Pr}\left(l_{j}>l_{\max }\right)=$ o. We require $l_{j} \leq l_{\max }$, which imples $e_{1, j}, e_{2, j} \leq l_{\max }-l_{\circ}+\left\lfloor\frac{l_{0}}{2}\right\rfloor$. Thus, we can write

$$
\begin{equation*}
p(i)=\sum_{k=-\left\lfloor\frac{l_{0}}{2}\right\rfloor}^{l_{\max }-l_{0}+\left\lfloor\frac{l_{0}}{2}\right\rfloor} q(k) q\left(i-l_{0}-k\right) . \tag{1.14}
\end{equation*}
$$

The resulting log-likelihood for the observed fragment lengths is

$$
\begin{equation*}
\ell(q)=\sum_{j=1}^{M} \log p\left(l_{j}\right) . \tag{1.15}
\end{equation*}
$$

We maximize this numerically, using a multivariate logit transformation on the values of $q(k)$ to avoid bounded optimization. Using the L-BFGS-B algorithm (Zhu et al., 1997) on a laptop with a Core i5 processor and 8GB of RAM, this maximization requires approximately 40 seconds for a typical experiment. This computation scales only with the number of unique fragment lengths observed, so it cannot become bottleneck for this method.

We obtain the template distribution $t$ from $q$ via a convolution sum and linear transformation. Recall from Section 1.2.1 that $t$ is the distribution of $\frac{e_{1}-e_{2}}{2}$, restricted to the integers via random rounding. We first obtain the distribution of $e_{1}-e_{2}$ via

$$
\begin{equation*}
u(i)=P\left(e_{1}-e_{2}=i\right)=\sum_{k=-\left\lfloor\frac{l_{0}}{2}\right\rfloor}^{l_{\max }-l_{0}\left\lfloor\left\lfloor\frac{l_{0}}{2}\right\rfloor\right.} q(k) q(k-i) \tag{1.16}
\end{equation*}
$$

We finally transform the distribution $u(i)$ to the desired template $t(i)$ by accounting for random rounding, as

$$
\begin{equation*}
t(k)=\frac{1}{2} u(2 k-1)+u(2 k)+\frac{1}{2} u(2 k+1) . \tag{1.17}
\end{equation*}
$$

Thus, the estimated template accurately reflects both the variation due to enzymatic digestion and the details of our preprocessing. We use this estimated template to build the design matrix $X$ in the observation model, as discussed in Section 1.2, and for the simulation study discussed in Section 1.4.1.

### 1.3.2 SEGMENTATION ALGORITHM

We estimate the segmentation function $s:\{1 \ldots N\} \rightarrow\{1 \ldots S\}$ by leveraging the biological structure of each chromosome. We begin by enumerating all open reading frames (ORFs) and intergenic regions on a given chromosome. Merging overlapping ORFs into single segments yields a starting set of contiguous, non-overlapping segments. Many of these segments are too short to provide useful local regularization. To increase the segmentation's utility, we merge neighboring segments until all segments exceed a minimal length (8oobp for the purposes of the analysis in Section 1.4).

We iteratively merge the most similar short segments until the resulting segmentation fulfills the given minimum length constraint. We measure similarity using the coverage within each segment, defined as

$$
\begin{equation*}
c_{i}=\frac{1}{n_{i}} \sum_{k: s(k)=i} y_{k}, \tag{1.18}
\end{equation*}
$$

where $n_{i}$ is the length of segment $i$. Algorithm 1 provides pseudocode for this procedure.

```
Given Minimum segment length \(M\); initial segmentation;
Calculate \(\left\{n_{i}\right\}\) and \(\left\{c_{i}\right\}\);
while \(\min _{i} n_{i}<M\) :
    Clear minimal difference in coverages \(d_{m}\) and index \(i_{m}\);
    /* Find the best merge among short segments */
    for \(i: n_{i}<M\) :
        Compute \(d_{i}=\min \left(\left|c_{i}-c_{i-1}\right|,\left|c_{i}-c_{i+1}\right|\right)\);
        if \(d_{i}<d_{m}\) :
            Update \(d_{m}=d_{i}\) and \(i_{m}=i\);
    /* Execute best merge */
    Merge segment \(i_{m}\) with neighbor having nearest coverage;
    Update \(\left\{n_{i}\right\}\) and \(\left\{c_{i}\right\}\);
fintq
return Segmentation \(s\)
```

Algorithm 1: Segmentation algorithm

At the conclusion of Algorithm 1, we obtain a segmentation for which each segment has enough observations to provide useful local regularization. The boundaries of each segment also align with biologically-meaningful features, as every step in the above procedure maintains segment boundaries as a subset of ORF boundaries. This estimated segmentation is fixed and used in all subsequent inference.

### 1.3.3 Posterior sampler

The MCMC sampler consists of two alternating updates. At each iteration $r$, our algorithm

1. Draws $\left(\vec{\mu}^{(r)}, \vec{\sigma}^{(r)}\right) \mid \vec{\beta}^{(r-1)}$ directly, then
2. Updates $\vec{\beta}^{(r)} \mid\left(\vec{\mu}^{(r)}, \vec{\sigma}^{2(r)}\right)$ via a distributed HMC step.

The first update is straightforward as we can directly sample from the conditional posterior of $\left(\vec{\mu}^{(t)}, \vec{\sigma}^{2(t)}\right)$. This is a standard conjugate normal update, given the log-normal hierarchical structure, and operates independently across segments. We give details in the online supplement.

The second update is computationally challenging. The chromosomes of S. cerevisiae range in length from 230,218 to $1,531,933$ base pairs, so the $\vec{\beta}$ vectors are very highdimensional. In some of the experiments discussed in Section 1.4, we work with simulated chromosomes with over 3.85 million base pairs. The conditional posterior of $\vec{\beta}^{(t)} \mid\left(\vec{\mu}^{(t)}, \vec{\sigma}^{2(t)}\right)$ is not part of any standard family, so we turn to Hamiltonian Monte Carlo (HMC). The dimensionality of $\vec{\beta}$ makes a single HMC update for the entire vector both computationally infeasible and numerically unstable. To enable fast, statisticallyefficient computation, we take advantage of the conditional independence structure of this conditional posterior.

Subvectors of $\vec{\beta}$ separated by at least $2 w$ entries are conditionally independent given $\left(\vec{\mu}^{(t)}, \vec{\sigma}^{2(t)}\right)$ and the entries of $\vec{\beta}$ between them. Consider the subvectors $\vec{\beta}_{\left[j_{1}: j_{2}\right]}$ and $\vec{\beta}_{\left[k_{1}: k_{2}\right]}$,
with $j_{1}<j_{2}<k_{1}<k_{2}$. The elements of $\vec{\beta}_{\left[j_{1}: j_{2}\right]}$ affect only $\vec{\lambda}_{\left[j_{1}-w: j_{2}+w\right]}$, and the elements of $\vec{\beta}_{\left[k_{1}: k_{2}\right]}$ affect only $\vec{\lambda}_{\left[k_{1}-w: k_{2}+w\right]}$. Hence, if $k_{1}>j_{2}+2 w$, then $\vec{\beta}_{\left[j_{1}: j_{j}\right]}$ and $\vec{\beta}_{\left[k_{1}: k_{2}\right]}$ are conditionally independent given $\vec{\mu}$ and $\vec{\sigma}^{2}$.

We take advantage of this conditional independence to construct a distributed set of HMC updates. We first fix the length of each subvector that will be updated via a single HMC step to $B>4 w$. Next, consider two partitions of $\vec{\beta}$ into subvectors. The first starts at the beginning of $\vec{\beta}$ and proceeds forward with subvectors of length at most $B$ separated by $2 w$, yielding

$$
\vec{\beta}_{[1: B]}, \vec{\beta}_{[B+2 w+1: 2 B+2 w]}, \ldots, \vec{\beta}_{\left[n_{b}(B+2 w)+1: N\right]} .
$$

The second begins at the $B / 2$ th entry of $\vec{\beta}$ and again proceeds forward in subvectors of length at most $B$, as

$$
\vec{\beta}_{[B / 2+1: 3 B / 2]}, \vec{\beta}_{[3 B / 2+2 w+1: 5 B / 2+2 W]}, \ldots, \vec{\beta}_{\left[n_{b}(B+2 W) B / 2+1: N\right]} .
$$

Within each partition, the subvectors are conditionally independent, and, in combination, these partitions include all entries of $\vec{\beta}$.

Within each iteration of our sampler, we cycle through each of these partitions, updating each subvector of $\vec{\beta}$ with one HMC step. As each subvector within each parition is conditionally independent, we can execute all HMC steps in parallel for each partition. This allows us to distribute the computational burden over hundreds of cores, providing fast scalable inference. Each of these distributed HMC steps is, on its own, relatively standard. However, they are much faster than expected, as the log-conditional posterior's value and gradient can both be computed via a convolution, lowering the computational cost per core to $O(B \log B)$ with the fast Fourier transform. In particular, all matrix-vector products involving the $X$ matrix can be computed as convolutions with the template vector $\vec{t}$
instead, reducing the complexity of such products from $O\left(B^{2}\right)$ to $O(B \log B)$. Details of distributed algorithm, computational infrastructure, and tuning of the HMC are given in the online supplement. A Python implementation of the sampler is available on GitHub, www.github.com/awblocker/cplate.

### 1.3.4 DETECTION AND CALIBRATION

Recall from Section 1.2.3 that we quantify local concentrations of nucleosomes using the estimand $C_{p, l}(k)$, which defines local concentrations as small regions of the chromosome that contain a density of nucleosomes greater than that we would expect under a uniform distribution of nucleosomes across cells in our population, $p / l$.

We can estimate $P\left(C_{p, l}(k)>(2 p+1) /(2 l+1) \mid \vec{y}\right)$ for each base pair $k$ using the MCMC sampler described in Section 1.3. However, we require greater security in our detection results than the Bayesian approach alone can provide. To quantify the operating characteristics of our procedure and provide frequentist guarantees on its performance, we turn to a permutation null.

Our null hypothesis is that $\vec{y}$ consists of a set of multinomial draws. Under this null, the entries of $\vec{y}$ within each segment $i$ are drawn from a multinomial distribution with equal probability assigned to each base pair within the segment and $n=\sum_{k: s(k)=i} y_{k}$. This null hypothesis rests on the same idea as Fisher's exact test: we condition on the marginal distribution of the data and consider all independent permutations of the observations. We approximate this null distribution by repeatedly randomly permuting the observed reads within each segment.

We then run our MCMC sampler on each such draw from the null, using the template and segmentation estimated from the observed data. From the sampler's output, we obtain an estimate of the distribution of $P\left(C_{p, l}(k)>(2 p+1) /(2 l+1) \mid \vec{y}\right)$ over positions $k$ under the null. We compare this to the distribution of posterior probabilities for the ob-
served data and set a detection threshold to control the FDR using the method of Storey and Tibshirani (2003). For example, with the datasets analyzed in Section 1.4, we have typically found that a threshold of approximately o. 8 on $P\left(C_{p, l}(k)>(2 p+1) /(2 l+1) \mid \vec{y}\right)$ yields a FDR of $5 \%$ or less. This approach provides a secure detection procedure with both Bayesian and frequentist interpretations.

### 1.4 Results

We demonstrate the proposed methods on real and simulated data. High-throughput sequencing data were collected on S. cerevisiae cell populations growing in a high-phosphate medium. The data consist of two lanes of sequencing, referred to as technical replicates, on each of two separate samples with different enzymatic digestion, referred to as biological replicates. Analyses with the proposed methods are highly reproducible, as we show in Section 1.4.4, and provide new insights on the fine-grained structure of nucleosome positioning. The biological relevance of these substantive findings is detailed elsewhere (Zhou et al., 2012).

The simulation studies aim to demonstrate the utility of the estimands introduced in Section 1.2.3 used in combination with the proposed deconvolution approach to inference, as well as the scalability of our methods. In Section 1.4.1, we describe the design of the simulation studies. We simulate high-throughput sequencing data with different coverage, on genes with primary and alternative nucleosome positions, with different degrees of variation throughout the population. In Section 1.4.2, we discuss the efficiency and scalability of inference via parallel Hamiltonian Markov Chain Monte Carlo sampling. In Section 1.4.3, we compare the performance of the proposed method to that of a Parzenwindow estimator followed by greedy search (the standard in the field; Albert et al., 2007a; Shivaswamy et al., 2008; Tsankov et al., 2010; Tirosh, 2012) for estimating measures of
structure, quantifying power and error in estimating the locations of clusters of nucleosome positions. In Section 1.4.3, we assess the performance of the proposed method for estimating measures of local concentration, quantifying power and error in estimating the locations of distinct primary and alternative positions. In both Sections 1.4.3 and 1.4.3, we use design-based analysis of variance (ANOVA) to quantify the relative contributions to estimation errors of coverage, distance between primary and alternative positions and their relative frequencies across the cell population. We also use logistic regression to analyze the sensitivity of power to the three experimental factors we consider. In Section 1.4.4, we assess the reproducibility of our inferences for cluster-level summaries of nucleosome positioning (Section 1.4.4) and the locations of local concentrations (Section 1.4.4). We also compare the reproducibility of our cluster-level inferences to those obtained from Parzen-window methods and read-based estimators of the cluster-level estimands.

To perform inference throughout this section, we set $\mu_{0}=0, \tau_{\circ}=1 / 10, \alpha_{0}=7$, and $\gamma_{\mathrm{o}}=10$. These values were chosen to be weakly-informative on the basis of prior biological information. These values of $\alpha_{0}$ and $\gamma_{o}$ imply that there is a $99 \%$ prior probability that $0.2-13 \%$ of base pairs have $\beta_{k}$ greater than or equal to 10 times their median. We found little sensitivity of our inferences to these choices of parameter values, using data from chromosome I. For instance, sweeping $\tau_{\mathrm{o}}$ over two orders of magnitude (o.01-1) showed little effect on inferences, as did similar changes to ( $\alpha_{0}, \gamma_{0}$ ).

### 1.4.1 EXPERIMENTAL DESIGN

To assess the performance of the proposed methods, we generated artificial chromosomes using the classical principles of experimental design. These artificial chromosomes consist of a series of genes, each containing a set of nucleosome positions. We fix the length of each gene to 3501 bp , consisting of a 1000 bp promoter region, a 2500 bp coding region, and a 1 bp transcription start site (TSS).

We designed a simulation with three factors, varied at the gene level: coverage (the expected number of reads per gene), the spacing between primary nucleosome positions and alternative positions (which we refer to as offset), and the relative magnitudes of primary and alternative positions. Coverage had 10 levels, spanning the 5 th to 95 th percentile observed gene-level coverages in increments of $10 \%$. Alternative position spacing had 10 levels, spanning from obp (no alternative positions) to 45 bp in increments of 5 bp . Alternative position magnitude had 11 levels, spanning from o (no alternative positions) to 1 (alternative positions of the same magnitude as primary positions) in increments of o.1. Thus, the effective magnitude of the primary position relative to the alternative positions ranged from 1 to $\frac{1}{3}$. We used a full factorial design on these three factors, yielding 1100 distinct treatments for each of 10 simulated chromosomes. We then constructed a realistic distribution of nucleosome positions within each artificial gene. Using one of our high-phosphate data sets, we first identified clusters of nucleosome positions using the standard Parzen window method. We indexed these clusters by their ordering within each actual gene, considering 1000bp before TSS to the end of each ORF, and computed the proportion of reads within the ORF observed within each such cluster. Finally, we averaged over the positions and proportions of these clusters by their order from their TSS, obtaining the average offset from the TSS and relative occupancy of the first, second, third, etc. clusters before and after the TSS. Figure 1.5 provides an illustration of both coefficients, $\beta_{k}$, and read counts $y_{k}$, for one gene.

To generate our artificial dataset, we followed a modified version of the generative process outlined in Section 1.2. For each gene, we first drew coefficients for its subset of $\vec{\beta}$ from an upper-truncated log-normal distributed with parameters estimated from those regions with similar coverage. These are our "background" positions. Then, we set the entries of $\vec{\beta}$ corresponding to the gene's primary and alternative positions deterministically.


Figure 1.5: Illustration of one simulated gene: o. 55 quantile of coverage, with alternative position magnitude of 0.5 , and alternative positions at $\pm 25 \mathrm{bp}$ from each primary position. Read counts $y_{k}$ (top panel), and coefficients $\beta_{k}$ (bottom panel).

The sum of the coefficients for these positions was fixed to the remaining total occupancy of the gene, less the sum of the background positions. Their relative magnitudes were determined by the design described above, with two alternative positions placed symmetrically around each primary position at the designated spacings. Thus, for a given level of coverage, the expected number of reads within each cluster was fixed, but its distribution across primary and alternative positions varies.

We convolved these $\vec{\beta}$ vectors with the template estimated from the experimental data to obtain vectors of expected read counts $\vec{\lambda}$. Finally, we generated $\vec{y} \sim$ iid Poisson $(\vec{\lambda})$ to obtain simulated read counts. This entire procedure was repeated for each replicate, yielding 10 artificial chromosomes of length $3,851,100$ bp each.

These simulations are inspired by our generative model, but they do not follow it's structure to the letter. The distribution of background coefficients and the effects of digestion agree between our model and our simulations. However, we introduce much more structure into the locations of nucleosome concentration via the deterministic placement of primary and alternative positions. This simultaneously provides a stringent test of our
methods and decreases the amount of residual variation across our experimental replicates. As a "sanity check" on this design, simulated read counts were shown side-by-side with matched actual read counts to experienced biologists in this field. They could not reliably distinguish between the simulated and actual data. We provide further algorithmic details for this procedure and supporting figures in the online supplement.

### 1.4.2 Parallel HMC performance

The parallel Hamiltonian Monte Carlo sampler performed well on both real and simulated datasets, based on standard MCMC diagnostics. For the actual and simulated datasets used in Section 1.4, we ran 2,000 iterations, discarding the first 200 as burn-in. This yielded 1,800 draws for $\vec{\beta}, \vec{\mu}$, and $\vec{\sigma}^{2}$. The mean effective sample size for the elements of $\vec{\theta}=\log \vec{\beta}$ in the real dataset was 1573 , with $99 \%$ of the coefficients having effective sample sizes between 304 and 2057. For the simulated dataset, the mean was 1675 with $99 \%$ between 520 and 2011. Gelman-Rubin diagnostics based a set of MCMC runs with dispersed initializations on the smallest chromosome (I) showed multivariate potential scale reductions of 1.05 or less.

Our sampler proved extremely scalable. Using 144 cores on the Harvard Odyssey cluster and setting $B=2000$, each simulated chromosome required 1.83 seconds per iteration for a total runtime of approximately 1 hour. The smallest S. cerevisiae chromosome (I) required 0.136 seconds per iteration, while the largest (IV) required 0.699 second per iteration, yielding total runtimes of 4.5 and 23.3 minutes, respectively. Running the entire S. cerevisiae genome required approximately 3.24 hours. The sampler was also run on an Amazon EC2 cluster with 512 cores, processing the same genome in under an hour.

### 1.4.3 POWER ANALYSIS

Using simulated chromosomes, we compare the performance of the proposed method to that of a Parzen-window estimator for estimating locations of clusters of nucleosome positions, and assess the performance of the proposed methods for detecting and estimating the locations of both primary and alternative positions. For both analyses, we use ANOVA to quantify the relative contributions to estimation errors of coverage, distance between primary and secondary positions and their relative frequencies across the cell population. We complement these with logistic regression to analyze the sensitivity of power to these three experimental factors.

The ground truth consists of the primary and alternative positions generated in Section 1.4.1, along with their coefficients. Recall that the output of the calibrated detection procedure, detailed in Section 1.3.4, is a series of positions where high local concentrations have been detected, and the output of the cluster-based estimands is a series of cluster centers. To assess performance in estimating cluster positions, we match inferred cluster centers to ground truth cluster centers. Similarly, to assess performance of local concentration measures, we match detected local concentrations all ground truth positions, primary and alternative. Finding the nearest estimated position for each ground truth position yields measures of power, as we can measure the distance from each true position to the nearest inferred one. Large distances imply low sensitivity, and vice versa. Conversely, finding the nearest ground truth position for each inferred position yields measures of accuracy. If inferred positions are far from the true ones, we would consider the results unreliable.

The analyses below are based on summaries of these matched distances; we compute mean and median absolute errors, and we tabulate the proportion of true positions matched to an inferred positions within a fixed number of base pairs. The first set of


Figure 1.6: Power vs. effective magnitude (left), alternative position offset (center), and coverage (right) for Parzen window and cluster estimand methods
quantities summarize distributions of errors in estimated positions, while the second is directly interpretable as a measure of power.

## Clusters

Detection of a cluster was defined as a best-match distance of less than 5 bp between the inferred and true cluster center $\left(\kappa_{m}\right)$. Figure 1.6 summarizes our key findings, showing the relative power of each method against the effective magnitude of the primary position, the offset of the alternative positions, and gene-level coverage. Tables 1.1 provides the results of a design-based ANOVA of the mean absolute errors of estimated cluster locations, by gene, and Table 1.2 provides the results of a logistic regression of power on the design factors.

For estimating cluster locations, the proposed method dominates the Parzen-window estimator both in terms of power, with average difference of $2.1 \%$, and mean absolute error (not shown) across all conditions. Power ranges from approximately $12 \%$ to $100 \%$ over all factor combinations in our experiments for both methods, while mean absolute position errors range from approximately 0.1 to 60 bp . Our method provided an average

Table 1.1: Analysis of variance of absolute errors in cluster centers for cluster estimand and Parzen window methods. All factors and interactions were statistically significant with $p<$ o.ooo1.

|  |  | Cluster Estimand |  | Parzen Window |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | Df | Sum Sq | F value | Sum Sq | F value |
| Coverage | 9 | 1928.94 | 198.73 | 753.24 | 79.04 |
| Offset | 9 | 19422.58 | 2001.01 | 10789.06 | 1132.10 |
| Magnitude | 9 | 10764.55 | 1109.02 | 6768.51 | 710.22 |
| Coverage:Offset | 81 | 275.41 | 3.15 | 264.68 | 3.09 |
| Coverage:Magnitude | 81 | 175.19 | 2.01 | 142.80 | 1.66 |
| Offset:Magnitude | 72 | 23535.40 | 303.09 | 19172.33 | 251.47 |
| Coverage:Offset:Magnitude | 648 | 950.25 | 1.36 | 947.80 | 1.38 |
| Residuals | 10090 | 10881.93 |  | 10684.31 |  |

power of $85 \%$, while the Parzen window method's average power was $83 \%$. Power shows a strong dependence on the local distribution of nucleosome positions; the accuracy in identifying the cluster centers of primary positions is reduced by the presence of stable alternative positions. The spacing between primary and alternative positions also affects power substantially, with power diminishing by approximately $30 \%$ as the offset increase from o to 35 bp . Power increases slightly for both methods at offsets of 40 and 45 bp . The relative performance of the proposed method is largest for offsets over 30bp, with a difference in power of $7 \%$ at 45 bp . Power shows little marginal dependence upon local coverage with only a $6 \%$ change in power over the range of coverages for both methods.

The ANOVA and logistic regression analyses support these observations and provide further insights into the role of interactions between the design factors. ANOVA results in Table 1.1 indicate that alternative position offset, effective magnitude, and their interaction account for the vast majority of variation in absolute position errors (approximately $75 \%$ of total variation and $94 \%$ of explained variation) for both methods. Logistic regression results in Table 1.2 suggest that the power of the proposed method and of the Parzen window estimator respond similarly to the experimental factors. The marginal effects of

Table 1.2: Logistic regression of power on design factors as continuous variables cluster estimand and Parzen Window method. Are regressors are normalized to have range $[0,1]$.

|  | Cluster Estimand |  | Parzen Window |  |
| ---: | ---: | ---: | ---: | ---: |
|  | Estimate | z value | Estimate | z value |
| (Intercept) | 3.3461 | 54.15 | 3.4660 | 56.74 |
| Coverage | 0.6069 | 5.20 | 0.7498 | 6.54 |
| Offset | -5.3115 | -58.00 | -5.4596 | -60.92 |
| Effective Magnitude | 2.7211 | 10.76 | 2.3296 | 10.82 |
| Coverage•Offset | -0.4217 | -2.48 | -0.6071 | -3.66 |
| Coverage•Effective Magnitude | 1.7927 | 3.20 | 0.9037 | 2.02 |
| Offset•Effective Magnitude | 8.9842 | 22.27 | 6.9932 | 21.15 |
| Coverage•Offset•Effective Magnitude | 2.1476 | 2.52 | 1.8962 | 2.84 |

offset and effective magnitude are strongly negative and positive, respectively, but the offset-effective magnitude interaction effect is overwhelmingly large and positive. Coverage has a weak marginal effect on power, but it enters more strongly in the interaction with effective magnitude and in the three-way interaction.

Taken together, these results demonstrate that the proposed method offers improved performance relative to the standard method in the field, for estimating cluster locations. However, the proposed method offers the greatest benefits for exploring local concentration in the distribution of nucleosome positions, an estimand that the Parzen-window estimator cannot reliably infer.

## LOCAL CONCENTRATIONS

We next examine the ability of the proposed method to detect local concentrations in the distribution of nucleosome positions, a quantification of small-scale structure. We focus on detecting small regions of excess local concentration using the $C_{p, l}(k)$ estimand, defined in Equation 1.8. For this analysis, we fix $l=73$ and $p=3$, and used the calibrated detection procedure described in Section 1.3.4 with a maximum FDR of $5 \% .^{1}$ For primary
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Figure 1.7: Power vs. effective magnitude (left), alternative position offset (center), and coverage (right) for detection of primary and alternative positions $\pm$ 3bp
positions, we declare a successful detection if the best-match distance is less than 5 bp between a detected position and the true primary position. For alternative positions, we declare a successful detection if the best-match distance between a detected position and the true alternative position is less than $1 / 2$ of the alternative position's distance from its primary position. Figure 1.7 summarizes our results for primary and alternative positions, showing the power of the proposed method against the effective magnitude of the primary position, the offset of the alternative positions, and gene-level coverage. Tables 1.3 provides the results of a design-based ANOVA of the mean absolute errors of estimated cluster locations, by gene, and Table 1.4 provides the results of a logistic regression of power on the design factors.

Power ranges from approximately $64 \%$ to $100 \%$ for primary positions and from approximately $2 \%$ to $100 \%$ for alternative positions across all combinations of factors, while mean absolute position errors range from 0.389 to 6.61 bp and from 2.17 to 41.8 bp , respectively. The sensitivity of power and absolute position errors to the experimental factors differs between primary and alternative positions.

Table 1.3: Analysis of variance of absolute position errors for the detection of primary and alternative positions using local concentration estimands. ${ }^{*}$ indicates that a factor was statistically significant with $p<0.0001$. Remaining factors had $p$-values larger than 0.95 .

|  | Primary Positions |  |  | Alternative Positions |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Df | Sum Sq | F value | Df | Sum Sq | F value |
| Coverage | 9 | 1453 | $63^{*}$ | 9 | 11136 | $1826^{*}$ |
| Offset | 9 | 5838 | $253.20^{*}$ | 8 | 34615 | $6385^{*}$ |
| Magnitude | 9 | 116497 | $5053^{*}$ | 9 | 74826 | $12267^{*}$ |
| Coverage:Offset | 81 | 148 | 0.7 | 72 | 5331 | $110^{*}$ |
| Coverage:Magnitude | 81 | 1292 | $6^{*}$ | 81 | 4532 | $83^{*}$ |
| Offset:Magnitude | 72 | 2964 | $16^{*}$ | 72 | 154557 | $3167^{*}$ |
| Coverage:Offset:Magnitude | 648 | 1044 | 0.6 | 648 | 3968.16 | $9.04^{*}$ |
| Residuals | 10090 | 25848 |  | 8100 | 5490 |  |

For primary positions, the power increases as the effective magnitude of the primary position increases and decreases as the offset to the alternative position increases. The ANOVA results in Table 1.3 suggest that the majority of variation in absolute estimation errors for primary positions ( $75 \%$ of total and $90 \%$ of explained) is driven by the relative magnitude of primary and alternative positions. Coverage plays a minor role in the variation of these errors, even when including all of its interactions. The logistic regression results in Table 1.4 tell a similar story, with effective magnitude of the primary position and its interaction with the offset to the alternative position showing a strong positive effect on power. Other effects are considerably smaller.

For alternative positions, the power increases as effective magnitude of the primary position, the offset to the alternative position, and the coverage increase. The ANOVA results in Table 1.3 show that the majority of the variation in absolute estimation errors for alternative positions is accounted for by the offset-magnitude interaction ( $52 \%$ of total, $53 \%$ of explained), with the marginal contributions of magnitude, offset, and coverage accounting for most of the remaining variation ( $41 \%$ of total, $42 \%$ of explained).

The logistic regression results in Table 1.4 support these findings and shed more light on

Table 1.4: Logistic regression of power on design factors as continuous variables for primary and alternative positions. Are regressors are normalized to have range $[0,1]$.

|  | Primary Positions |  | Alternative Positions |  |
| ---: | ---: | ---: | ---: | ---: |
|  | Estimate | z value | Estimate | z value |
| (Intercept) | 1.7018 | 2.13 | -1.6631 | -44.64 |
| Coverage | -0.0456 | 2.33 | 0.4591 | 7.12 |
| Offset | 0.4778 | 0.82 | -1.5089 | -20.65 |
| Effective Magnitude | 2.0866 | 14.07 | 2.1086 | 38.37 |
| Coverage•Offset | -0.5585 | -1.42 | 1.0953 | 8.64 |
| Coverage••ffective Magnitude | -0.7448 | -5.31 | -0.3608 | -3.75 |
| Offset•Effective Magnitude | 0.9623 | 2.62 | 7.8374 | 55.50 |
| Coverage.Offset•Effective Magnitude | -0.3217 | -0.95 | 8.7109 | 31.84 |

the drivers of power for primary and alternative positions. The marginal effect of effective magnitude of the primary position is similar for primary and alternative positions, but the offset-effective magnitude and three-way interactions are far stronger for alternative positions than they are for primary positions. Coverage also has a pronounced effect on power for alternative positions, both marginally and through the interaction terms.

Taken together, these results demonstrate that the proposed method can detect local concentrations in the distribution of nucleosome positions across a broad range of realistic conditions. We can reliably detect and estimate the locations primary positions with average power over $90 \%$ and average absolute position errors of only 2.1 bp . Although alternative positions are more difficult to detect, the proposed method provides reliable inferences about their positions as well, yielding an average power of $76 \%$ and mean absolute position errors of 6.obp. We discuss the implications of these capabilities for biological analyses in Section 1.5 .

### 1.4.4 REPRODUCIBILITY ANALYSIS

We compared the reproducibility of estimates of cluster-level properties from the proposed method to those from a Parzen-window estimator, and assessed the reproducibil-
ity of estimated local concentration locations from the proposed method. For this comparison, we used measurements from two distinct samples (biological replicates, indexed by $i$ ), each of which was sequenced twice (technical replicates, indexed by $j$ ). This design yields four data sets, $H_{i j}$ for $i, j=1,2$, which allow for two comparisons within biological replicates (i.e., $H_{11}$ versus $H_{12}$, and $H_{21}$ versus $H_{22}$ ), and four comparisons across biological replicates. Biological replicates have different levels of enzymatic digestion, allowing us to directly assess gains in robustness from estimation of the digestion variability template, introduced in Section 1.2.1.

We examine the reproducibility of inferences on cluster-level and local concentration estimands in Sections 1.4.4 and 1.4.4, respectively. For these analyses, we first matched inferred positions within pairs of replicates. We then took the union of all matched positions, within each pair of replicates, as a basis for subsequent analyses; for instance, to estimate the distribution of distances between matched positions, and the correlations of inferred measures associated with each position. The same matching procedure was used for inferences on both cluster-level properties and local concentrations. We present detailed results for each class of estimand below.

## Clusters

We assessed the reproducibility of estimated cluster positions and cluster-level summaries from both our method and the standard Parzen-window technique. For the former, all estimates are posterior means of the estimands specified in Equations 1.9-1.11 $\left(L_{i, j}, S_{i, j}\right.$, and $R_{i, j, q}$ ) using a window of $\pm 73 \mathrm{bp}$ around each estimated cluster center. We set $q=0.9$ for the sparsity estimand. For the latter, we estimated cluster-level properties using the observed read counts $\vec{y}$ directly to obtain estimates of the localization, sparsity, and structure indices described in Section 1.2.3 for the clusters identified by the Parzen-window method. In addition to matching inferred positions between replicates for each method,


Figure 1.8: Joint distributions of local, structure, and sparsity indices for matched clusters between biological replicates for model-based (top) and Parzen window/read-based (bottom).
as described above, we also matched inferred positions between methods within each replicate to asses the comparability of estimates obtained by the different methods. Our results are summarized in Figure 1.8.

Inferred cluster positions were highly reproducible with a mean best-match distance of $15.72 \pm 0.14 \mathrm{bp}$ and median best-match distance of 4 bp , between biological replicates, and of $14.30 \pm 0.2 \mathrm{bp}$ and 3 bp , respectively, between technical replicates. With the proposed method, $90 \%$ of clusters were matched within 44 bp across biological replicates, and within 35bp across technical replicates. These results are comparable to the those obtained with a Parzen-window estimator, which achieves mean and median best-match distances of $15.24 \pm 0.14 \mathrm{bp}$ and 4 bp , between biological replicates, and of $13.98 \pm 0.19 \mathrm{bp}$ and 8 bp , respectively, between technical replicates. Inferred cluster positions were also consistent across methods, within each replicate, with mean and median best-match distances of $3.11 \pm 0.07 \mathrm{bp}$ and 1 bp . Across methods, $90 \%$ of inferred cluster positions were matched within 2 bp and $95 \%$ were matched within 3 bp .

Cluster-level properties, however, showed significant differences between the model-
based and Parzen-window estimates, both in terms of reproducibility and comparability, as Figure 1.8 shows. The model-based estimator of the localization estimand $L$ showed the greatest reproducibility with an $R^{2}$ of $0.765 \pm 0.002$ between matched clusters for biological replicates ( $0.799 \pm 0.002$ for technical replicates), performing better than the read-based estimates which had $R^{2 \prime}$ 's of $0.713 \pm 0.003$ and $0.745 \pm 0.005$, respectively. The model-based estimator of the structure estimand $S$ was close behind with $R^{2 \prime}$ s of $0.749 \pm$ 0.002 and $0.795 \pm 0.002$ for biological and technical replicates. However, the read-based estimator of $S$ fared considerably worse with $R^{2}$ 's of only $0.664 \pm 0.003$ and $0.698 \pm 0.004$, respectively. The model-based estimator of the sparsity estimand $R$ showed the largest gap in reproducibility between model-based and read-based estimators, with $R^{2}$ 's of $0.720 \pm$ 0.002 and $0.736 \pm 0.002$ for the model-based method (between biological and technical replicates) and $R^{2}$ 's of only $0.403 \pm 0.007$ and $0.526 \pm 0.005$ for the read-based estimator, respectively.

Localization ( $L$ ) was also the most comparable feature between the model-based and read-based estimators with a Spearman correlation of $0.950 \pm 0.001$ within replicates. This can be seen graphically in the leftmost panels of Figure 1.8: the read-based localization index is noisier than the model-based one, but their distributions appear otherwise comparable. The structure index $(S)$ was moderately comparable between the model-based and read-based estimators with a Spearman correlation of $0.784 \pm 0.001$. The magnitudes of these estimators are less comparable than the correlation suggests, with the model-based estimator spanning nearly 3 times the range of the read-based one. The sparsity index ( $R$ ) was barely comparable between estimators, as one would expect from the middle panels of Figure 1.8. Its Spearman correlation was only $0.218 \pm 0.003$, and the read-based estimator spanned a far wider range of values than the model-based one. These differences arise because the model-based and read-based estimators are actually estimating different quantities. Read-based estimators are estimating properties of both the experimental er-


Figure 1.9: Empirical CDFs of best-match distances between detected local concentrations for technical (red) and biological (blue) replicates.
rors and the distribution of positions, whereas the model-based estimators are targeting only the underlying distribution of nucleosome positions.

These results show that the proposed methods provide reproducible inferences about the local structure of nucleosome positions across variation from biological and technical sources, including explicit changes to the degree of enzymatic digestion. They significantly outperform standard Parzen-window and read-based estimators in this regard and provide a richer, more accurate view of the true distribution of nucleosome positions.

## LOCAL CONCENTRATIONS

The locations of detected local concentrations (based on $C_{3,147}(k)$ ) are highly reproducible across both biological and technical replicates. These results are summarized in Figure 1.9, where we compare the distributions of best-match distances between biological and technical replicates.

We observe higher reproducibility between technical replicates than between biological replicates, with median best-match distances of 1 bp and 2 bp , respectively. For biological replicates, $75 \%$ of positions were matched within $10 \mathrm{bp}, 80 \%$ were matched within 15 bp ,
and $90 \%$ were matched within 33 bp . For technical replicates, the corresponding quantiles were $6 \mathrm{bp}, 11 \mathrm{bp}$, and 30 bp . These results demonstrate the reliability of the proposed method in analyzing high-throughput sequencing data, and provide confidence that the small-scale details of nucleosome positioning identified by the proposed method represent real biological structure.

### 1.5 CONCLUDING Remarks

We have presented an approach to modeling and making inferences about the genomewide distribution of nucleosome positions from paired-end sequencing data. The results presented in Section 1.4 demonstrate the utility of the proposed methods for biological analyses, particularly the reproducibility of its inferences across experimental conditions. Below, we expand on several broader points that have informed the development of these methods, including the lack of utility of single-cell constraints in the analyses of measurements on cell populations, the relationship between estimands of interest and the performance gains stemming from model-based inferences on them, and the role of distributed computing in inference with massive, high-dimensional data.

### 1.5.1 Modeling

We explicitly choose not to include prior information on nucleosome spacing in this model. Previous work has used the empirically-observed 150-200bp spacing between nucleosomes within individual cells to constrain inferences on nucleosome positions (e.g., see Shivaswamy et al., 2008; Yuan et al., 2005). In the presence of alternative nucleosome positioning and chromatin dynamics, however, constraints on spacing that hold on a single-cell level need not hold after aggregation across a population of cells, which is where measurements are taken. With sequencing coverage on the order of 10-100, only
a tiny fraction of the cells in the population contribute to the observed data within each small region of the genome. The probability of observing even two reads from the same cell within, for instance, a single ORF is minuscule. As a result, single-cell constraints provide few constraints on the range of probable observations in high-throughput sequencing experiments. Thus, the proposed model does not use information on expected separation among nucleosomes along the sequence to constrain the inferred nucleosome positions. Instead, we opt for a simpler hierarchical structure within each segment, modeling locally shared distributions of nucleosome localization.

The proposed method uses information about the fragment lengths between by pairs of reads that is provided by paired-end sequencing technology to infer the effects of enzymatic digestion on the measurements $\vec{y}$. Many studies, however, use single-end sequencing technology, which does not provide fragment lengths. In related work (Zhou et al., 2012), we have developed an approach to estimate the digestion variability template, $\vec{t}$, for single-end data using an alternative source of fragment-length information; Bioanalyzer technology (e.g., Mueller, 2000). The model and inference presented in Sections 1.2 and 1.3 can be adapted to this single-end context with an appropriate modification of the template $\vec{t}$ and of the digestion matrix $X$.

### 1.5.2 Estimands

In defining the estimands of biological interest, we aimed at separating properties of the distribution of observed reads, which include the effects of enzymatic digestion, PCR, and sequencing, from the distribution of nucleosome positions, which is the true target of biological investigations. Existing estimators defined directly as functions of the read counts confound these distributions, impairing reproducibility of the analysis and ultimately their utility for scientific exploration. In the model introduced in Section 1.2, the distribution of nucleosome positions corresponds to the $\vec{\beta}$ vector, while the template $\vec{t}$
and the remaining error structure capture other sources of experimental variation. The estimands presented in Section 1.2.3 are functions only of the true underlying $\vec{\beta}$, and are thus unaffected by variation due to the experimental process, at least in principle. Below, we discuss two subtle points on the construction of these estimands.

First, there is a key distinction between cluster-based estimands such as $L_{i, j}, S_{i, j}$, and $R_{i, j, q}$ and other summaries of local structure, such as those based on $C_{p, l}(k)$. Cluster-based estimands capture the properties of the distribution of nucleosome positions within small regions identified by a clustering algorithm. These measured depend on the particular definition of "cluster" and on the clustering method used. The sensitivity of these estimands to these choices is problematic, in practice, and fine-grained structure is lost in the reduction of data to clusters. However, this reduction can simplify subsequent interpretation. In contrast, estimands such as the local concentration index $C_{p, l}(k)$ summarize the local structure of the nucleosome position distribution without relying on a clustering criterion. They lead to reproducible analyses and can be relied upon for scientific discovery of small-scale features. We believe that these classes of estimands are most useful in combination, providing complementary views on the distribution of nucleosome positions.

Second, we have found that the magnitude of the performance gains stemming from model-based inferences depends strongly on the estimand of interest. For instance, the proposed method outperforms read-based estimators in terms of power and error when targeting our cluster-level localization estimands $L$, but the difference in reproducibility is not overwhelming. However, the increase in reproducibility one can expect from the proposed method is substantial when targeting structure and sparsity measures, $S$ and $R$. This reflects the greater sensitivity of read-based estimators of structure and sparsity to observation noise. In addition, as we have shown in Section 1.4.3 and 1.4.4, the proposed method can provide reproducible inferences about individual local features less than 1obp wide, when inference on properties of the distribution of nucleosome positions at such a
fine resolution has been so far considered infeasible with read-based estimators. More generally, the more sensitive an estimand is to observation noise, the greater the performance gains expected from using the proposed method.

Our results suggest that careful probabilistic modeling of the core sources of experimental variation can enable new types of scientific inferences.

### 1.5.3 Inference

The use of distributed computing was essential for our method, as it allowed us to sample from the marginal posterior of $\vec{\beta}$ in only minutes per chromosome. We leveraged the conditional independence structure of our model to create an efficient, scalable distributed MCMC sampler. This structure stems from the finite length of the digestion variability template $\vec{t}$. As the template is $2 w+1$ wide, subvectors of $\vec{\beta}$ separated by at least $2 w$ base pairs are conditionally independent a posteriori given $\left(\vec{\mu}, \vec{\sigma}^{2}\right)$. Thus we can update collections of such subvectors independently across hundreds of processors. The communication costs involved in this procedure are low, as only each subvector (padded by $w$ entries on each end) and the relevant entries of ( $\vec{\mu}, \vec{\sigma}^{2}$ ) are needed for each update.

To update each subvector of $\vec{\beta}$ in our MCMC, we use a simple HMC step. Because of the convolution structure of $X$, computation of the conditional posterior and its gradient for $B$-entries-long subvectors of $\vec{\beta}$ scale as $O(B \log B)$. For a fixed block size $B$, adding processors in proportion to the length of the chromosome being analyzed maintains constant runtime. In addition, the proposed method has constant runtime with respect to the number of fragments observed, omitting alignment. As shown in Section 1.4.2, this scalable inference strategy leads to a high-quality sampler.

We propose a combination of Bayesian and frequentist techniques for the detection of local concentrations of nucleosomes. We use the local concentration estimands, $C_{p, l}(k)$, to define the structure of interest. We then use draws from the parallel HMC sampler to esti-
mate the posterior probabilities of these estimands exceeding their expected value under a locally uniform distribution of nucleosome positions. Instead of using these estimated posterior probabilities to make inferences directly, we calibrate them using frequentist multiple testing techniques (Storey and Tibshirani, 2003). Instead of relying upon the model to provide a null distribution for such calibration, we adopt a data-dependent permutation null in the spirit of Fisher's exact test. The calibration step provides guarantees on the behavior of the detection procedure under a permutation null and transforms our Bayesian posterior probabilities to the more standard, interpretable scale of FDRs and q -values.

The pragmatic approach to detection described above is one step in our broader approach to the analysis of nucleosome positioning. First, we used a probability model to build statistics that directly target the scientific estimands of interest, and performed inference with MCMC. Second, we used permutations to define a reference distribution based on the observed data and the segmentation, and detect local concentrations of nucleosome positions. Third, we evaluated the power, accuracy, and reproducibility of inferences from our method using biologically-motivated simulations, and technical and biological replicates. Each step in this strategy reflects less reliance upon modeling assumptions and a greater emphasis on external validity. The success of this strategy is reflected in the empirical results and simulation studies presented in Section 1.4. We obtain accurate, reproducible, scalable inferences about the genome-wide distribution of nucleosome positions with well-studied operating characteristics, providing new capabilities to this area of biology.

# Absolute protein quantitation: Inference with 

 non-ignorable missing data in high throughput proteomics
### 2.1 INTRODUCTION

Proteins are the leading actors in cellular processes, making them a prime target for biological investigation. Understanding their absolute concentrations within a population of
cells can elucidate the molecular dynamics that regulate their functions (Ishihama et al., 2005) and open a broad range of biological processes to deeper investigation. However, measuring the concentration of many proteins in a single experiment has been difficult (Ghaemmagham et al., 2003). As a result, many investigations have relied upon gene expression as a proxy for the concentration of these proteins (Franks et al., 2013). In recent years a new field of high-throughput proteomics has emerged, in which biologists and biochemists have begun exploring the next level of biological complexity with Fourier transform mass spectrometers (Scigelova and Makarov, 2006; Scigelova et al., 2011). Highthroughput mass spectrometry can deliver a fine-grained view of cellular activity at an unprecedented scale and precision. In principle, this new technology enables the direct estimation of absolute protein concentrations from the relative intensities of protein fragments in a biological sample.

In practice, the measurement process implemented by mass spectrometers introduces complex systematic biases that must be accounted for to obtain valid estimates of absolute protein concentrations. Proteins are large macromolecules, consisting of intricatelyfolded sequences of amino acids. They are enzymatically digested into fragments, which are amenable to analysis by mass spectrometry (Thakur et al., 2011). Protein fragments are generally referred to as peptides; throughout this paper, fragments with the same sequence but distinct characteristics (e.g., charge states and chemical modifications) are considered distinct peptides. These peptides are analyzed by two separate mass spectrometers to produce quantitative summaries (Steen and Mann, 2004). Because of sample complexity and instrument limitations, however, not all of the peptides can be analyzed in the second-stage of mass spectrometry to have their sequence identified. The instrument is programmed to select the most abundant peptides in the first stage of mass spectrometry for sequencing, at any given time. This multi-stage measurement process results in a systematic bias towards observing peptides from the sample's most abundant proteins.


Figure 2.1: Overview of the measurement process in LC-MS/MS proteomics. Clockwise from top left: Cells are lysed to extract proteins, which are broken down into fragments by a protease. These fragments are then fractionated by charge and separated by hydrophobicity in the liquid chromatography (LC) stage before being sent through tandem mass spectrometry (MS/MS). This yields the spectrographic intensity (shown by shaded dots) and mass/charge ratio for each fragment retention time. A subset of these fragments are selected for further processing at each time, allowing for identification.

In this paper, we present and evaluate a statistical technique to correct these biases, providing reliable estimates of absolute protein abundances from mass spectrometry experiments.

Figure 2.1 illustrates the experimental process in detail. Starting from the top left, a culture of approximately $10^{8}$ cells are opened (lysed) to extract their proteins, which are then digested with an enzyme (protease) into fragments (peptides). These peptides are then separated based on their hydrophobicity (via high-performance liquid chromatography). As peptides reach the spray tip gradually, they are given an electrical charge and fly into the mass spectrometer. All of these steps simply transform the long, complex mass of proteins from our cell culture into a well-separated set of simpler molecules that the mass spectrometers can process.

Fragments that are ionized within the same short time window are analyzed together by the first of two mass spectrometers (MS1). At this stage, fragments with the same sequences of amino acids are present in a number of different states as a result of ion charges, in vivo post-translational modifications and in vitro chemical modifications from
the sample preparation (Michalski et al., 2011). This step results in raw measurements $\xi(t, r)$ each of which quantifies the intensity ${ }^{1}$ corresponding to ionized fragments with mass-to-charge ratio $r$, analyzed within a time window indexed by $t$. These intensities are proxies for relative abundance of fragment in the mass spectrometer within each time window. The rightmost sections of Figure 2.1 illustrate the output of this process, with each fraction yielding a set of intensities $\xi(t, r)$ for each (retention) time $t$ and mass-tocharge ratio $r$. The lower right panel of this figure shows one slice through this dataset corresponding to a particular time $t$. A subset of the fragments analyzed by the first mass spectrometers is selected, based on their intensities, to be broken down into yet smaller fragment components by collision with a gas. The products of these collisions are then analyzed by a second mass spectrometer (MS2). This step results in an additional set of intensity measurements for these components, each of which has a distinct mass-to-charge ratio and is associated with its original fragment's mass-to-charge ratio by the instrument. The final (bottom left) panel of Figure 2.1 shows the intensity spectrum obtained by MS2 for the components of the fragments with mass-to-charge ratio $r$ selected from MS1. The amino acid sequence of these fragments can often be reliably determined by analyzing differences in the mass-to-charge ratio between adjacent peaks in the MS2 spectrum.

The statistical problem of interest is to estimate the absolute concentrations of proteins in a sample from the observed peptide-level intensities $\{\xi(t, r): t \in T, r \in R\}$. However, to tackle this problem, we must first associate these raw intensities with peptides and condense them into a more manageable set of summaries. This preprocessing falls under the heading of identification, a well-studied problem in MS/MS proteomics. In

[^1]the identification task, the intensity and mass-to-charge data from MS2 are used to detect which peptides are present in the sample, in terms of their most likely sequence, charge, and possible chemical and post-translational modifications. In a typical run, hundreds of thousands of unique peptides are simultaneously detected. The observed spectrum of each detected peptide is then compared to the theoretical spectra of the all peptides that would be generated by digesting the proteins in the sample with a specific enzyme. For example, the enzyme trypsin digests the amino acids arginine ( R ) and lysine ( K ), so each protein is expected to be fragmented into peptides by removing all arginines and lysines from its amino acid sequence. Currently, several well-established methods for peptide/protein identification exist in the literature (Cox and Mann, 2008; Perkins et al., 1999; Eng et al., 1994); we generally use the MaxQuant software of Cox and Mann (2008).

Identification yields a set of integrated log-intensities $y_{i k l}^{o b s}$, each of which is associated with peptide $k$ from protein $i$, and $l$ indexes distinct modifications and charge states. These integrated log-intensities are known to be approximately linearly related to the log of the number of molecules of that peptide present in the mass spectrometer, making them an excellent basis for absolute quantitation (Old et al., 2005; Scigelova et al., 2011). Formally, each $y_{i k l}$ is the result of two operations: a mapping between identified fragment and a given set of values for $(t, r) \in \Delta_{i k l}$, and the integration of $\xi(t, r)$ over these values. The mapping serves to associate each observed $\xi(t, r)$ with a given peptide state $i k l$. The raw intensities $\xi(t, r)$ are then integrated over a small window in both retention time and mass-to-charge ratio. The former accounts for the fact that any given peptide ikl is typically observed across adjacent time windows, while the latter accounts for minor variation in $r$ for each fragment originating from the presence of multiple isotopes and other factors. Thus, all
of our inferences are based on

$$
\begin{equation*}
y_{i k l}^{o b s}=\log _{1 \circ}\left(\iint_{(t, r) \in \Delta_{i k l}} \xi(t, r) \mathrm{d} r \mathrm{~d} t\right) . \tag{2.1}
\end{equation*}
$$

With these quantities in-hand, we can refine the statement of our statistical problem: using the collection of integrated log-intensities $y_{i k l}^{\text {obs }}$ and known properties of the observed proteins, estimate the log-absolute concentrations of proteins in our sample $\zeta_{i}$. We present a probabilistic model for these data in Section 2.2, with particular details of the core estimand $\zeta_{i}$ provided in Section 2.2.2

### 2.1.1 Related work

There are two threads of literature on protein quantitation: relative and absolute quantitation. In relative quantitation, the estimand of interest is the ratio of a given protein concentration in two distinct samples (generally different experimental conditions). In contrast, absolute quantitation requires the ability to estimate the concentration of all proteins in a single sample, relative to one another-these quantities together with the total amount of protein measured in the sample lead to the estimand of interest in this work, $\left\{\zeta_{i}: i \in I\right\}$, as we discuss in Section 2.2.2.

While there has been much work on the problem of peptide identification (e.g., Cox and Mann, 2008; Perkins et al., 1999; Eng et al., 1994), less progress has been made on the quantitation problem (Makawita and Diamandis, 2010). Despite the relatively strong correlation between the amount of each protein in a sample, the observed intensities, and the number of its peptides identified by the mass spectrometer (Old et al., 2005), heterogeneity in this relationship between labs, samples, and even peptides from a common protein has hampered the development of robust quantitation methods (Tabb et al., 2010; Bell et al., 2009). To control for these sources of variation, the popular methods for
relative quantitation rely on physically labeling each sample being compared, analyzing them simultaneously, and estimating the relative abundance protein-by-protein based on summaries of peptide intensity ratios (Ong et al., 2002). Existing experimental methods for estimating absolute abundance are quite intricate. For each protein of interest, the experimenter must synthesize a set of synthetic, standard peptides. They then compare the observed intensities of peptides from the sample to the intensities of the corresponding standard peptides, which are introduced at known concentrations (Gerber et al., 2003). These approaches have limited throughput, are experimentally complex, and are limited to quantitation of a preselected set of proteins.

Motivated by the limitations of experimental quantitation methodologies, there has been a growing interest in computational methods for relative and absolute quantitation. The simplest of these are based on spectral counting, either in the form of ratio-based estimates for relative quantitation (Liu et al., 2004), or using rescaled counts for absolute quantitation (Ishihama et al., 2005). More recently, a semi-supervised absolute quantitation method called APEX has been developed, which uses a large training dataset to learn how differences in physiochemical properties affect the probability of peptide identification, independent of abundance (Lu et al., 2006). It then uses these estimated probabilities of identification to construct a weighted estimator of protein abundance. Another class of methods uses peptide intensities, which have a wider dynamic range than spectral counts, for quantitation, the most common of which are based on simple summaries of observed intensities, such as their median (de Godoy et al., 2008; Silva, 2005). Most recently, a few attempts have been made to combine intensity and identification information, for example using principle component analysis to combine these features across samples (e.g., Dicker et al., 2010). Finally, the most sophisticated techniques, which motivated our own work, are model-based methods for relative quantitation that account for missing data at the peptide level (Karpievitch et al., 2009; Luo et al., 2009). However, by
focusing on peptide-level missingness, these methods fail to account for the true amount of missing data, since each peptide is generally found in a number of different states, due to biological and chemical modifications (Michalski et al., 2011).

### 2.1.2 CONTRIBUTIONS OF THIS ARTICLE

In this paper, we introduce a statistical model that combines a hierarchical intensity model with an observation model for intensity-based censoring, in Section 2.2. This combination accounts for key aspects of the biology and of the data acquisition process, including the fact that peptides are observed in multiple charge and modification states, and that there are at least two missing data mechanisms that compound throughout any LC-MS/MS instrument.

Our approach is novel in a number of ways: (1) the focus is on absolute, rather than on relative quantitation; (2) while most existing approaches to quantitation involve simple summary statistics after identification, we posit and estimate a realistic censoring mechanisms that results in non-ignorable missing data; (3) the model explains the variability in the intensities of peptides observed in multiple charge and modification states, rather than the aggregated intensities for individual peptides. We find that accounting for nonignorable missing data helps reduce the selection bias induced by the measurement process. In addition, modeling intensity-based censoring at the level of peptide states helps transfer information from abundant to rare proteins, since the number of states we expect to observe any given peptide in is independent of abundance. As we show in Sections 2.4 and 2.5 , these aspects of the model allows robust, accurate estimation of absolute protein abundances in complex samples with concentrations spanning many orders of magnitude.

We provide efficient inference for this model, in Section 2.3, by leveraging a combination of Halley's method, adaptive Gauss-Hermite quadrature, and explicit envelopes for sampling the number of censored peptide states and the censored intensities. In Section
2.4, we explore the frequentist coverage of interval estimates, and we compare the performance of the proposed method with existing methods for estimating absolute protein concentrations, as we systematically vary the abundance and the length of the target proteins. In Section 2.5, we explore the extent to which key assumptions of our model hold in practice, and we analyze estimates based on three biological samples, processed with different LC-MS/MS settings, in which a set of proteins with known concentration was introduced for validation purposes.

### 2.2 MODEL

We develop a probabilistic model for the measurements, $y_{i k l}^{o b s}$, the output of an LC-MS/MS experiment combined with identification analysis with standard software. The observed data consists of: the observed state-level intensities $y_{i k l}^{o b s}$, indexed by protein $i$, peptide $k$, and charge state $l$, and the observed counts of observed states by peptides $s_{i k}^{\text {obs }}$. We also know the number of possible peptides per protein $m_{i}$, for a given enzyme used for digestion, which is independent of the sample in theory but requires careful preprocessing in practice.

We are interested in inferring the abundance of each protein $i$ within the given sample. This abundance is a monotone function of the parameter $\mu_{i}$ as detailed in Section 2.2.2.

We posit the following model,

$$
\begin{align*}
\gamma_{i k} \mid \mu_{i}, \tau_{i}^{2} & \sim \operatorname{Normal}\left(\mu_{i}, \tau_{i}^{2}\right), i=1, \ldots, n, k=1, \ldots, m_{i}  \tag{2.2}\\
s_{i k} \mid \lambda, r & \sim 1+\operatorname{Negative-\operatorname {Binomial}(1-\lambda ,r),k=1,\ldots ,m_{i}}  \tag{2.3}\\
y_{i k l} \mid \gamma_{i k}, \sigma_{i}^{2} & \sim \operatorname{Normal}\left(\gamma_{i k}, \sigma_{i}^{2}\right), l=1, \ldots, s_{i k}  \tag{2.4}\\
R_{i k l} \mid \pi^{r n d}, s_{i k} & \sim \operatorname{Bernoulli}\left(1-\pi^{r n d}\right), l=1, \ldots, s_{i k}  \tag{2.5}\\
I_{i k l} \mid y_{i k l}, \vec{\eta}, s_{i k}, R_{i k l}=1 & \sim \operatorname{Bernoulli}\left(1-g\left(y_{i k l} ; \vec{\eta}\right)\right), l=1, \ldots, s_{i k}  \tag{2.6}\\
O_{i k l} & =R_{i k l}: I_{i k l}  \tag{2.7}\\
Y_{o b s} & =\left\{y_{i k l}: O_{i k l}=1\right\}  \tag{2.8}\\
Y_{m i s} & =\left\{y_{i k l}: O_{i k l}=\mathrm{o}\right\} \tag{2.9}
\end{align*}
$$

This model consists of two pieces: the distribution of the complete data $Y_{c o m}=\left(Y_{o b s}, Y_{m i s}\right)$ given the parameters, and the distribution of the observed data given the complete data and parameters. Starting with the complete data for protein $i$, this model specifies that each peptide gets a mean intensity $\gamma_{i k}$ distributed around the protein-mean $\mu_{i}$. No prior distribution on $\mu_{i}$ is assumed. Similarly, each state-level intensity $y_{i k l}$ is distributed around the peptide-level intensity. The variances of these distributions are $\tau_{i}^{2}$ and $\sigma_{i}^{2}$ are drawn from inverse-Gamma distributions.

$$
\begin{align*}
1 / \tau_{i}^{2} & \sim \operatorname{Gamma}\left(\alpha_{\tau}, \beta_{\tau}\right)  \tag{2.10}\\
1 / \sigma_{i}^{2} & \sim \operatorname{Gamma}\left(\alpha_{\sigma}, \beta_{\sigma}\right) \tag{2.11}
\end{align*}
$$

This is a straightforward Normal hierarchical model except for one complication. The number of states per peptide $s_{i k}$ is drawn from a shifted negative binomial distribution. This distribution is fixed across proteins and peptides, reflecting the physical indepen-
dence between the number of possible charge states and a protein's abundance. This invariance plays a crucial role in our inference, as we discuss in Sections 2.3 and 2.6. Hence, we have

$$
\begin{align*}
P\left(Y_{c o m} \mid \vec{\mu}, \vec{\sigma}^{2}, \vec{\tau}^{2}, r, \lambda\right)=\prod_{i k} & {\left[\frac{1}{\tau_{i}} \phi\left(\frac{\gamma_{i k}-\mu_{i}}{\tau_{i}}\right)\binom{s_{i k}+r-2}{s_{i k}-1} \lambda^{r}(1-\lambda)^{s_{i k}-1} .\right.}  \tag{2.12}\\
& \left.\prod_{l=1}^{s_{i k}}\left[\frac{1}{\sigma_{i}} \phi\left(\frac{y_{i k l}-\gamma_{i k}}{\sigma_{i}}\right)\right]\right]
\end{align*}
$$

where $\phi(z)$ is defined as $\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} z^{2}\right)$.

### 2.2.1 MISSING DATA MECHANISM

The missing data mechanism operates at the state level and is characterized using two random variables. The first is a random censoring indicator, $R_{i k l} \sim \operatorname{Bernoulli}\left(1-\pi^{r n d}\right)$, which accounts for censoring due to factors other than abundance. The second is an intensity censoring indicator, $I_{i k l} \sim \operatorname{Bernoulli}\left(1-g\left(y_{i k l} ; \vec{\eta}\right)\right)$, which accounts for the intensitydependent censoring. We assume $I_{i k l}$ is drawn only if $R_{i k l}=1$, as shown in Figure 2.2. Hence, we have


Figure 2.2: Possible missingness indicator values.

$$
P\left(\vec{I}, \vec{R} \mid Y_{c o m}, \eta, \pi^{r n d}\right)=\prod_{i k l}\left(\pi^{r n d}\right)^{1-R_{i k l}}\left(1-\pi^{r n d}\right)^{R_{i k l}}\left(1-g\left(y_{i k l} ; \eta\right)\right)^{I_{i k l} R_{i k l}} g\left(y_{i k l} ; \eta\right)^{\left(1-I_{i k l}\right) R_{i k l}}
$$

which implies a corresponding distribution on the (redundant) variables $\vec{O} \equiv \vec{I} \circ \vec{R}$, where - denotes element-wise product, which indicate whether each intensity $i k l$ is observed. In particular, the marginal probability of observing a given peptide state given $y_{i k l}$ and all other parameters is then

$$
\begin{equation*}
P\left(O_{i k l}=1 \mid y_{i k l}, \vec{\Theta}\right)=\left(1-\pi^{r n d}\right)\left(1-g\left(y_{i k l} ; \vec{\eta}\right)\right) \tag{2.14}
\end{equation*}
$$

In combination with (2.12), these assumptions imply that

$$
\begin{equation*}
s_{i k}^{\text {obs }} \mid \vec{\gamma}, \vec{\sigma}^{2}, \vec{s} \sim \operatorname{Binomial}\left(s_{i k},\left(1-\pi^{r n d}\right)\left(1-\pi_{i k}^{i n t}\right)\right) \tag{2.15}
\end{equation*}
$$

are conditionally independent across peptides, where $\pi_{i k}^{\text {int }}=\int_{\mathbb{R}} g(t ; \eta) \frac{1}{\sigma_{i}} \phi\left(\frac{t-\gamma_{i k}}{\sigma_{i}}\right) \mathrm{d} t$. From this, we see how the division of the missing data mechanism into random and intensitybased censoring adds flexibility to our model, allowing the probability of missingness to
asymptote to a value lower than 1 as intensity increases. However, it is important to note that this separation is largely conceptual, not physical. The random and intensity-based censoring mechanisms corresponds only roughly to the early and late stages of the LCMS/MS process, respectively.

From a theoretical perspective, this missing data mechanism induces a stochastic dominance relationship between the distribution $Y_{\text {obs }}$ and $Y_{\text {com }}$, as Theorem 1 establishes:

Theorem 1. Suppose $X \sim F_{X}(x)$; that is, $X$ has a cumulative distribution function that can be represented as a Riemann-Stieltjes integral over $\mathbb{R}$. Let $Z \mid X=x \sim \operatorname{Bern}(g(x))$, where $g(x)$ is strictly increasing on $\mathbb{R}$ from o to 1 . Then, the posterior distribution of $X$ given $Z=1$ stochastically dominates the original distribution of $X$.

This result establishes that observed intensities will be biased upwards relative to the complete ones. We use this result for model checking in Section 2.5.2. A proof is provided in Section 2.8.

### 2.2.2 ESTIMANDS

The $\mu_{i}$ parameters are the primary target of the inference; however, they are not directly interpretable as absolute measures of protein abundance. To provide absolute measures, we must convert $\mu_{i}$ from the log-intensity scale to the scale of protein abundances. We define an estimand $\zeta_{i}$ for this purpose,

$$
\begin{equation*}
\zeta_{i}=\log _{10}\left(\frac{T \times 10^{\mu_{i}}}{\sum_{i=1}^{n} 10^{\mu_{i}}}\right)=\mu_{i}+\log _{10}(T)-\log _{10}\left(\sum_{i=1}^{n} 10^{\mu_{i}}\right), \tag{2.16}
\end{equation*}
$$

where $T$ is the total amount of proteins in the sample of interest. The key feature of this estimand is normalization by $\sum_{i=1}^{n} 10^{\mu_{i}}$, which provides the core conversion from log-intensities to the log-abundance scale (up to an additive constant). The total protein

Table 2.1: Prior Distributions.

$$
\begin{aligned}
\log \left(\alpha_{\sigma}\right) & \sim N\left(\mu_{\mathrm{o} \alpha_{\sigma}}, v_{\mathrm{o} \alpha_{\sigma}}\right) \\
\beta_{\sigma} & \sim \operatorname{Gamma}\left(\alpha_{\mathrm{o} \sigma}, \beta_{\mathrm{o} \sigma}\right) \\
\log \left(\alpha_{\tau}\right) & \sim N\left(\mu_{\mathrm{o} \alpha_{\tau}}, v_{\mathrm{o} \alpha_{\tau}}\right) \\
\beta_{\tau} & \sim \operatorname{Gamma}\left(\alpha_{\mathrm{o} \tau}, \beta_{\mathrm{o} \tau}\right) \\
\pi^{r n d} & \sim \operatorname{Beta}\left(\alpha_{\mathrm{o} \mathrm{\pi}}, \beta_{\mathrm{o} \mathrm{\pi}}\right) \\
\lambda & \sim \operatorname{Beta}\left(\alpha_{\mathrm{o} \lambda}, \beta_{\mathrm{o} \lambda}\right) \\
\log (r) & \sim N\left(\mu_{\mathrm{or}}, v_{\mathrm{o} r}\right)
\end{aligned}
$$

amount $T$ serves primarily as a rescaling factor for interpretability, which converts estimates from log-proportion of proteins to log-molecules per cell or log-femtomoles. We assume that $T$ is known and fixed. While this assumption is often challenged in practice, it is crucial to neither the validity nor the utility of our estimates. Modeling $T$ is also a possibility.

### 2.3 INFERENCE AND ESTIMATION

We develop an efficient Monte Carlo Markov Chain algorithm to perform inference with the proposed model on proteome-wide data sets with hundreds of thousands of peptide states. We design a Metropolis-within-Gibbs algorithm, alternating between updates for the missing data and parameters. The algorithm consists of the following steps within each iteration:

1. Draw the censored peptide latent variables, $M \mid Y^{\text {obs }}, \vec{\Theta}$.
(a) Draw the number of peptide states, $\vec{s} \mid Y^{\text {obs }}, \vec{\Theta}$, using rejection sampling.
(b) Draw the random censoring indicators, $\vec{W} \mid \vec{s}, Y^{\text {obs }}, \vec{\Theta}$.
(c) Draw the censored intensities, $\mathrm{Y}^{\text {mis }} \mid \vec{W}, \vec{s}, \overrightarrow{Y^{0 b s}}, \vec{\Theta}$, using rejection sampling.
2. Update the parameters $\vec{\Theta}$ given the complete data $\left(\vec{Y}^{\mathrm{obs}}, \vec{M}\right)$.

The updates of $\vec{\Theta} \mid \overrightarrow{Y^{0 b s}}, M$ are of a standard form. In Section 2.3.1, we provide the details of the exact update of $\vec{M}$ given $\vec{\Theta}$. We leave further details of our inference strategy are contained in the Appendix, which includes the complete specification the updates for $\vec{\Theta}$ given $\vec{M}$. Table 2.1 provides the prior distributions used in our inference; we provide the specific parameter values used in Appendix B.

### 2.3.1 Draw the censored peptide latent variables, $M \mid \vec{\Theta}$.

Drawing the missing data $\mathbf{M}=\left\{\mathbf{Y}^{\text {mis }}, \mathbf{s}, \mathbf{R}\right\}$ is the most challenging component of the inference. The dimensionality of the missing data $\mathbf{M}$ is not fixed across iterations, so standard Metropolis-Hastings techniques are not enough. Reversible Jump Metropolis-Hastings (RJMH) methods provide one option, which we originally explored, but they proved too inefficient and fragile. Instead, we develop a partially marginalized update than draws from the exact conditional distribution of $\vec{M}$ given $\left(\overrightarrow{Y^{0 b s}}, \vec{\Theta}\right)$. We implement this exact draw using a "triangular" dependence structure, starting with the easiest draws to marginalize:

$$
\begin{align*}
p\left(\vec{M} \mid \vec{Y}^{\text {obs }}, \vec{\Theta}\right) & \propto p\left(\vec{s} \mid \vec{s}^{\text {obs }}, \vec{Y}^{\text {obs }}, \vec{\Theta}\right)  \tag{2.17}\\
& \times p\left(\vec{R} \mid \vec{s}, \vec{Y}^{\text {obs }}, \vec{\Theta}\right) \\
& \times p\left(\vec{Y}^{\text {mis }} \mid \vec{R}, \vec{s}, \vec{Y}^{\text {obs }}, \vec{\Theta}\right)
\end{align*}
$$

Using efficient numerical integration techniques (such as Gauss-Hermite quadrature) and exact sampling methods (involving explicit envelopes for rejection samplers), we generate exact draws from the joint posterior of the missing data using the above sequence of conditional distributions. Details of each of these draws is given in the following sections. Section 2.3.1 details the steps required to compute and sample $\vec{s}$ from $p\left(\vec{s} \mid \vec{s}^{o b s}, \vec{Y}^{0 b s}, \vec{\Theta}\right)$. Section 2.3.1 covers $p\left(\vec{R} \mid \vec{s}, \vec{Y}^{o b s}, \vec{\Theta}\right)$. Section 2.3.1 details the exact sampling strategy for
$p\left(\vec{Y}^{m i s} \mid \vec{R}, \vec{s}, \vec{Y}^{b b s}, \vec{\Theta}\right)$.

DRAWING FROM $p\left(\vec{s} \mid \vec{Y}^{0 b s}, \vec{\Theta}\right)$
We derive the posterior of $s_{i k}$ given $\left(\vec{Y}^{0 b s}, \vec{\Theta}\right)$ by iteratively marginalizing over the remaining components of $\vec{M}$. For the derivations in this section, we define the number of unobserved states for peptide $k$ of protein $i$ as $s_{i k}^{m i s} \equiv s_{i k}-s_{i k}^{o b s}$; drawing $s_{i k} \mid s_{i k}^{o b s}, Y^{o b s}, \vec{\Theta}$ is then equivalent to drawing $s_{i k}^{m i s} \mid s_{i k}^{o b s}, Y^{o b s}, \vec{\Theta}$. First, we note that the conditional posterior distribution of $\vec{M}$ factors by both protein and peptide, so it suffices to consider a single $s_{i k}$. This yields

$$
\begin{align*}
p\left(s_{i k} \mid \vec{y}_{i k}^{\text {obs }}, s_{i k}^{o b s}, \vec{\Theta}\right) \propto & \propto\left(\vec{y}_{i k}^{\text {obs }} \mid s_{i k}, \vec{\Theta}\right) \cdot p\left(s_{i k} \mid \vec{\Theta}\right)  \tag{2.18}\\
= & {\left[\int_{\mathbb{R}_{i k}^{\text {sis }}} p\left(\vec{y}_{i k}^{o b s}, \vec{y}_{i k}^{m i s} \mid s_{i k}, \vec{\Theta}\right) \mathrm{d} \vec{y}_{i k}^{m i s}\right] \cdot p\left(s_{i k} \mid \vec{\Theta}\right) }  \tag{2.19}\\
\propto & \binom{s_{i k}^{\text {obs }}+s_{i k}^{m i s}}{s_{i k}^{o b s}} \cdot\left\{\prod_{l=s_{i k}^{o b s}+1}^{s_{i k}^{o b s}+s_{i k}^{m i s}} \int_{\mathbb{R}}\left[\sum_{R_{i k l}, I_{i k l}} p\left(y_{i k l}^{m i s}, R_{i k l}, I_{i k l} \mid s_{i k}, \vec{\Theta}\right)\right] \mathrm{d} y_{i k l}^{m i s}\right\} \\
& \cdot p\left(s_{i k} \mid \vec{\Theta}\right), \tag{2.20}
\end{align*}
$$

where the last relationship follows by conditioning on $\vec{Y}^{\text {obs }}$ and expansion over the missingness indicators $I_{i k l}$ and $R_{i k l}$. The combinatorial term enters the above expression due to the varying dimensionality of our missing data.

We then focus on $p\left(y_{i k l}^{m i s}, R_{i k l}, I_{i k l} \mid s_{i k}, \vec{\Theta}\right)$, obtaining

$$
\begin{align*}
\sum_{R_{i k l}, I_{i k l}} p\left(y_{i k l}^{m i s}, R_{i k l}, I_{i k l} \mid s_{i k}, \vec{\Theta}\right)= & p\left(y_{i k l}^{m i s} \mid s_{i k}, \vec{\Theta}\right) \cdot\left(p\left(R_{i k l}=0 \mid y_{i k l}^{m i s}, s_{i k}, \vec{\Theta}\right)+\right. \\
& \left.p\left(R_{i k l}=1 \mid y_{i k l}^{m i s}, s_{i k}, \vec{\Theta}\right) \cdot p\left(I_{i k l}=\mathrm{o} \mid R_{i k l}=0, y_{i k l}^{m i s}, s_{i k}, \vec{\Theta}\right)\right) \\
= & \frac{1}{\sigma_{i}} \phi\left(\frac{y_{i k l}^{m i s}-\gamma_{i k}}{\sigma_{i}}\right) \cdot\left(\pi^{r n d}+\left(1-\pi^{r n d}\right) g\left(y_{i k l}^{m i s}, \vec{\eta}\right)\right) \tag{2.22}
\end{align*}
$$

Integrating this expression over $y_{i k l}^{m i s}$ yields

$$
\begin{align*}
\int_{\mathbb{R}} p\left(y_{i k l}^{m i s}, R_{i k l}, I_{i k l} \mid s_{i k}, \vec{\Theta}\right) \mathrm{d} y_{i k l}^{m i s} & =\pi^{r n d}+\left(1-\pi^{r n d}\right) \int_{\mathbb{R}} \frac{1}{\sigma_{i}} \phi\left(\frac{y_{i k l}^{m i s}-\gamma_{i k}}{\sigma_{i}}\right) g\left(y_{i k l}^{m i s}, \vec{\eta}\right) \mathrm{d} y_{i k l}^{m i s}  \tag{2.23}\\
& =\pi^{r n d}+\left(1-\pi^{r n d}\right) \pi_{i k}^{i n t} \tag{2.24}
\end{align*}
$$

where we define

$$
\begin{equation*}
\pi_{i k}^{i n t}=\int_{\mathbb{R}} \frac{1}{\sigma_{i}} \phi\left(\frac{y_{i k l}^{m i s}-\gamma_{i k}}{\sigma_{i}}\right) g\left(y_{i k l}^{m i s}, \vec{\eta}\right) \mathrm{d} y_{i k l}^{m i s} \tag{2.25}
\end{equation*}
$$

Substituting $\pi_{i k}^{\text {int }}$ from (2.25) into (2.23) yields a simple form for the conditional posterior PMF of $s_{i k}$ :

$$
\begin{aligned}
p\left(s_{i k} \mid \vec{y}_{i k}^{o b s}, \vec{\Theta}\right) & \propto\binom{s_{i k}^{o b s}+s_{i k}^{m i s}}{s_{i k}^{o b s}} \cdot\left(\pi^{r n d}+\left(1-\pi^{r n d}\right) \cdot \pi_{i k}^{i n t}\right)^{s_{i k}^{m s}} \cdot p\left(s_{i k} \mid \vec{\Theta}\right) \\
& \propto\left(s_{i k}^{\text {obs }}+s_{i k}^{m i s}\right) \cdot \operatorname{NegativeBinomial}\left(s_{i k}^{m i s} \mid 1-p_{i k}^{*}, s_{i k}^{o b s}+r-1\right)(2.26)
\end{aligned}
$$

where $p_{i k}^{*}=(1-\lambda)\left(\pi^{r n d}+\pi_{i k}^{I C}\left(1-\pi^{r n d}\right)\right)$. The conditional posterior given by (2.26) deviates from a Negative Binomial PMF only due to the constraint that $s_{i k} \geq 1$.

In order to draw from the posterior of $s_{i k}$ exactly, we develop a rejection sampler using
a NegativeBinomial $\left(1-p_{i k}^{*}, s_{i k}^{\text {obs }}+r\right)$ as the proposal distribution. We structure this as a draw from the conditional posterior of $s_{i k}^{m i s}$ for computational convenience and clarity of notation. If $s_{i k}^{o b s}=0, s_{i k}^{m i s}-1 \sim \operatorname{NegativeBinomial(1-p_{ik}^{*},r)~exactly,~so~we~consider~only~}$ the $s_{i k}^{o b s}>0$ case. To construct this, we obtain a target-proposal ratio of

$$
\frac{p\left(s_{i k}^{m i s} \mid Y^{\overrightarrow{o b s}}, \vec{\Theta}\right)}{\operatorname{NegativeBinomial}\left(1-p_{i k}^{*}, s_{i k}^{\text {obs }}+r\right)}=\frac{c^{*}\left(s_{i k}^{\text {obs }}+s_{i k}^{m i s}\right)}{s_{i k}^{\text {obs }}+s_{i k}^{m i s}+r-1},
$$

where $c^{*}$ is a constant that is not a function of $s_{i k}^{\text {mis }}$. This ratio is bounded by

$$
\frac{c^{*}\left(s_{i k}^{o b s}+s_{i k}^{m i s}\right)}{s_{i k}^{o b s}+s_{i k}^{m i s}+r-1} \leq \begin{cases}c^{*} & \text { if } r \geq 1 \\ \frac{c^{*} s_{i k}^{o b s}}{s_{i k}^{o s s}+r-1} & \text { if } o<r<1\end{cases}
$$

Optimizing this with respect to $c^{*}$ yields the following acceptance probabilities:

$$
p(\text { accept } \mid X)=\left\{\begin{array}{ll}
\frac{\left(s_{i k}^{o b s}+s_{i k}^{m i s}\right)}{\left(s_{i k}^{(o k}+s_{i k}^{m i k}+r-1\right)} & \text { if } r \geq 1 \\
\frac{\left(s_{i k}^{o b s}+s_{i k}^{m i s}\right)}{s_{i k}^{o s s}+s_{i k}^{m i s}+r-1} \times \frac{s_{i k}^{o b s}+r-1}{s_{i k}^{o b s}} & \text { if } o<r<1
\end{array} .\right.
$$

However, the integral required to compute $\pi_{i k}^{\text {int }}$ is not generally available in closed form. We develop a simple, accurate numerical integration strategy based on adaptive GaussHermite quadrature (Liu and Pierce, 1994). We first find the mode of the integrand $\hat{y}_{i k l}^{m i s}$ and its logarithm's second derivative at the mode $\hat{v}_{i k}^{\text {mis }} \equiv \frac{1}{\sigma_{i}^{2}}-\left.\frac{\partial^{2}}{\partial y_{i k l}^{\text {mis }}} \log \left[g\left(y_{i k l}^{\text {mis }}, \vec{\eta}\right)\right]\right|_{y_{i k l}^{\text {mis }}=y_{i k l}^{\text {mis }}}$. Since even this mode is not available in closed form, we use a vectorized version of Halley's method to efficiently approximate it. Using this information, we then approximate $\pi_{i k}^{\text {int }}$ using Gauss-Hermite quadrature, with the nodes shifted and scaled based on $\hat{y}_{i k l}^{\text {mis }}$ and $\hat{v}_{i k}^{\text {mis }}$, yielding $\hat{\Pi}_{i k}^{i n t}$. For moderate values of $\eta_{1}$, only a small number of nodes (10 or less) are typically required for accuracy to machine precision. We summarize this strategy in Figure 2.3.

The algorithm for drawing $s_{i k}^{m i s}$ is given in Algorithm 2. See Figure 2.4 for sample draws compared to the true density and the proposal negative binomial density.


Figure 2.3: Comparisons of original, censored, and observed intensity distributions.

1. Draw $X \sim \operatorname{NegativeBinomial}\left(1-\hat{p}_{i k}^{*}, s_{i k}^{\text {obs }}+r\right)$, with

$$
\hat{p}_{i k}^{*}=(1-\lambda)\left[\pi^{r n d}+\left(1-\pi^{r n d}\right) \hat{\pi}_{i k}^{C C}\right] \text { and } U \sim \operatorname{Uniform}(\mathbf{o}, 1) .
$$


3. Return to 1 otherwise.

## Algorithm 2: $s_{i k}$ Rejection Sampler

DRAWING FROM $p\left(\vec{R} \mid \vec{s}, \vec{Y}^{b b s}, \vec{\Theta}\right)$
After drawing the number of states per peptide $s_{i} k$, we draw the latent random censoring indicators for each censored peptide, $R_{i k l}^{\text {mis }}$. Because random censoring occurs before intensity-based censoring, if a peptide was randomly censored $\left(R_{i k l}=0\right)$, then $p\left(I_{i k l}=\right.$ $\left.{ }_{1} \mid R_{i k l}=\mathrm{o}, \vec{\Theta}\right)=\mathrm{o}$ and $p\left(O_{i k l}=1 \mid R_{i k l}=\mathrm{o}, \vec{\Theta}\right)=\mathrm{o}$ as outlined in Figure 2.2. We then ob-


Figure 2.4: Expected iterations per accepted draw for $s_{i k}^{m i s}$ rejection sampler for $\lambda=0.1$, $\pi^{\text {rnd }}=0.1$, and $\pi_{i k}^{I C}=.5$, with $r$ ranging from 0.5 to $5, s_{i k}^{\text {obs }}$ ranging from 1 to 10 .
tain the posterior probability that a peptide is randomly censored given that it is missing via a straightforward application of Bayes Theorem:

$$
\begin{align*}
p\left(R_{i k l}=1 \mid O_{i k l}=\mathrm{o}, \vec{\Theta}, \vec{Y}^{\text {obs }}\right) & =1-\frac{p\left(O_{i k l}=\mathrm{o} \mid R_{i k l}=\mathrm{o}, \vec{\Theta}, \overrightarrow{Y^{o b s}}\right) p\left(R_{i k l}=\mathrm{o} \mid \vec{\Theta}, \vec{Y}^{o b s}\right)}{\sum_{r_{i k l}=\mathrm{o}}^{1} p\left(O_{i k l}=\mathrm{o} \mid R_{i k l}=r_{i k l}, \vec{\Theta}\right) p\left(R_{i k l}=r_{i k l} \mid \vec{\Theta}, \overrightarrow{Y^{o b s}}\right)} \\
& =1-\frac{\pi^{r k d}}{\pi^{r n d}+\left(1-\pi^{r n d}\right) \pi_{i k}^{i n t}}, \tag{2.27}
\end{align*}
$$

where $\pi_{i k l}^{i n t}$ is defined as in (2.25). Plugging in our numerical approximation for $\pi_{i k l}^{\text {int }}, \hat{\pi}_{i k l}^{\text {int }}$, we draw

$$
\begin{equation*}
R_{i k l} \mid \vec{Y}^{\text {obs }}, \vec{\Theta}, s_{i k} \sim \text { Bernoulli }\left(1-\frac{\pi^{r n d}}{\pi^{r n d}+\left(1-\pi^{r n d}\right) \hat{\Pi}_{i k}^{i n t}}\right) \tag{2.28}
\end{equation*}
$$

DRAWING FROM $p\left(\vec{Y}^{m i s} \mid \vec{R}, \vec{s}, \vec{Y}^{b b s}, \vec{\Theta}\right)$
The final step in drawing the missing data is to impute the unobserved intensities by drawing each intensity from its full conditional posterior distribution. The full conditional
posterior is given by

$$
p\left(y_{i k l}^{m i s} \mid s_{i k}, R_{i k}, \vec{\Theta}\right) \propto \begin{cases}\phi\left(\frac{y_{i l l}-\gamma_{i k}}{\sigma_{i}}\right) & \text { if } R_{i k l}=\mathrm{o} \text { and } O_{i k l}=0 \\ \phi\left(\frac{y_{i l l}-\gamma_{i k}}{\sigma_{i}}\right) g\left(y_{i k l}, \vec{\eta}\right) & \text { if } R_{i k l}=1 \text { and } O_{i k l}=0\end{cases}
$$

For randomly censored states, where $R_{i k l}=0$, the missingness mechanism is ignorable given $R_{i k l}$. Hence, we simply draw $y_{i k l}^{m i s}$ from its unconditional distribution,

$$
p\left(y_{i k l}^{m i s} \mid s_{i k}, I_{i k}=\mathrm{o}, R_{i k l}=\mathrm{o}, \vec{\Theta}\right) \sim \operatorname{Normal}\left(\gamma_{i k}, \sigma_{i}^{2}\right)
$$

The posterior distribution for intensity-censored states ( $R_{i k l}=1, I_{i k l}=0$ ) is given by

$$
\begin{equation*}
\left.p\left(y_{i k l}^{m i s}\right) O_{i k l}=\mathrm{o}, R_{i k l}=1, \vec{\Theta}\right)=\left(\pi_{i k}^{i n t}\right)^{-1} \frac{1}{\sigma_{i}} \phi\left(\frac{y_{i k l}^{m i s}-\gamma_{i k}}{\sigma_{i}}\right) g\left(y_{i k l}^{m i s}, \vec{\eta}\right) . \tag{2.29}
\end{equation*}
$$

As this is not a standard distribution, we draw from it using a rejection sampler. We use information from the adaptive quadrature of Section 2.3.1 to construct an efficient proposal distribution with little additional computation. Specifically, we propose from a locationscale transformation of a $t_{\nu}$-distribution as

$$
\begin{equation*}
Y_{i k l}^{*} \sim \hat{y}_{i k l}^{m i s}+\hat{\sigma}_{i k}^{m i s} \sqrt{\frac{\nu-2}{\nu}} t_{\nu} \tag{2.30}
\end{equation*}
$$

which has expectation $\hat{y}_{i k}^{m i s}$ and variance $\left.\hat{\sigma}_{i k}^{m i s}\right)^{2}$ for $\nu>2$.
The rejection sampling algorithm requires bounding the ratio of the target density to the proposal density. For this sampler, the given ratio has two local maxima, as shown in Figure 2.5 B and C. The global maximum of the ratio can be either the first or third root of the log-ratio's derivative depending upon the particular relationship between $\vec{\eta}, \sigma_{i}^{2}$, and $\gamma_{i} k$. To reliably find the global maximum of the target-proposal density ratio, we use a


Figure 2.5: Censored Intensity Rejection Sampler Example
pair of vectorized bisection searches to find the roots of the derivative of the log-ratio in two ranges: $\left(-\infty, \hat{y}_{i k}^{\text {mis }}\right)$ and $\left(\hat{y}_{i k}^{\text {mis }}, \infty\right)$. Once these roots are obtained, we simply select the one corresponding to the larger local maximum to compute acceptance probabilities. A graphical example of the rejection sampler is shown in Figure 2.5 D, and the sampling algorithm is detailed in Algorithm 3.

### 2.4 SimULATION STUDIES

To evaluate the performance of our method and the stability of the algorithm presented in Section 2.3, we tested our method on a set of simulated MS-MS experiments. We describe the design of these simulations in detail in Section 2.4.1. We cover the computational performance and validation of our MCMC sampler in Section 2.4.2. In Section 2.4.3, we evaluate the frequentist properties of our Bayesian estimates, including the coverage of our posterior intervals (2.4.3) and the performance of the proposed method relative to standard estimators used for this class of experiments (2.4.3).

Target density: $f^{m i s}\left(y_{i k l} \mid \eta_{\mathrm{o}}, \eta_{1}, \gamma_{i k}, \sigma_{i}^{2}\right)=\left(\pi_{i k}^{i n t}\right)^{-1} \frac{1}{\sigma_{i}} \phi\left(\frac{y_{i k l}-\gamma_{i k}}{\sigma_{i}}\right) g\left(y_{i k l}, \vec{\eta}\right)$.
Proposal density: $f^{*}\left(y_{i k l}^{*} \mid \nu, \tilde{\mu}_{i k l}, \tilde{\sigma}_{i k l}\right)=\frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\sqrt{\nu \pi \Gamma\left(\frac{\nu}{2}\right)}}\left(1+\frac{\left(y_{i k l}^{*}-\tilde{\mu}_{i k l}\right)^{2}}{\nu \tilde{\sigma}_{i k l}}\right)^{-\left(\frac{\nu+1}{2}\right)}$.

1. Compute $z_{i k l}$ :
(a) Using bisection, find the roots of of the first derivative of the log density ratio,
$z_{i k l}^{(1)} \equiv \underset{y_{i k} \in\left[-\infty, \tilde{\mu}_{i k l}\right)}{\arg \max } \log \left[\frac{f^{n i s}\left(y_{i k l} \mid \eta_{0}, \eta_{1}, \gamma_{i k}, \sigma_{i}^{2}\right)}{f^{*}\left(y_{i k l} \mid \nu, \tilde{\mu}_{i k l}, \tilde{\sigma}_{i k l}\right)}\right]$ and

(b) Determine the maximum of the density ratios,

$$
c^{*} \equiv \max \left(\frac{f^{m i s}\left(z_{i k}^{(1)} \mid \eta_{0}, \eta_{i n t}, \gamma_{i k}, \sigma_{i}^{2}\right)}{f^{*}\left(z_{i k l}^{(1)} \mid \nu, \tilde{\mu}_{i k l}, \tilde{\sigma}_{i k l}\right)}, \frac{f^{n i s}\left(z_{i k l}^{(2)} \mid \eta_{0}, \eta_{1}, \gamma_{i k}, \sigma_{i}^{2}\right)}{f^{*}\left(z_{i k l}^{(2)} \mid \nu, \tilde{\mu}_{i k l}, \tilde{\sigma}_{k k}\right)}\right) .
$$

2. Generate $X \sim g\left(y_{i k l}^{*} \mid \nu, \tilde{\mu}_{i k l}, \tilde{\sigma}_{i k l}\right), U \sim \operatorname{Unif}(\mathrm{o}, 1)$.
3. Accept $y_{i k l}=X$, if $U \leq \frac{f^{n i s}\left(X \mid \eta_{0}, \eta_{i n t}, \eta_{i k}, \sigma_{i}^{2}\right)}{c^{*} f^{*}\left(X \mid \nu, \tilde{\mu}_{i k l}, \tilde{\sigma}_{i k l}\right)}$.
4. Else, return to 2.

Algorithm 3: $y_{i k l}^{m i s}$ rejection sampler algorithm

Table 2.2: Parameter settings for simulation studies.

| Gradient | $\alpha_{\tau}$ | $\beta_{\tau}$ | $\alpha_{\sigma}$ | $\beta_{\sigma}$ | $\pi^{\text {rnd }}$ | $\eta_{\circ}$ | $\eta_{1}$ | $\lambda$ | $r$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 90 m | 6.3 | 2.1 | 8.5 | 3.5 | 0.20 | 16 | -3.0 | 0.84 | 1.9 |
| 180 m | 5.3 | 1.3 | 7.0 | 4.1 | 0.21 | 14 | -2.7 | 0.79 | 1.9 |
| 360 m | 6.2 | 1.8 | 7.0 | 2.5 | 0.30 | 20 | -4.3 | 0.62 | 1.6 |

### 2.4.1 DESIGN OF EXPERIMENTS

We simulated a set of complex biological samples, spanning a broad range of abundances and protein-specific properties. For each such sample we simulate 54 proteins with abundances spanning 6 orders magnitude, $\mu_{i}=3, \ldots, 8$, yielding 9 proteins per abundance level. Within each abundance level, each simulated protein consists of $m_{i k}=20,25 \ldots, 60$ peptides. With these properties fixed across replicates, we simulated 1,200 experiments from the model described in Section 2.2, using a probit link function for $g(\cdot, \vec{\eta})$. These consisted for 400 replicates for each of the parameter settings provided in Table 2.2, each of which was based on estimates from an experiment with the given gradient length using the Sigma UPS2 standard.

### 2.4.2 MCMC PERFORMANCE AND VALIDATION

Our MCMC sampler produced high-quality draws from the target posterior at a low computational cost. Running 3,000 iterations for each replicate required an average of 267 seconds ( 0.088 seconds per iteration) with a standard deviation of 17.1 seconds. Of these 3,000 iterations, we discarded the first 1,000 as burn in. The mean effective sample sizes for each top-level parameter based on the remaining 2,000 draws are provided in Table 2.3. For $\mu_{i}$ and $\zeta_{i}$, we also include the mean standard deviation of effective sample sizes across proteins. We note that all mean effective sample sizes are greater than 100 , indicat-

Table 2.3: Average effective sample sizes by parameter. $\pm$ for $\mu_{i}$ and $\zeta_{i}$ indicates the average standard deviation of effective sample sizes across proteins.

| Gradient | $\zeta_{i}$ | $\eta$ | $\lambda$ | $\mu_{i}$ | $\pi^{r n d}$ | $r$ | $\beta_{\sigma}$ | $\beta_{\tau}$ | $\alpha_{\sigma}$ | $\alpha_{\tau}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 90 m | $341 \pm 188$ | 287 | 773 | $331 \pm 191$ | 191 | 1160 | 272 | 217 | 303 | 242 |
| 180 m | $256 \pm 143$ | 285 | 823 | $250 \pm 148$ | 175 | 1197 | 337 | 176 | 379 | 191 |
| 360 m | $421 \pm 208$ | 179 | 1013 | $411 \pm 215$ | 275 | 1338 | 346 | 222 | 392 | 250 |



Figure 2.6: Coverage of HPD intervals vs. $\mu_{i}$ by simulated gradient length and Bayesian level.
ing that even 2,000 iterations are sufficient to obtain Monte Carlo an order of magnitude below the posterior standard deviation of each parameter.

### 2.4.3 Frequentist evaluations

## Coverage analysis

We first used our simulated replicates to evaluate the frequency coverage of our posterior intervals, focusing on those for $\zeta_{i}$. The results of these evaluations are summarized in Figure 2.6; corresponding results for coverage vs. $m_{i}$ are similar and provided in Appendix B. We find that our posterior intervals are well-calibrated for the regimes of interest. Across
all three simulated gradient lengths, we obtain $67 \%$ coverage for our $68 \%$ posterior intervals, $89 \%$ mean coverage for our $90 \%$ posterior intervals, $94 \%$ mean coverage for our $95 \%$ posterior intervals, and $98 \%$ mean coverage for our $99 \%$ posterior intervals. These demonstrate that, despite the complexity of our Bayesian method, it can provide inferences with frequentist guarantees.

## COMPARISON WITH EXITING METHODS

We compared the performance of our model-based abundance estimates with several standard methods for absolute protein quantitation. Many of these methods were originally developed for relative quantitation and are converted to absolute measures by appropriate rescaling. All methods used in this comparison are of the form

$$
\begin{equation*}
\hat{\zeta}_{i}=\log _{10}\left(\hat{T} \frac{10^{\hat{\mu}_{i}}}{\sum_{i} 10^{\hat{\mu}_{i}}}\right) . \tag{2.31}
\end{equation*}
$$

We compare the performance of our method to two classes of common methods: intensitybased estimators and count-based estimators. We set $\hat{T}=\sum_{i} 10^{\mu_{i}}$ for all of these estimators. Among intensity-based estimators, we consider simple summed intensities (2.32) and median observed intensity (2.33) (e.g., Cox and Mann, 2008). We also evaluate two variants based on estimators from the spectral counting literature: mean observed intensity (2.34) and adjusted mean observed intensity (2.35)

$$
\begin{align*}
\hat{\mu}_{i}^{s i} & =\log _{10}\left(\sum_{k l} 10^{y_{i k l}^{o b s}}\right),  \tag{2.32}\\
\hat{\mu}_{i}^{m e d} & =\operatorname{Med}_{k l}\left(y_{i k l}\right)  \tag{2.33}\\
\hat{\mu}_{i}^{m i} & =\log _{10}\left(\sum_{k l} 10^{y_{i k l}^{o b s}} / m_{i}^{o b s}\right),  \tag{2.34}\\
\hat{\mu}_{i}^{a m i} & =\log _{10}\left(\sum_{k l} 10^{y_{i k l}^{o b s}} / \sum_{k} s_{i k}^{o b s}\right) . \tag{2.35}
\end{align*}
$$



Figure 2.7: Relative efficiency of standard methods ( $M_{S E} E_{\text {Method }} / M S E_{\text {Model-based }}$ ) vs. $\mu_{i}$ and $m_{i}$ by block (left and right columns, respectively). Relative MSE axis is logarithmic. Solid black line at 1 corresponds to the model-based method's efficiency, by definition.

In the above, $m_{i}$ is the (known) number of possible peptides that are generated by digesting protein $i$ using a particular enzyme.

Another common approach, known as spectral counting, disregards the intensity measurements and uses counts of the observed states associated with each protein. A range of such methods have been developed relative quantitation, including basic spectral counting (e.g., Liu et al., 2004), average spectral counts (e.g., Weiss et al., 2010), and the proportion of peptides identified (PPI) (Rappsilber et al., 2002). However, these are not directly suitable for absolute quantitation due to a lack of normalization. Ishihama et al. (2005) defined an exponentially-modified protein abundance index (emPAI) to address these issues:

$$
\begin{equation*}
\hat{\mu}_{i}^{e m P A I}=\log _{10}\left(10^{\sum_{k} \mathbb{I}\left(s_{i k}^{o b s}>0\right) / m_{i}}-1\right) \tag{2.36}
\end{equation*}
$$

This provides a commonly-used representative of the count-based class of methods.
We summarize the results of these comparisons in Figures 2.7 and 2.8. Complete tab-


Figure 2.8: Bias of $\hat{\zeta}_{i}$ for standard methods and posterior mean from model vs. $\mu_{i}$ and $m_{i}$ by gradient length (left and right columns, respectively).
ular results are available in Appendix B. From Figure 2.7, we see that our method reduces the overall MSE of abundance estimates by a factor of 5-10 relative to intensity-based estimates and by a factor of 6-150 relative to emPAI. Most intensity-based estimators exhibit consistent efficiency relative to ours, although the median intensity estimator's efficiency improves to nearly 1 as abundance increases. However, this estimator's efficiency is quite poor for low-abundance proteins with approximately 20 times the model-based estimator's MSE. The efficiency of emPAI increases by an order of magnitude over the range of simulated abundances and decreases slightly with protein length $m_{i}$, demonstrating the value of intensity information in low-abundance regimes. By carefully combining count and intensity information, we obtain consistent reductions in MSE relative to both classes of methods for all values of $\mu_{i}$ and $m_{i}$.

Turning to bias, we see that the model-based estimator provides lower bias than both classes of standard methods. Summed intensity shows a slight negative bias (between -0.7 and o), while mean and average mean observed intensity show a positive bias of sim-
ilar magnitude. The median intensity estimator shows a far larger positive bias (nearly 2 orders of magnitude) at low abundances. The biases of all four intensity-based estimators diminish as abundance increases. The emPAI estimator shows a large positive bias that also decreases in magnitude with abundance. The bias of the summed intensity estimator diminishes from approximately -0.7 to o as protein length increases; the biases of our other estimators exhibits little sensitivity to protein length. Again, we see that our model-based approach enables us to combine count and intensity information into estimators that outperform both classes of standard methods.

### 2.5 EMPIRICAL RESULTS

Having established our method's properties on simulated data, we turn to actual experimental data. We use a quantitative protein standard, described in Section 2.5.1, for these experiments. This standard provides known abundances for evaluation with a realistic set of proteins. In Section 2.5.2, we use these experiments to check our model assumptions and demonstrate their implications for real data. In Section 2.5.3, we assess the comparative performance of the proposed methods with respect to the standard methods presented in Section 2.4.3.

### 2.5.1 DATA

We conducted a set of LC/MS-MS experiments using the Universal Proteome Standard 2 (UPS2), a constructed biological sample that contains 48 human proteins. These proteins are present in six concentrations, ranging from . 5 fM to $50,000 \mathrm{fM}$, with eight known proteins at each concentration. These proteins are selected to span a broad range of physical properties (size and hydrophobicity) within each concentration, removing a potential confounding factor while reflecting the actual variation among proteins in typical sam-
ples. The concentration specified for each protein in the standard was confirmed by the manufacturer using multiple methods, so we are comfortable taking the concentrations reported by the manufacturer as ground truth for subsequent analyses. With its high dynamic range, the standard provides a realistic and stringent test of our method.

We ran five LC/MS-MS experiments using this standard at three gradient lengths, 90, 180 , and 360 minutes, with two, two, and one replicates per gradient length, respectively. Each gradient length implies a different set of parameters for the missing data mechanism. Longer gradients allow for the observation of a greater variety MS2 spectra and is expected to decrease the degree of intensity-based missingness. However, longer gradients can also reduce the dynamic range of observed intensities and require substantially greater effort from the experimenter. Our experiments allow us to explore these tradeoffs in as we evaluate our method. The 90 minute gradients reflect the degree of censoring typically observed in analyses of more complex mixtures, while the 180 and 360 minute gradients provide a "sanity check" of our method's behavior in a setting with less missing data.

### 2.5.2 EXPLORATORY ANALYSIS AND MODEL CHECKING

Using the experimental data, we examined the distributions of intensities, identifications, and states to check the assumptions of our model. Figure 2.9 summarizes these results. Panel A of this figure shows the observed distribution of intensities by concentration. It is immediately clear from these histograms that the number of intensities observed and the median observed intensity increases strongly with the concentration. The distributions of observed intensities are also right-skewed for each concentration level, which is consistent with the combination of intensity-dependent censoring and an underlying lognormal distribution of intensities.

Panels $B, C$, and $D$ show the relationship between concentration and identification, me-






Figure 2.9: Exploratory data analysis using the UPS2 quantitative protein standard.
dian intensity, and $s_{i k}^{\text {obs }}$ in greater detail. The median observed intensity by protein increases with the protein's concentration, although the former has far less dynamic range than the latter (2 orders of magnitude vs. 5). Intensity-based censoring at the state level explains this discrepancy, as the lowest-intensity ions are preferentially removed from the sample. We also compared the number of states that peptides were detected in across protein concentrations. The physical process that generates distinct peptide states is known to be independent of protein or peptide abundance, so the number of possible peptide states must be invariant to the peptide's concentration. Since it is not possible to determine the number of possible states per for peptide a priori, we model this value as an IID random variable in our model. However, we observe a strong relationship between the number of observed peptide states and concentration in the experimental data. This supports the assumption of intensity-dependent state-level censoring in our model.

The proportion of peptides identified per protein ranges nearly 1 for the most abundant proteins to approximately $5 \%$ for the least abundant, while the This is mostly attributable to selection for abundant ions within the MS-MS equipment, as panel E demonstrates. By design, the subset of peptides selected for fragmentation is determined by the instrument's software in real time as the sample is analyzed. While we focus on the subset of peptides that are both detected by the mass spectrometer and successfully identified, nearly all of the peptides in the sample can be quantified in terms of their total intensity ${ }^{2}$. This allows us to investigate the intensity-dependence of the peptide identification process in detail and validate our model assumptions. Comparing the distributions of identified and unidentified state-level intensities in Panel E shows that (1) the distribution of identified
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Figure 2.10: Inferred protein abundances from experiments with UPS2 standard.
Table 2.4: Mean squared errors $\pm$ standard errors from experiments with UPS2 standard.

|  | Gradient length |  |  |
| :--- | :---: | :---: | :---: |
| Method | 90 m | 18 om | 360 m |
| Posterior mean | $0.41 \pm 0.11$ | $0.34 \pm 0.07$ | $0.37 \pm 0.06$ |
| Summed intensity | $1.06 \pm 0.12$ | $0.76 \pm 0.14$ | $0.65 \pm 0.07$ |
| Mean obs. intensity | $2.45 \pm 0.16$ | $1.82 \pm 0.21$ | $1.26 \pm 0.08$ |
| Median intensity | $3.18 \pm 0.13$ | $2.26 \pm 0.21$ | $1.87 \pm 0.06$ |
| emPAI | $2.81 \pm 0.10$ | $3.03 \pm 0.12$ | $3.55 \pm 0.13$ |

intensities stochastically dominates that of the unidentified intensities and (2) there is substantial overlap between these distributions. (1) is consistent with Theorem 1, while (2) is consistent with the assumption of a stochastic censoring mechanism.

### 2.5.3 COMPARISON OF EMPIRICAL RESULTS

We used the experiments described in Section 2.5.1 to evaluate our method's performance against the standard methods described in Section 2.4.3. We summarize these results in Figure 2.10 and Table 2.4 and provide complete tables of results in Appendix B. We restrict
our attention here to the best-performing subset of the estimators presented in Section 2.4.3. We see from Table 2.4 that our method's performance is particularly strong on short gradients, providing a factor of 2.6 reduction in MSE relative to the best standard estimator (summed intensity) for the 90 minute gradients and a factor of 2.2 reduction for the 180 minute gradients. On the longest gradient ( 360 minutes), our method's MSE is a factor of 1.8 lower than than that of the best standard estimator. This behavior matches our expectations based on the relevant properties of the underlying experimental processes. Detailed modeling of the missing data mechanism yields the largest gains when the sample is least separated and there are fewer possible spectra-in the shortest gradients. In the longest gradient, intensity-based missingness diminishes in importance relative to other factors.

From Figure 2.10, we note that our method's improvements are greatest for lowabundance proteins. All estimators considered provide reasonably good estimates of $\zeta_{i}$ for the highest-abundance proteins. However, most of the standard estimators exhibit a substantial positive bias (1-2 orders of magnitude) for the lowest-abundance proteins, particularly on short gradients. In contrast, our method provides consistently accurate estimates for low-abundance proteins across all gradient lengths. We discuss the implications of this capability for biological applications in Section 2.6.

### 2.6 Concluding remarks

We have presented a model-based approach to label-free absolute quantitation in LC/MSMS proteomics experiments. As the results of Sections 2.4 and 2.5 show, accounting for non-ignorable missing data in the proteomics context improves estimates of absolute abundances. Our method also provides well-calibrated measures of uncertainty, as the results of Sections 2.4.3 and 2.5.3 show. Below, we provide some broader context and
particular insights on this class of methods and problems, focusing on the role of nonignorable missing data in complex experiments, efficient computation with missing data of variable dimension, and the role of absolute quantitation in biological analyses. We also discussion extensions of the methods presented to the semi-supervised setting and distributed computational environments.

### 2.6.1 MODELING AND INFERENCE

The core of our model for LC-MS/MS proteomics data is the structure of our non-ignorable missing data mechanism. We explicitly account for the dependence of censoring probabilities on unobserved peptide intensities at the level of individual peptide states. This creates an additional complication, as the number of possible states per peptide is unknown. Thus, we must account for truncation at the state level in addition to censoring at the peptide level. However, we do know that the distribution of then number possible peptide states is invariant to the peptide's concentration. Incorporating this information into our model allows us to extract information from the number of states observed per peptide ( $\left.s_{i k}^{\text {obs }}\right)$.

Working with state-level data provides fine-grained measures of missingness, which provide a great deal of information on low-abundance proteins when used properly. For high-abundance proteins, the vast majority of peptide states are observed, providing the majority of the information on the underlying distribution of the number of states per peptides. Our model uses this information to improve inferences on the abundances of low-abundance proteins, leveraging all of the available information from their intensity and state information. Extracting all of this information requires a sophisticated approach to inference and computation, however.

The presence of state-level censoring with an unknown number of states per peptide makes inference under our missing data model particularly challenging. The dimension of
our missing data $\vec{M}$ varies across draws, requiring more specialized computational strategies than standard Metropolis-Hastings updates. We implemented an exact marginal draw from the conditional distribution of $\vec{M}$ given $\vec{\Theta}$ using a combination of unidimensional numerical integration and efficient rejection sampling, as detailed in Section 2.3.1. The reductions in autocorrelation provided by this marginal update more than offset the computational costs of rejection sampling and numerical approximation. This allows for efficient inference in the presence of missing data of unknown dimension, as the results of Section 2.4 demonstrate. We believe that this technique can provide effective computational techniques for a range of non-ignorable missing data problems originating from complex experimental techniques.

### 2.6.2 APPLICATIONS

Absolute quantitation provides a different view on biological processes than relative quantitation, enabling the study of new phenomena. Whereas relative quantitation can only measure the protein-by-protein differences in abundances across experiments, absolute quantitation provides estimates of the abundances of different proteins within a single population of cells. Such information is somewhat interesting for high-abundance proteins, but it promises the greatest insights from the study of low-abundance ones.

Reliable, accurate quantitation of low-abundance proteins also makes LC/MS-MS methods applicable to new classes of biological investigations. Two of the most promising areas are the study of mistranslation and transcription factors. Both involve proteins which appear at low concentrations but can have an outsized biological impact. In the case of mistranslation, the cell must spend a great deal of energy handling defective proteins; the rate of mistranslation represents the largest determinant of these costs. Transcription factors regulate the conversion of DNA into mRNA, providing one of the primary mechanisms of control and feedback for cellular functions. Our method allows
for reliable estimates of these proteins' concentrations within large populations of cells, opening new areas for high-throughput research.

### 2.6.3 Extensions

We are developing two extensions of the proposed methodology with a focus on larger, shallower datasets. In relatively shallow datasets, few proteins are observed and, due to intensity-based censoring, the dynamic range of observed intensities is compressed. This makes estimation of the censoring parameters ( $\eta$ and $\pi^{r n d}$ ) from observed data difficult, reducing the precision of our estimates. The quantitative protein standard described in Section 2.5.1 provides a potential solution to this problem. Such a standard can be spiked into the biological sample of interest and used as a calibration source. A semi-supervised version of the model presented in Section 2.2 can use the known properties of this standard to enable reliable inferences about the censoring mechanism in shallow samples. As an additional benefit, this supervision could simplify the conversion of our estimates between the intensity and abundance scales.

To tackle larger datasets, including full-proteome quantitation for complex organisms, we are also developing a distributed variant of the MCMC algorithm presented here. The goal is to scale the sampler across computational clusters with minimal communication within iterations. The conditional independence structure of the model presented in Section 2.2 makes such distribution both appealing and feasible.

We see a rich range of opportunities for statistical research in this area. The field of MS-MS proteomics is young, and it can provide a unique view on the details of biological processes. Extracting this technology's full value requires care, deep subject-matter knowledge, and sophisticated statistical techniques, but the rewards are great. We hope that more statisticians will enter this field and continue to build strong methodological foundations to advance biological research.
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### 2.8 Proof of Theorem 1

Proof. Define $Y$ as a random variable with a distribution given by

$$
\mathrm{d} F_{Y}(y)=\frac{1}{w} g(y) \mathrm{d} F_{x}(y)
$$

where $w \equiv \int_{\mathbb{R}} g(t) \mathrm{d} F_{x}(t) \equiv P(Z=1)$. We assume we are in a non-trivial case, so $w \in$ $(\mathrm{o}, 1)$. Then, define $h \equiv g^{-1}(w)$. Consider the difference $D(t) \equiv F_{X}(t)-F_{Y}(t)$. This difference is equivalent to

$$
D(t)=\int_{\mathbb{R}}\left(1-\frac{1}{w} g(x)\right) \mathrm{d} F_{X}(x)
$$

We now consider two cases:
(1) If $t \leq h$, then we have $g(x) \leq w$ for all $x \in(-\infty, h])$ by monotonicity. Thus, over the same range, $\left(1-\frac{1}{w} g(x)\right) \geq 0$, so $D(t) \geq 0$.
(2) If $t>h$, then

$$
D(t)=\int_{-\infty}^{h}\left(1-\frac{1}{w} g(x)\right) \mathrm{d} F_{X}(x)+\int_{h}^{t}\left(1-\frac{1}{w} g(x)\right) \mathrm{d} F_{X}(x)
$$

Now, we have $D(h) \geq$ o from case (1) and we know $D(h) \rightarrow$ o as $t \rightarrow \infty$ as it is
the difference of CDFs. By monotonicity, for $x \geq h, g(x) \geq w$, so $1-\frac{1}{w} g(x) \leq 0$ for $x \in[h, t]$. Thus, as $\mathrm{d} F_{X}(x) \geq 0$, we know that $\int_{h}^{t}\left(1-\frac{1}{w} g(x)\right) \mathrm{d} F_{X}(x)$ is (weakly) monotone decreasing in $t$ and $\leq 0$. Thus, $D(t)$ increases monotonically to $D(h)$, then decreases monotonically to zero from $h$ as $t \rightarrow \infty$.

Therefore, for any value of $t$, we have shown that $D(t) \geq o$. Thus, $Y$ stochastically dominates $X$.

The promise and perils of preprocessing:

## building foundations for multiphase inference

### 3.1 SUMMARY

Preprocessing forms an oft-neglected foundation for a wide range of statistical and scientific analyses. However, it is rife with subtleties and pitfalls. Decisions made in preprocessing constrain all later analyses and are typically irreversible. Hence, data analysis becomes a collaborative endeavor by all parties involved in data collection, preprocessing
and curation, and downstream inference. Even if each party has done its best given the information and resources available to them, the final result may still fall short of the best possible in the traditional single-phase inference framework. This is particularly relevant as we enter the era of "big data". The technologies driving this data explosion are subject to complex new forms of measurement error. Simultaneously, we are accumulating increasingly massive databases of scientific analyses. As a result, preprocessing has become more vital (and potentially more dangerous) than ever before.

We propose a theoretical framework for the analysis of preprocessing under the banner of multiphase inference. We provide some initial theoretical foundations for this area, including distributed preprocessing, building upon previous work in multiple imputation. We motivate this foundation with two problems from biology and astrophysics, illustrating multiphase pitfalls and potential solutions. These examples also emphasize the motivations behind multiphase analyses-both practical and theoretical. We demonstrate that multiphase inferences can, in some cases, even surpass standard single-phase estimators in efficiency and robustness. Our work suggests several rich paths for further research into the statistical principles underlying preprocessing. To tackle our increasingly complex and massive data, we must ensure that our inferences are built upon solid inputs and sound principles. Principled investigation of preprocessing is thus a vital direction for statistical research.

### 3.2 WHAT IS MULTIPHASE INFERENCE?

### 3.2.1 DEFINING MULTIPHASE PROBLEMS

Preprocessing and the analysis of preprocessed data are ubiquitous components of statistical analysis, but their treatment has often been informal. We aim to develop a theory that provides a set of formal statistical principles for such problems under the banner of
multiphase inference. The term "multiphase" refers to settings in which inferences are obtained through the application of multiple procedures in sequence, with each procedure taking the output of the previous phase as its input. This encompasses settings such as multiple imputation (MI, Rubin, 1987) and extends to other situations. In a multiphase setting, information can be passed between phases in an arbitrary form; it need not consist of (independent) draws from a posterior predictive distribution, as is typical with multiple imputation. Moreover, the analysis procedure for subsequent phases is not constrained to a particular recipe, such as Rubin's MI combining rules (Rubin, 1987).

The practice of multiphase inference is currently widespread in applied statistics. It is widely used as an analysis technique within single publications-any paper that uses a "pipeline" to obtain its final inputs or clusters estimates from a previous analysis provides an example. Furthermore, projects in astronomy, biology, ecology, and social sciences (to name a small sampling) increasingly focus on building databases for future analyses as a primary objective. These projects must decide what levels of preprocessing to apply to their data and what additional information to provide to their users. Providing all of the original data clearly allows the most flexibility in subsequent analyses. In practice, the journey from raw data to a complete model is typically too intricate and problematic for the majority of users, who instead choose to use preprocessed output.

Unfortunately, decisions made at this stage can be quite treacherous. Preprocessing is typically irreversible, necessitating assumptions about both the observation mechanisms and future analyses. These assumptions constrain all subsequent analyses. Consequently, improper processing can cause a disproportionate amount of damage to a whole body of statistical results. However, preprocessing can be a powerful tool. It alleviates complexity for downstream researchers, allowing them to deal with smaller inputs and (hopefully) less intricate models. This can provide large mental and computational savings.

Two examples of such trade-offs come from NASA and high-throughput biology. When

NASA satellites collect readings, the raw data are usually massive. These raw data are referred to as the "Level o" data (Evans et al., 2006). The Level o data are rarely used directly for scientific analyses. Instead, they are processed to Levels 1, 2, and 3, each of which involves a greater degree of reduction and adjustment. Level 2 is typically the point at which the processing becomes irreversible. Braverman et al. (2012) provide an excellent illustration of this process for the Atmospheric Infrared Sounder (AIRS) experiment. This processing can be quite controversial within the astronomical community. Several upcoming projects, such as the Advanced Technology Solar Telescope (ATST) will not be able to retain the Level o or Level 1 data (Davey, 2012). This inability to obtain raw data and increased dependence on preprocessing has transformed low-level technical issues of calibration and reduction into a pressing concern.

High-throughput biology faces similar challenges. Whereas reproducibility is much needed (e.g., Ioannidis and Khoury, 2011), sharing raw datasets is difficult because of their sizes. The situation within each analysis is similar. Confronted with an overwhelming onslaught of raw data, extensive preprocessing has become crucial and ubiquitous. Complex models for genomic, proteomic, and transcriptomic data are usually built upon these heavily-processed inputs. This has made the intricate details of observation models and the corresponding preprocessing steps the groundwork for entire fields.

To many statisticians, this setting presents something of a conundrum. After all, the ideal inference and prediction will generally use a complete correctly-specified model encompassing the underlying process of interest and all observation processes. Then, why are we interested in multiphase? We focus on settings where there is a natural separation of knowledge between analysts, which translates into a separation of effort. The first analyst(s) involved in preprocessing often have better knowledge of the observation model than those performing subsequent analyses. For example, the first analyst may have detailed knowledge of the structure of experimental errors, the equipment used, or the par-
ticulars of various protocols. This knowledge may not be easy to encapsulate for later analysts-the relevant information may be too large or complex, or the methods required to exploit this information in subsequent analyses may be prohibitively intricate. Hence, the practical objective in such settings is to enable the best possible inference given the constraints imposed and provide an account of the trade-offs and dangers involved. To borrow the phrasing of Meng and Romero (2003) and Rubin (1996), we aim for achievable practical efficiency rather than a theoretical efficiency that is practically unattainable.

Multiphase inference currently represents a serious gap between statistical theory and practice. We typically delineate between the informal work of preprocessing and feature engineering and formal, theoretically-motivated work of estimation, testing, and so forth. However, the former fundamentally constrains what the latter can accomplish. As a result, we believe that it represents a great challenge and opportunity to build new statistical foundations to inform statistical practice.

### 3.2.2 Practical motivations

We present two examples that show both the impetus for and perils of undertaking multiphase analyses in place of inference with a complete, joint model. The first concerns microarrays, which allow the analysis of thousands of genes in parallel. We focus on expression microarrays, which measure the level of gene expression in populations of cells based upon the concentration of RNA from different genes. These are typically used to study changes in gene expression between different experimental conditions.

In such studies, the estimand of interest is typically the log-fold change in gene expression between conditions. However, the raw data consist only of intensity measurements for each probe on the array, which are grouped by gene along with some form of controls. These intensities are subject to several forms of observation noise, including additive background variation and additional forms of interprobe and interchip variation
(typically modeled as multiplicative noise). To deal with these forms of observation noise, a wide range of background correction and normalization strategies have been developed (for a sampling, see Tusher et al., 2001; Quackenbush, 2002; Affymetrix, 2002; Irizarry et al., 2003; McGee and Chen, 2006; Ritchie et al., 2007; Xie et al., 2009). Later analyses then focus on the scientific question of interest without, for the most part, addressing the underlying details of the observation mechanisms.

Background correction is a particularly crucial step in this process, as it is typically the point at which the analysis moves from the original intensity scale to the log-transformed scale. As a result, it can have a large effect on subsequent inferences about log-fold changes, especially for genes with low expression levels in one condition (Smyth, 2005; Irizarry et al., 2006). One common method (MAS5), provided by one microarray manufacturer, uses a combination of background subtraction and truncation at a fixed lower threshold for this task (Affymetrix, 2002). Other more sophisticated techniques use explicit probability models for this de-convolution. A model with normally-distributed background variation and exponentially distributed expression levels has proven to be the most popular in this field (McGee and Chen, 2006; Xie et al., 2009).

Unfortunately, even the most sophisticated available techniques pass only point estimates onto downstream analyses. This necessitates ad-hoc screening and corrections in subsequent analyses, especially when searching for significant changes in expression (e.g., Tusher et al., 2001). Retaining more information from the preprocessing phases of these analyses would allow for better, simpler inference techniques with greater power and fewer hacks. The motivation behind the current approach is quite understandable: scientific investigators want to focus on their processes of interest without becoming entangled in the low-level details of observation mechanisms. Nevertheless, this separation can clearly compromise the validity of their results.

The role of preprocessing in microarray studies extends well beyond background cor-
rection. Normalization of expression levels across arrays, screening for data corruption, and other transformations preceding formal analysis are standard. Each technique can dramatically affect downstream analyses. For instance, quantile normalization equates quantiles of expression distributions between arrays, removing a considerable amount of information. This mutes systematic errors (Bolstad et al., 2003), but it can seriously compromise analyses in certain contexts (e.g., miRNA studies).

Another example of multiphase inference can be found in the estimation of correlations based upon indirect measurements. This appears in many fields, but astrophysics provides one recent and striking case. The relationships between the dust's density, spectral properties, and temperature are of interest in studies of star-forming dust clouds. These characteristics shed light on the mechanisms underlying star formation and other astronomical processes. Several studies (e.g., Dupac et al., 2003; Désert et al., 2008; Anderson et al., 2010; Paradis et al., 2010) have investigated these relationships, finding negative correlations between the dust's temperature and spectral index. This finding is counter to previous astrophysical theory, but it has generated many alternative explanations.

Such investigations may, however, be chasing a phantasm. These correlations have been estimated by simply correlating point estimates of the relevant quantities (temperature $T$ and spectral index $\beta$ ) based on a single set of underlying observations. As a result, they may conflate properties of this estimation procedure with the underlying physical mechanisms of interest. This has been noted in the field by Shetty et al. (2009), but the scientific debate on this topic continues. Kelly et al. (2012) provide a particularly strong argument, using a cohesive hierarchical Bayesian approach, that improper multiphase analyses have been a pervasive issue in this setting. Improper preprocessing led to incorrect, negative estimates of the correlation between temperature and spectral index, according to Kelly et al. (2012). These incorrect estimates even appeared statistically significant with narrow confidence intervals based on standard methods. On a broader level, this case again
demonstrates some of the dangers of multiphase analyses when they are not carried out properly. Those analyzing this data followed an intuitive strategy: estimate what we want to work with ( $T$ and $\beta$ ), then use it to estimate the relationship of interest. Unfortunately, such intuition is not a recipe for valid statistical inference.

### 3.2.3 Related work

Multiphase inference has wide-ranging connections to both the theoretical and applied literatures. It is intimately related to previous work on multiple imputation and missing data (Rubin, 1976, 1987; Meng, 1994; Rubin, 1996; Meng and Romero, 2003; Xie and Meng, 2012). In general, the problem of multiphase inference can be formulated as one of missing data. However, in the multiphase setting, missingness arises from the preprocessing choices made, not a probabilistic response mechanism. Thus, we can leverage the mathematical and computational methods of this literature, but many of its conceptual tools need to be modified. Multiple imputation addresses many of the same issues as multiphase inference and is indeed a special case of the latter. Concepts such as congeniality between imputation and analysis models and self-efficiency (Meng, 1994) have natural analogues and roles to play in the analysis of multiphase inference problems.

Multiphase inference is also tightly connected to work on the comparison of experiments and approximate sufficiency, going back to Blackwell (1951, 1953) and continuing through Le Cam (1964) and Goel and DeGroot (1979), among others. This literature has addressed the relationship between decision properties and the probabilistic structure of experiments, the relationship between different notions of statistical information, and notions of approximate sufficiency-all of these are quite relevant for the study of multiphase inference. We view the multiphase setting as an extension of this work to address a broader range of real-world problems, as we will discuss in Section 3.3.3.

The literature on Bayesian combinations of experts also informs our thinking on multi-
phase procedures. Kadane (1993) provides an excellent review of the field, while Lindley et al. (1979) provides the core formalisms of interest for the multiphase setting. Overall, this literature has focused on obtaining coherent (or otherwise favorable) decision rules when combining information from multiple Bayesian agents, in the form of multiple posterior distributions. We view this as a best-case scenario, focusing our theoretical development towards the mechanics of passing information between phases. We also focus on the sequential nature of multiphase settings and the challenges this brings for both preprocessors and downstream analysts, in contrast to the more "parallel" or simultaneous focus of the literature mentioned above.

There are also fascinating links between multiphase inference and the signal processing literature. There has been extensive research on the design of quantizers and other compression systems; see for example Gray and Neuhoff (1998). Such work is often focused on practical questions, but it has also yielded some remarkable theory. In particular, the work of Nguyen et al. (2009) on the relationship between surrogate loss functions in quantizer design and $f$-divergences suggests possible ways to develop and analyze a wide class of multiphase procedures, as we shall discuss in Section 3.5.2.

### 3.3 MULTIPHASE LOGIC AND CONCEPTS FOR PREPROCESSING

### 3.3.1 A MODEL FOR TWO PHASES

To formalize the notion of multiphase inference, we begin with a formal model for twophase settings. The first phase consists of the data generation, collection, and preprocessing, while the second phase consists of inference using the output from the first phase. We will call the first-phase agent the "preprocessor" and the second-phase agent the "downstream analyst". The preprocessor observes the raw data $Y$. This is a noisy realization of $X$, variables of interest that are not directly obtainable from a given experiment, e.g., gene
expression from sequencing data, or stellar intensity from telescopic observations.
We assume that the joint density of $X$ and $Y$ with respect to product measure $\mu_{X} \times \mu_{Y}$ can be factored as

$$
\begin{equation*}
p_{Y, X}(Y, X \mid \theta, \xi)=p_{Y}(Y \mid X, \theta, \xi) \cdot p_{X}(X \mid \theta, \xi)=p_{Y}(Y \mid X, \xi) \cdot p_{X}(X \mid \theta) \tag{3.1}
\end{equation*}
$$

Here, $p_{X}$ encapsulates the underlying process of interest and $p_{Y}$ encapsulates the observation process. We assume that $\theta$ is of fixed dimension in all asymptotic settings. In practice, the preprocessor should be able to postulate a reasonable "observation model" $p_{Y}(Y \mid X, \xi)$, but will not always know the true "scientific model" $p_{X}(X \mid \theta)$. This is analogous to the MI setting, where the imputer does not know the form of the final analysis.

Using this model, the preprocessor provides the downstream analyst with some output $T=T(Y, U)$, where $U$ is a (possibly stochastic) additional input. When $T(Y, U)$ is stochastic (e.g., an MCMC output), the conditional distribution $p_{T}(T \mid Y)$ is its theoretical description instead of its functional form. However, for simplicity, we will present our results when $T$ is a deterministic function of $Y$ only, but many results generalize easily. Given such $T$, downstream analysts can carry out their inference procedures. Figure 3.1 depicts our general model setup.

This model incorporates several restrictions. First, it is Markovian with respect to $Y, X$, and $\theta ; Y$ is conditionally independent of $\theta$ given $X$ (and $\xi$ ). Second, the parameters governing the observation process $(\xi)$ and those governing the scientific process $(\theta)$ are distinct. In Bayesian settings, we further assume that $\xi$ and $\theta$ are independent a priori. The parameters $\xi$ are nuisance from the perspective of all involved; the downstream analyst wants to draw inferences about $X$ and $\theta$, and the preprocessor wants to pass forward information that will be useful for said inferences. If downstream inferences are Bayesian with respect
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Figure 3.1: Graphical diagram of our generic two-phase setting. The preprocessor observes $Y$ from the original data generating process and outputs $T$, with $X$ as missing data. The downstream analyst observes the preprocessor's output $T$ and has both $X$ and $Y$ missing.
to $\xi$, then $p_{Y}(Y \mid X)=\int p_{Y}(Y \mid X, \xi) \pi_{\xi}(\xi) \mathrm{d} \mu_{\xi}(\xi)$ (which holds under (3.1)) is sufficient for all inference under the given model and prior. Hence, this conditional density is frequently of interest in our theoretical development, as is the corresponding marginalized model $p_{X, Y}(Y, X \mid \theta)=\int p_{Y}(Y \mid X, \xi) p_{X}(X \mid \theta) \pi_{\xi}(\xi) \mathrm{d} \mu_{\xi}(\xi)$. We will compare results obtained with a fixed prior to those obtained in a more general setting to better understand the effects of nuisance parameters in multiphase inference.

These restrictions are somewhat similar to those underlying Rubin's (1976) definition of "missing at random"; however, we do not have missing data mechanism (MDM) in this setting per se. The distinction between missing and observed data ( $X$ and $Y$ ) is fixed by the structure of our model. In place of MDM, we have two imposed patterns of missingness: one for the data-generating process, and one for the inference process. The first is $p_{Y}(Y \mid X, \xi)$, which creates a noisy version of the desired scientific variables. Here, $X$ can be considered the missing data and $Y$ the observed. For the inference process, the downstream analyst observes $T$ in place of $Y$ but desires inference for $\theta$ based upon $p_{X}(X \mid \theta)$. Hence, $Y$ and $X$ are both missing for the downstream analyst. Neither pattern is entirely intrinsic to the problem-both are fixed by choice. The selection of scientific variables $X$ for a given marginal likelihood $p_{Y}(Y \mid \theta, \xi)=\int p_{Y}(Y \mid X, \xi) p_{X}(X \mid \theta) \mathrm{d} \mu_{X}(X)$ is a modeling
decision. The selection of preprocessing $T(Y)$ is a design decision. This contrasts with the typical missing data setting, where MDM is forced upon the analyst by nature. With multiphase problems, we seek to design and evaluate engineered missingness. Thus the investigation of multiphase inference requires tools and ideas from design, inference, and computation in addition to the established theory of missing data.

## 3•3.2 DEFINING MULTIPHASE PROCEDURES

With this model in place, we turn to formally defining multiphase procedures. This is more subtle than it initially appears. In the MI setting, we focus on complete-data procedures for the downstream analyst's estimation and do not restrict the dependence structure between missing data and observations. In contrast, we restrict the dependence structure as in (3.1), but place far fewer constraints on the analysts' procedures. Here, we focus our definitions and discussion on the two phase case of a single preprocessor and downstream analyst. This provides the formal structure to describe the interface between any two phases in a chain of multiphase analyses.

In our multiphase setting, downstream analysts need not have any complete-data procedure in the sense of one for inferring $\theta$ from $X$ and $Y$; indeed, they need not formally have one based only upon $X$ for inferring $\theta$. We require only that they have a set of procedures for their desired inference using the quantities provided from earlier phases as inputs ( $T$ ), not necessarily using direct observations of $X$ or $Y$. Such situations are common in practice, as methods are often built around properties of preprocessed data such as smoothness or sparsity that need not hold for the actual values of $X$.

For the preprocessor, the input is $Y$ and the output is $T$. Here $T$ could consist of a vector of means with corresponding standard errors, or, for discrete $Y, T$ could consist of carefully selected cross-tabulations. In general, $T$ clearly needs to be related to $X$ to capture inferential information, but its actual form is influenced by practical constraints (e.g., ag-
gregation to lower than desired resolutions due to data storage capacity).
For the downstream analyst, the input is $T$ and the output is an inference for $\theta$. This analyst can obviously adapt. For example, suppose $\theta=E\left(X_{i}\right)$ for each entry $i$ of $X$. If the preprocessor provides $T_{\circ}=\hat{X}$, the analyst may simply use an unweighted mean to estimate $\theta$. If the preprocessor instead gives the analyst $T_{1}=(\hat{X}, S)$, where $S$ contains standard errors, the latter could instead use a weighted mean to estimate $\theta$. This adaptation extends to an arbitrary number of possible inputs $T_{k}$, each of which corresponds to a set of constraints facing the preprocessor.

To formalize this notion of adaptation, we first define an index set $C$ with one entry for each such set of constraints. This maps between forms of input provided by the preprocessor and estimators selected by the downstream analyst. In this way, $C$ captures the downstream analyst's knowledge of previous processing and the underlying probability model. Thus, this index set plays an central role in the definition of multiphase inference problems, far beyond that of a mere mathematical formality; it regulates the amount of mutual knowledge shared between the preprocessor and the downstream analyst.

Now, we turn to the estimators themselves. We start with point estimation as a foundation for a broader class of problems. Testing begins with estimating rejection regions, interval estimation with estimating coverage, classification with estimating class membership, and prediction with estimating future observations and, frequently, intermediate parameters. The framework we present therefore provides tools that can be adapted for more than estimation theory. We define multiphase estimation procedures as follows:

Definition 1. A multiphase estimation procedure $\mathcal{P}$ is a set of estimators $\left\{\hat{\theta}_{k}\left(T_{k}\right): k \in C\right\}$ indexed by the set $C$, where $T_{k}$ corresponds to the output of the $k$ th first-phase method; that is, $\mathcal{P}$ is a family of estimators with different inputs.

When clear, we will drop the subscripts $k$ and index the estimators in $\mathcal{P}$ by their in-
puts. This definition provides enough flexibility to capture many practical issues with multiphase inference, and it can be iterated to define procedures for analyses involving a longer sequence of preprocessors and analysts. It also encompasses the definition of a missing data procedure used by Meng (1994). Such procedures cannot, of course, be arbitrarily constructed if they are to deliver results with general validity. Hence, having defined these procedures, we will cull many of them from consideration in Section 3.3.3.

The obvious choice of our estimand, suggested by our notation thus far, is the parameter for the scientific model, $\theta$. This is very amenable to mathematical analysis and relevant to many investigations. Hence, it forms the basis for our results in Section 3.4. However, for multiphase analyses, other classes of estimands may prove more useful in practice. In particular, functions of $X$, future scientific variables $X_{\text {rep }}$, or future observations $Y_{\text {rep }}$ may be of interest. Prediction of such quantities is a natural focus in the multiphase setting because such statements are meaningful to both the preprocessor and downstream analyst. Such estimands naturally encompass a broad range of statistical problems including prediction, classification, and clustering. However, there is often a lack of mutual knowledge about $p_{X}(X \mid \theta)$, so the preprocessor cannot expect to "target" estimation of $\theta$ in general, as we shall discuss in Section 3.5.

### 3.3.3 WHEN IS MORE BETTER?

It is not automatic for multiphase estimation procedures to produce better results as the first phase provides more information. To obtain a sensible context for theoretical development, we must regulate the way that the downstream analyst adapts to different inputs. For instance, they should obtain better results (in some sense) when provided with higher-resolution information. This carries over from the MI setting (Meng, 1994; Meng and Romero, 2003; Meng and Xie, 2013; Xie and Meng, 2012), where notions such as self-efficiency are useful for regulating the downstream analyst's procedures. We define
a similar property for multiphase estimation procedures, but without restricting ourselves to the missing data setting. Specifically, let $T_{1} \preceq T_{2}$ indicate $T_{1}$ is a deterministic function of $T_{2}$. In practice, $T_{1}$ could be a subvector, aggregation, or other summary of $T_{2}$.

Definition 2 (Risk monotonicity). A multiphase estimation procedure $\mathcal{P}$ is risk monotone with respect to a loss function $L$ if, for all pairs of outputs $T_{1}, T_{2}, T_{1} \preceq T_{2}$ implies $R\left(\hat{\theta}_{2}\left(T_{2}\right), L\right) \leq$ $R\left(\hat{\theta}_{1}\left(T_{1}\right), L\right)$.

An asymptotic analogue of risk monotonicity is defined as would be expected, scaling the relevant risks at an appropriate rate to obtain nontrivial limits. This is a natural starting point for regulating multiphase estimation procedures; stronger notions may be required for certain theoretical results. Note that this definition does not require that "higher-quality" inputs necessarily lead to lower risk estimators. Risk monotonicity requires only that estimators based upon a larger set of inputs perform no worse than those with strictly less information (in a deterministic sense). However, risk monotonicity is actually quite tight in another sense. It requires that additional information cannot be misused by the downstream analyst, imposing a strong constraint on mutual knowledge. For an example, consider the case of unweighted and weighted means. To obtain better results when presented with standard errors, the downstream analyst must know that they are being given (the correct) standard errors and to weight by inverse variances.

This definition is related to the comparison of experiments, as explored by Blackwell (1951, 1953), but diverges on a fundamental level. Our ordering of experiments, based on deterministic functions, is more stringent than that of Blackwell (1953), but they are related. Indeed, our $\preceq$ relation implies that of Blackwell (1953). In the latter work, an experiment $\alpha$ is defined as more informative than experiment $\beta$, denoted $\alpha \supset \beta$, if all losses attainable from $\beta$ are also attainable from $\alpha$. This relation is also implied if $\alpha$ is sufficient for $\beta$. Our stringency stems from our broader objectives in the multiphase setting. From a


Figure 3.2: Illustration of risk-monotone "basis" construction. In this case, $T_{1}$ and $T_{2}$ form the basis set of statistics. Each of these has three descendants $\left(T_{3}, T_{5}, T_{7}\right.$ from $T_{1}$ and $T_{4}, T_{6}, T_{8}$ from $T_{2}$ ). These descendants are deterministic functions of their parent, but they are not deterministic functions of any other basis statistics. Given correctly-specified models for $T_{1}$ and $T_{2}$, a risk monotone procedure can be constructed for all statistics $\left(T_{1}, \ldots, T_{8}\right)$ shown here as described in the text.
decision-theoretic perspective, the partial ordering of experiments investigated by Blackwell and others deal with which risks are attainable given pairs of experiments, allowing for arbitrary decision procedures. In contrast, our criterion restricts procedures based on whether such risks are actually attained, with respect to a particular loss function. This is because, in the multiphase setting, it is not generally realistic to expect downstream analysts to be capable of obtaining optimal estimators for all forms of preprocessing.

The conceptually-simplest way to generate such a procedure is to begin with a complete probability model for $p_{Y}(Y \mid \theta)$. Under traditional asymptotic regimes, all procedures consisting of Bayes estimators based upon such a model will (with full knowledge of the transformations involved in each $T_{k}$ and a fixed prior) be risk monotone. The same is true asymptotically under the same regimes (for squared-error loss) for procedures consisting of MLEs under a fixed model. Under some other asymptotic regimes, however, these principles of estimation do not guarantee risk-monotonicity; we explore this further in Section 3.4.2. But such techniques are not the only way to generate risk monotone procedures from probability models. This is analogous to self-efficiency, which can be achieved by procedures that are neither Bayesian nor MLE (Meng, 1994; Xie and Meng, 2012).

A risk monotone procedure can be generated from any set of probability models for
distinct inputs that "span" the space of possible inputs. Suppose that an analyst has a set of probability models, all correctly specified, for $p_{T_{b}}\left(T_{b} \mid \theta\right)$, where $b$ ranges over a subset $B$ of the relevant index set $C$. We also assume that this analyst has a prior distribution $\pi_{b}(\theta)$ for each such basis models. These priors need not agree between models; the analyst can build a risk-monotone procedure from an inconsistent set of prior beliefs. Suppose that the inputs $\left\{T_{b}: b \in B\right\}$ are not deterministic functions of each other and all other inputs can be generated as nontrivial deterministic transformations of one of these inputs. Formally, we require $T_{b} \npreceq T_{c}$ for all distinct $b, c \in B$ and, for each $k \in C$ there exists a unique $b \in B$ such that $T_{k} \preceq T_{b}$ (each output is uniquely descended from a single $T_{b}$ ), as illustrated in Figure 3.2. This set can form a basis, in a sense, for the given procedure.

Using the given probability models with a single loss function and set of priors (potentially different for each model), the analyst can derive a Bayes rule under each model. For each $b \in B$, we require $\hat{\theta}\left(T_{b}\right)$ to be an appropriate Bayes rule on said model. As $T_{k}=g_{k}\left(T_{b}\right)$ for some function $g_{k}$, we then have the implied $p_{T_{k}}\left(T_{k} \mid \theta\right)=\int_{t: g_{k}(t)=T_{k}} p_{T_{b}}(t \mid \theta) \mathrm{d} t$, yielding the Bayes rule for estimating $\theta$ based on $T_{k}$, which is no less risky than $\hat{\theta}\left(T_{b}\right)$. The requirement that each output $T_{k}$ derives from a unique $T_{b}$ means that each basis component $T_{b}$ has a unique line of descendants. Within each line, each descendant is comparable to only a single $T_{b}$ in the sense of deterministic dependence. Between these lines, such comparisons are not possible. This ensures the overall risk-monotonicity.

Biology provides an illustration of such bases. A wide array of methodological approaches have been used to analyze high-throughput gene expression data. One approach, builds upon order and rank statistics (Geman et al., 2004; Tan et al., 2005; Geman, 2012). Another common approach uses differences in gene expression between conditions or experiments, often aggregating over pathways, replicates, and so forth. Each class of methods is based upon a different form of preprocessing: ranks transformations for the former, normalization and aggregation for the latter. Taking procedures based on rank
statistics and aggregate differences in expression as a basis, we can consider constructing a risk-monotone procedure as above. Thus, the given formulation can bring together apparently disparate methods as a first step in analyzing their multiphase properties.

Such constructions are, unfortunately, not sufficient to generate all possible risk monotone procedures. Obtaining more general conditions and constructions for risk monotone procedures is a topic for further work.

### 3.3.4 REVISITING OUR EXAMPLES AND PROBING OUR BOUNDARIES

By casting the examples in Section 3.2.2 into the formal structure just established, we can clarify the practical role of each mathematical component and see how to map theoretical results into applied guidance. We also provide an example that illustrates the boundaries of the framework's utility, and another that demonstrates its formal limits. These provide perspective on the trade-offs made in formalizing the multiphase inference problem.

The case of microarray preprocessing presented previously fits quite nicely into the model of Section 3.3.1. There, $Y$ corresponds to the observed probe-level intensities, $X$ corresponds to the true expression level for each gene under each condition, and $\theta$ corresponds to the parameters governing the organism's patterns of gene expression. In the microarray setting, $p_{Y}$ would characterize the relationship between expression levels and observed intensities, governed by $\xi$. These nuisance parameters could include chip-level offsets, properties of any additive background, and the magnitudes of other sources of variation. The assumptions of a Markovian dependence structure and distinct parameters for each part of the model appear quite reasonable in this case, as (1) the observation $Y$ can only (physically) depend upon the sample preparation, experimental protocol, and RNA concentrations in the sample and (2) the distributions $p_{X}$ and $p_{Y}$ capture physically distinct portions of the experiment. Background correction, normalization, and the reduction of observations to log-fold changes are common examples of preprocessing $T(Y)$.

As discussed previously, estimands based upon $X$ may be of greater scientific interest than those based upon $\theta$. For instance, we may want to know whether gene expression changed between two treatments in a particular experiment (a statement about $X$ ) than whether a parameter regulating the overall patterns of gene expression takes on a particular value.

For the astrophysical example, the fit is similarly tidy. The raw astronomical observations correspond to $Y$, the true temperature, density, and spectral properties of each part of the dust cloud become $X$, and the parameters governing the relationship between these quantities (e.g., their correlation) form $\theta$. The $p_{Y}$ distribution governs the physical observation process, controlled by $\xi$. This process typically includes the instruments' response to astronomical signals, atmospheric distortions, and other earthbound phenomena. As before, the conditional independence of $\theta$ and $Y$ given $X$ and $\xi$ is sensible based upon the problem structure, as is the separation of $\theta$ and $\xi$. Here $X$ corresponds to signals emitted billions or trillions of miles from Earth, whereas the observation process occurs within ground- or space-based telescopes. Hence, any non-Markovian effects are quite implausible. Preprocessing $T(Y)$ corresponds to the (point) estimates of temperature, density, and spectral properties from simple models of $Y$ given $X$ and $\xi$.

The multiphase framework encompasses a broad range of settings, but it does not shed additional light on all of them. If $T$ is a many-to-one transformation of $Y$, then our framework implies that the preprocessor and downstream analyst face structurally different inference (and missing data) problems. This is the essence of multiphase inference, in our view. Settings where $p_{Y}(Y \mid X, \xi)$ is degenerate or $T$ is a one-to-one function of $Y$ are boundary cases where our multiphase interpretation and framework add little.

For a concrete example of these cases, consider a time-to-failure experiment, with the times of failure $W_{i} \sim$ i.i.d $\operatorname{Expo}(\theta), i=1, \ldots, n$. Now, suppose that the experimenters actually ran the experiment in $m$ equally-sized batches. They observe each batch only until its first failure; that is, they observe and report $Y_{b}=\min \left\{W_{i}: i\right.$ in batch $\left.b\right\}$ for each batch
b. Subsequent analysts have access only to $T=\left(Y_{1}, \ldots, Y_{b}\right)$. This seems to be a case of preprocessing, but it actually resides at the very edge of our framework.

We could take the complete observations to be $X$ and the batch minima to be $Y$. This would satisfy our Markov constraint, with a singular, and hence deterministic, observation process $p_{Y}(Y \mid X)$ simply selecting a particular order statistic within each batch. However, $T(Y)$ is one-to-one; the preprocessor observes only the order statistics, as does the downstream analyst. There is no separation of inference between phases; the same quantities are observed and missing to both the preprocessor and the downstream analyst. Squeezing this case into the multiphase framework is technically valid but unproductive.

The framework we present is not, however, completely generic. Consider a chemical experiment involving a set of reactions. The underlying parameters $\theta$ describe the chemical properties driving the reactions, $X$ are the actual states of the reaction, and $Y$ are the (indirectly) measured outputs of the reactions. The measurement process for these experiments, as described by $p_{Y}(Y \mid X, \xi)$, could easily violate the structure of our model in this case. For instance, the same chemical parameters could affect both the measurement and reaction processes, violating the assumed separation of $\theta$ and $\xi$.

Even careful preprocessing in such a setting can create a fundamental incoherence. Suppose the downstream analysis will be Bayesian, so the preprocessor provides the conditional density of $Y$ as a function of $X, p_{Y}(Y \mid X)$, for the observed $Y$. If $\theta$ and $\xi$ share components, and the preprocessor uses their prior on $\xi$ to create $p_{Y}(Y \mid X)$, the conditional density need not be sufficient for $\theta$ under the downstream analyst's model. Because the downstream analyst's prior on $\theta$ need not be compatible with the preprocessor's prior on $\xi$, inferences based on the preprocessor's $p_{Y}(Y \mid X)$ can be seriously flawed in this setting. Hence, we exclude such cases from our investigation for the time being.

Thinking Bayesianly, our model (3.1) obviously does not exclude the possibility that the downstream analyst has more knowledge about $\theta$ than the preprocessor in the form
of a prior on $\theta$. However, prior information means that it is based on studies that do not overlap with the current one. Probabilistically speaking, this means that our model permits the downstream analyst to formally incorporate another data set $Z$, as long as $Z$ is conditionally independent of the scientific variables $X$ and observations $Y$ given $(\theta, \xi)$ or $\theta$. For example, the downstream analyst could observe completely separate experiments pertaining to the same underlying process governed by $\theta$ or the outcomes of separate calibration pertaining to $\xi$, but not additional replicates governed by the same realization of $X$. In a biological setting, this means that the downstream analyst could have access to results from samples not available to the preprocessor (e.g., biological replicates), possibly using the same equipment; however, they could not have access to additional analyses of the same biological sample (e.g., technical replicates), as a single biological sample would typically correspond to a single realization of $X$.

These examples remind us that our multiphase setting does not encompass all of statistical inference. This is quite a relief to us. Our work aims to open new directions for statistical research, but it cannot possibly address every problem under the sun!

### 3.3.5 CONSTRAINTS WILL SET YOUR THEORY FREE

Multiphase theory hinges on procedural constraints. Consider, for example, finding the optimal multiphase estimation procedure in terms of the final estimator's Bayes risk. Without stringent procedural constraints, the result is trivial: compute the appropriate Bayes estimator using the distribution of $T$ given $\theta$. Similarly, the optimal preprocessing $T$ will, without tight constraints, simply compute an optimal estimator using $Y$ and pass it forward. Note that both of these cases respect risk-monotonicity to the letter; it is not sufficiently tight to enable interesting, relevant theory. More constraints, based upon careful consideration of applied problems, are clearly required.

This is not altogether bad news. We need only look to the history of multiple imputation
to see how rich theory can arise from stringent, pragmatic constraints. Multiple imputation forms a narrow subset of multiphase procedures: $X$ corresponds to the complete data ( $Y_{\text {com }}$, in MI notation), $Y$ corresponds to the observed data $Y_{\text {obs }}$ and missing data indicator $R$, and $T$ usually consists of posterior predictive draws of the missing data together with the observed data. The Markovian property depicted in Figure 3.1 holds when the parameter ( $\xi$ ) for the missing data mechanism $p\left(R \mid Y_{\text {com }}, \xi\right)$ is distinct from the parameter of interest $(\theta)$ in $p\left(Y_{\text {com }} \mid \theta\right)$, which is a common assumption in practice. The second-phase procedure is then restricted to repeatedly applying a complete-data procedure and combining the results. These constraints were originally imposed for practical reasons-in particular, to make the resulting procedure feasible with existing software. However, they have opened the door to deep theoretical investigations.

In that spirit, we consider two types of practically-motivated constraints for multiphase inference: restrictions on the downstream analyst's procedure and restrictions on the preprocessor's methods. These constraints are intended to work in concert with coherence conditions (e.g., risk monotonicity), not in isolation, to enable meaningful theory.

Constraints on the downstream analyst are intended to reflect practical limitations of their analytic capacity. Examples include restricting the downstream analyst to narrow classes of estimators (e.g., linear functions of preprocessed inputs), to specific principles of estimation (e.g., MLEs), or to special cases of a method we can reasonably assume the downstream analyst could handle, such as a complete-data estimator $\hat{\theta}(X)$, available from software with appropriate inputs. Estimators derived from nested families of models are often suitable for this purpose. For example, whereas $\hat{\theta}(X)$ may involve only an ordinary regression, the computation of $\hat{\theta}(T)$ may require a weighted least-squares regression.

Another constraint on the downstream analyst pertains to nuisance parameters. Such constraints are of great practical and theoretical interest, as we believe that the preprocessor will typically have better knowledge and statistical resources available to address
nuisance parameters than the downstream analyst. An extreme but realistic case of this is to assume that the downstream analyst cannot address nuisance parameters at all. As we shall discuss in Section 3.4, this would force the preprocessor to either marginalize over the nuisance parameters, find a pivot with respect to them, or trust the downstream analyst to use a method robust to the problematic parameters.

Turning to the preprocessor, we consider restricting either the form of the preprocessor's output or the mechanics of their methods. In the simplest case of the former, we could require that $T$ consist of the posterior mean $(\hat{X})$ and posterior covariance $(V)$ of the unknown $X$ under the preprocessor's model. A richer, but still realistic, class of output would be finite-dimensional real or integer vectors. Restricting output to such a class would prevent the preprocessor from passing arbitrary functions onto the downstream analyst. This leads naturally to the investigation of (finite-dimensional) approximations to the preprocessor's conditional density, aggregation, and other such techniques.

On the mechanical side, we can restrict either the particulars of the preprocessor's methods or their broader properties. Examples of the former include particular computational approximations to the likelihood function or restrictions to particular principles of inference (e.g., summaries of the likelihood or posterior distribution of $X$ given $(Y, \xi)$ ). Such can focus our inquiries to specific, feasible methods of interest or reflect the core statistical principles we believe the preprocessor should take into account. In a different vein, we can require that preprocessor's procedures be distributable across multiple researchers, each with their own experiments and scientific variables of interest. Such settings are of interest for both the accumulation of scientific results for later use and for the development of distributed statistical computation. This leads to preprocessing based upon factored "working" models for $X$, as we explore further in Section 3.4.1. Nuisance parameters play an important role in these constraints, narrowing the class of feasible methods (e.g., marginalization over such parameters may be exceedingly difficult) and
largely determining the extent to which preprocessing can be distributed. We explore these issues in more detail throughout Section 3.4.

### 3.4 A FEW THEORETICAL CORNERSTONES

We now present a few steps towards a theory of multiphase inference. In this, we endeavor to address three basic questions: (1) how can we determine what to retain, (2) what limits the performance of multiphase procedures, and (3) what are some minimal requirements for being an ideal preprocessor? We find insight into the first question from the language of classical sufficiency. We leverage and specialize results from the missing-data literature to address the second. For the third question, we turn to the tools of decision theory.

### 3.4.1 DETERMINING WHAT TO RETAIN

Suppose we have a group of researchers, each with their own experiments. They want to preprocess their data to reduce storage requirements, ease subsequent analyses, and (potentially) provide robustness to measurement errors. This group is keenly aware of the perils of preprocessing and want to ensure that the output they provide will be maximally useful for later analyses. Their question is, "Which statistics should we retain?"

If each of these researchers was conducting the final analysis themselves, using only their own data, they would be in a single-phase setting. The optimal strategy then is to keep a minimal sufficient statistic for each researcher's model. Similarly, if the final analysis were planned and agreed upon among all researchers, we would again have a single-phase setting, and it is optimal to retain the sufficient statistics for the agreedupon model. We use the term optimal here because it achieves maximal data reduction without losing information about the parameters of interest. Such lossless compressionin the general sense of avoiding statistical redundancy-is often impractical, but it provides
a useful theoretical gold standard.
In the multiphase setting, especially with multiple researchers in the first phases, achieving optimal preprocessing is far more complicated even in theory. If $T(Y)$ is the output of the entire preprocessing phase, then in order to retain all information we must require $T(Y)$ to be a sufficient statistics for $\{\theta, \xi\}$ under model (3.1); that is,

$$
\begin{equation*}
L(\theta, \xi \mid T(Y))=L(\theta, \xi \mid Y) \tag{3.2}
\end{equation*}
$$

where $L$ denotes a likelihood function; or at least in the (marginal) Bayesian sense,

$$
\begin{equation*}
P(\theta \mid T(Y))=P(\theta \mid Y) \tag{3.3}
\end{equation*}
$$

where $P(\theta \mid D)$ is the posterior of $\theta$ given data $D$ with the likelihood given by (3.1). Note that (3.2) implies (3.3), and (3.3) is useful when the downstream analyst wants only a Bayesian inference of $\theta$. In either case the construction of the sufficient statistic generally depends on the joint model for $Y$ as implied by (3.1), requiring more knowledge than individual researchers typically possess.

Often, however, it is reasonable to assume the following conditional independence. Let $\left\{Y_{i}, X_{i}, \xi_{i}\right\}$ be the specification of $\{Y, X, \xi\}$ for researcher $i(=1, \ldots, r)$, where $\left\{Y_{1}, \ldots, Y_{r}\right\}$ forms a partition of $Y$. We then assume that

$$
\begin{equation*}
p_{Y}(Y \mid X, \xi)=\prod_{i=1}^{r} p_{Y_{i}}\left(Y_{i} \mid X_{i}, \xi_{i}\right) \tag{3.4}
\end{equation*}
$$

Note in the above definition implicitly we also assume the baseline measure $\mu_{Y}$ is a product measure $\prod_{i=1}^{r} \mu_{Y_{i}}$, such as Lebesgue measure. The assumption (3.4) holds, for example, in microarray applications, when different labs provide conditionally-independent observations of probe-level intensities. The preceding discussion suggests that this assumption is
necessary for ensuring (3.2) or even (3.3), but obviously it is far from sufficient because it says nothing about the model on $X$.

It is reasonable-or at least more logical than not-to assume each researcher has the best knowledge to specify his/her own observation model $p_{Y_{i}}\left(Y_{i} \mid X_{i}, \xi_{i}\right)(i=1, \ldots, r)$. But, for the scientific model $p_{X}(X \mid \theta)$ used by the downstream analyst, the best we can hope is that each researcher has a working model $\tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right)$ that is in some way related to $p_{X}(X \mid \theta)$. The notation $g_{i}(\eta)$ reflects our hope to construct a common working parameter $\eta$ that can ultimately be linked to the scientific parameter $\theta$.

Given this working model, the $i$ th researcher can obtain the corresponding (minimal) sufficient statistic $T_{i}(Y)$ for $\left\{g_{i}(\eta), \xi_{i}\right\}$ with respect to

$$
\begin{equation*}
\tilde{p}_{X}\left(Y_{i} \mid g_{i}(\eta), \xi_{i}\right)=\int p_{Y}\left(Y_{i} \mid X_{i}, \xi_{i}\right) \tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right) \mathrm{d} \mu_{X_{i}}\left(X_{i}\right), \quad i=1, \ldots, r . \tag{3.5}
\end{equation*}
$$

When one has a prior $\pi_{\xi_{i}}\left(\xi_{i}\right)$ for $\xi_{i}$, one could alternately decide to retain the (Bayesian) sufficient statistic $T_{i}^{B}\left(Y_{i}\right)$ with respect to the model

$$
\begin{equation*}
\tilde{p}_{Y}\left(Y_{i} \mid g_{i}(\eta)\right)=\iint p_{Y}\left(Y_{i} \mid X_{i}, \xi_{i}\right) \tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right) \pi_{\xi_{i}}\left(\xi_{i}\right) \mathrm{d} \mu_{X_{i}}\left(X_{i}\right) \mathrm{d} \mu_{\xi}\left(\xi_{i}\right) . \tag{3.6}
\end{equation*}
$$

Our central interest here is to determine when the collection $T(Y)=\left\{T_{i}\left(Y_{i}\right): i=\right.$ $1, \ldots, r\}$ will satisfy (3.2) and when $T^{B}(Y)=\left\{T_{i}^{B}\left(Y_{i}\right): i=1, \ldots, r\right\}$ will satisfy (3.3). This turns out to be an exceedingly difficult problem if we seek a necessary and sufficient condition for when this occurs. However, it is not difficult to identify sufficient conditions that can provide useful practical guidelines. We proceed by first considering cases where $\left\{X_{1}, \ldots, X_{r}\right\}$ forms a partition of $X$. Compared to the assumption on partitioning $Y$, this assumption is less likely to hold in practice because different researchers can share common parts of $X$ 's or even the entire scientific variable $X$. However, as we shall demonstrate
shortly, we can extend our results formally to all models for $X$, as long as we are willing to put tight restrictions on the allowed class of working models. Specifically, the following condition describes a class of working models that are ideal because they permit separate preprocessing yet retain joint information. Note again that an implicit assumption here is that the baseline measure $\mu_{X}$ is a product measure $\prod_{i=1}^{r} \mu_{X_{i}}$.

Definition 3 (Distributed Separability Condition (DSC)). Aset of working models $\left\{\tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right)\right.$ : $i=1, \ldots, r\}$ is said to satisfy the distributed separability condition with respect to $p_{X}(X \mid \theta)$ if there exists a probability measure $p_{\eta}(\eta \mid \theta)$ such that

$$
\begin{equation*}
p_{X}(X \mid \theta)=\int_{\eta}\left[\prod_{i=1}^{r} \tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right)\right] \mathrm{d} p_{\eta}(\eta \mid \theta) \tag{3.7}
\end{equation*}
$$

Theorem 2. Under the assumptions (3.4) and (3.7), we have
(1) The collection of individual sufficient statistics from (3.5), that is, $T(Y)=\left\{T_{i}\left(Y_{i}\right), i=\right.$ $1, \ldots, r\}$, is jointly sufficient for $\{\theta, \xi\}$ in the sense that (3.2) holds.
(2) Under the additional assumption that $\left\{\xi_{1}, \ldots, \xi_{r}\right\}$ forms a partition of $\xi$ and $\pi(\xi) \mathrm{d} \mu_{\xi}=$ $\prod_{i=1}^{r} \pi_{\xi_{i}}\left(\xi_{i}\right) \mathrm{d} \mu_{\xi_{i}}$, both $T(Y)$ corresponding to (3.5) and $T^{B}(Y)$ corresponding to (3.6) are Bayesianly sufficient for $\theta$ in the sense that (3.3) holds.

Proof. By the sufficiency of $T_{i}$ for $\left(g_{i}(\eta), \xi_{i}\right)$, we can write

$$
\begin{equation*}
\int_{X_{i}} p_{Y}\left(Y_{i} \mid X_{i}, \xi_{i}\right) \tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right) \mathrm{d} \mu_{X_{i}}\left(X_{i}\right)=\tilde{p}_{Y}\left(Y_{i} \mid g_{i}(\eta), \xi_{i}\right)=h_{i}\left(Y_{i}\right) f_{i}\left(T_{i} ; g_{i}(\eta), \xi_{i}\right) \tag{3.8}
\end{equation*}
$$

This implies that,

$$
\begin{aligned}
p_{Y}(Y \mid \theta, \xi)= & \int_{X} p_{Y}(Y \mid X, \xi) p_{X}(X \mid \theta) \mathrm{d} \mu_{X}(X) \\
{[\text { by }(3.4) \text { and }(3.7)]=} & \int_{X}\left[\prod_{i=1}^{r} p_{Y}\left(Y_{i} \mid X_{i}, \xi_{i}\right)\right] . \\
& {\left[\int_{\eta}\left[\prod_{i=1}^{r} \tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right)\right] \mathrm{d} p_{\eta}(\eta \mid \theta)\right] \mathrm{d} \mu_{X}(X) } \\
{\left[\text { by factorization of } \mu_{X}\right]=} & \int_{\eta} \prod_{i=1}^{r}\left[\int_{X_{i}} p_{Y}\left(Y_{i} \mid X_{i}, \xi_{i}\right) \tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right) \mathrm{d} \mu_{X_{i}}\left(X_{i}\right)\right] \mathrm{d} p_{\eta}(\eta \mid \theta) \\
{[\text { by }(3.8)]=} & {\left[\prod_{i=1}^{r} h_{i}\left(Y_{i}\right)\right]\left[\int_{\eta} \prod_{i=1}^{r} f_{i}\left(T_{i} ; g_{i}(\eta), \xi_{i}\right) \mathrm{d} p_{\eta}(\eta \mid \theta)\right] . }
\end{aligned}
$$

This establishes (1) by the factorization theorem. Assertion (2) is easily established via an analogous argument, by integrating all the expressions above with respect to $\pi(\xi) \mathrm{d} \mu(\xi)=$ $\prod_{i=1}^{r} \pi_{\xi_{i}}\left(\xi_{i}\right) \mathrm{d} \mu_{\xi_{i}}\left(\xi_{i}\right)$.

We emphasize that DSC does not require individual researchers to model their parts of $X$ in the same way as the downstream analyst would, which would make it an essentially tautological condition. Rather, it requires that individual researchers understand their own problems and how they can fit into the broader analysis hierarchically. This means that the working model for each $X_{i}(i=1, \ldots, r)$ can be more saturated than the downstream analyst's model for the same part of $X$.

Consider a simple case with $r=1$, where the preprocessor correctly assumes the multivariate normality for $X$ but is unaware that its covariance actually has a block structure or is unwilling to impose such a restriction to allow for more flexible downstream analyses. Clearly any sufficient statistic under the unstructured multivariate model is also sufficient for any (nested) structured ones. The price paid here is failing to achieve the greatest possible sufficient reduction of the data, but this sacrifice may be necessary to ensure
the broader validity of downstream analyses. For example, even if downstream analysts adopt a block-structured covariance, they may still want to perform a model checking, which would not be possible if all they are given is a minimal sufficient statistic for the model to be checked.

Knowledge suitable for specifying a saturated model is more attainable than complete knowledge of $p_{X}(X \mid \theta)$, although ensuring common knowledge of its (potential) hierarchical structure still requires some coordination among the researchers. Each of them could independently determine for which classes of scientific models their working model satisfies the DSC. However, without knowledge of the partition of $X$ across researchers and the overarching model(s) of interest, their evaluations need not provide any useful consensus. This suggests the necessity of some general communications and a practical guideline for distributed preprocessing, even when we have chosen a wise division of labors that permits DSC to hold.

Formally, DSC is similar in flavor to de Finetti's theorem, but it does not require the components of the factorized working model to be exchangeable. DSC, however, is by no means necessary (even under (3.2)), as an example in Section 3.4 .4 will demonstrate. Its limits stem from "unparameterized" dependence-dependence between $X_{i}$ 's that is not controlled by $\theta$. When such dependence is present, statistics can exist that are sufficient for both $\eta$ and $\theta$ without the working model satisfying DSC.

However, a simple necessary condition for distributed sufficiency is available. Unsurprisingly, it links the joint sufficiency of $T(Y)=\left\{T_{i}\left(Y_{i}\right): i=1, \ldots, r\right\}$ under $p_{Y}(Y \mid \theta)$ to the joint sufficiency of $S(X)=\left\{S_{i}\left(X_{i}\right), i=1, \ldots, r\right\}$ under the scientific model $p_{X}(X \mid \theta)$, where $S_{i}\left(X_{i}\right)$ is any sufficient statistic for the working model $\tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right), i=1, \ldots, r$.

Theorem 3. If, for all observation models satisfying (3.4), the collections of individual sufficient statistics from (3.5) $T(Y)=\left\{T_{i}\left(Y_{i}\right), i=1, \ldots, r\right\}$ are jointly sufficient for $\{\theta, \xi\}$ in the sense
that (3.2) holds, then any collection of individual sufficient statistics under $\left\{\tilde{p}_{X}\left(X_{i} \mid g_{i}(\eta)\right), i=\right.$ $1, \ldots, r\}$, that is, $S(X)$, must be sufficient for $\theta$ under $p_{X}(X \mid \theta)$.

The proof of this condition emerges easily by considering the trivial observation model $p_{Y}\left(Y_{i} \mid X_{i}, \xi\right)=\delta_{\left\{Y_{i}=X_{i}\right\}}$, where $\delta_{A}$ is the indicator function of set $A$. Theorem 3 holds even if we require the observation model to be nontrivial, as the case of $p_{Y}\left(Y_{i} \mid X_{i}, \xi\right) \propto \delta_{\left\{Y_{i} \in B_{\varepsilon}\left[X_{i}\right]\right\}}$ for arbitrary $\varepsilon$-neighborhoods of $X_{i}$ demonstrates. The result says that if we want distributed preprocessing to provide a lossless compression regardless of the actual form of the observation model, then even under the conditional independence assumption (3.4), we must require the individual working models to collectively preserve sufficiency under the scientific model. Note that preserving sufficiency for a model is a much weaker requirement than preserving the model itself. Indeed, two models can have very different model spaces yet share the same form of sufficient statistics, as seen with i.i.d. Poisson $(\mu)$ and $N(\mu, 1)$ models, both yielding the sample average as a complete sufficient statistic.

Although we find this sufficiency-preserving condition quite informative about the limits of lossless distributed preprocessing, it is not a sufficient condition. As a counterexample, consider $Y_{i j} \mid X_{i} \sim N\left(\mu_{i}, \sigma_{i j}^{2}\right)$ independent for $i=1, \ldots, n, j=1, \ldots, m$, where $X_{i} \equiv\left(\mu_{i}, \sigma_{i 1}^{2}, \ldots, \sigma_{\text {im }}^{2}\right)$. For the true model, we assume $p_{X}(X \mid \theta)$ as follows: $\mu_{i} \mid \theta \sim N(\theta, \mathbf{1})$, $\sigma_{i j}^{2} \sim 1 / \chi_{1}{ }^{2}$, and all variables are mutually independent. For the working model, we take $\tilde{p}_{X}(X \mid \eta)$ as follows: $\mu_{i} \mid \eta_{i} \sim N\left(\eta_{i}, \mathbf{1}\right)$ independently, and $\sigma_{i j}^{2}=1$ with probability 1 for all $i, j$. Obviously $S=\left(\mu_{1}, \ldots, \mu_{n}\right)$ is a sufficient statistic for both $\tilde{p}_{X}(X \mid \eta)$ and $p_{X}(X \mid \theta)$ because of their normality. Because $S$ is minimally sufficient for $\eta$, this implies that any sufficient statistic for $\tilde{p}_{X}(X \mid \eta)$ must be sufficient for $p_{X}(X \mid \theta)$, therefore the sufficiency preserving condition holds.

However, the collection of the complete sufficient statistics $T_{i}=\sum_{j} y_{i j} / m, i=1, \ldots, r$ for $\eta$ under $p_{Y}(Y \mid \eta)$ is not sufficient for $\theta$ under $p_{Y}(Y \mid \theta)$ because the latter is no longer an
exponential family. The trouble is caused by the failure of the working models to capture additional flexibility in the scientific model that is not controlled by its parameter $\theta$. Therefore, obtaining a condition that is both necessary and sufficient for lossless compression via distributed preprocessing is a challenging task. Such a condition appears substantially more intricate than those presented in Theorems 2 and 3 and may therefore be less useful as an applied guideline. Below we discuss a few further subtleties.

Likelihood sufficiency verses Bayesian efficiency. Although Theorem 2 covers both likelihood and Bayesian cases, it is important to note a subtle distinction between their general implications. In the likelihood setting (3.2), we achieve lossless compression for all downstream analyses targeting $(\theta, \xi)$. This allows the downstream analyst to obtain inferences that are robust to the preprocessor's beliefs about $\xi$, and they are free to revise their inferences if new information about $\xi$ becomes available. But, the downstream analyst must address the nuisance parameter $\xi$ from the preprocessing step, a task a downstream analyst may not be able or willing to handle.

In contrast, the downstream analyst need not worry about $\xi$ in the Bayesian setting (3.3). However, this is archived at the cost of robustness. All downstream analyses are potentially affected by the preprocessors' beliefs about $\xi$. Furthermore, because $T^{B}(Y)$ is required only to be sufficient for $\theta$, it may not carry any information for a downstream analyst to check the preprocessor's assumptions about $\xi$. Fortunately, as it is generally logical to expect the preprocessor to have better knowledge addressing $\xi$ than the downstream analyst, such robustness may not be a serious concern from a practical perspective. Theoretically, the trade-off between robustness and convenience is not clear-cut; they can coincide for other types of preprocessing, as seen in Section 3.4.2 below.

Deterministic dependencies among $X_{i}^{\prime}$ 's. As discussed earlier, (conditional) dependencies among the observation variables $Y_{i}$ across different $i$ 's will generally rule out the
possibility of achieving lossless compression by collecting individual sufficient statistics. This points to the importance of appropriate separation of labors when designing distributed preprocessing. In contrast, dependencies among $X_{i}$ 's are permitted, at the expense of redundancy in sufficient statistics. We first consider deterministic dependencies, and for simplicity, take $r=2$ and constrain attention to the case of sufficiency for $\theta$. Suppose we have $X_{1}$ and $X_{2}$ forming a partition of $X$, with a working model $\tilde{p}_{X}(X \mid \vec{\eta})=\tilde{p}_{X_{1}}\left(X_{1} \mid \eta_{1}\right) \tilde{p}_{X_{2}}\left(X_{2} \mid \eta_{2}\right)$ that satisfied the DSC for some $p_{\eta}(\eta \mid \theta)$. Imagine we need to add a common variable $Z$ to both $X_{1}$ and $X_{2}$ that is conditionally independent of $\left\{X_{1}, X_{2}\right\}$ given $\theta$ and has density $p_{Z}(Z \mid \theta)$, with the remaining model unchanged. However, the two researchers are unaware of the sharing of $Z$, so they set up $X_{1}^{\prime}=\left\{X_{1}, Z_{1}\right\}$ and $X_{2}^{\prime}=\left\{X_{2}, Z_{2}\right\}$, with $p_{X_{1}^{\prime}}\left(X_{1}^{\prime} \mid \eta_{1}^{\prime}\right)$ and $\tilde{p}_{X_{2}^{\prime}}\left(X_{2}^{\prime} \mid \eta_{2}^{\prime}\right)$ as their respective working models.

At the first sight this seems to be a hopeless situation for applying the DSC condition, because $X^{\prime}=\left\{X_{1}^{\prime}, X_{2}^{\prime}\right\}=\left\{X_{1}, Z_{1}, X_{2}, Z_{2}\right\}$ does not correspond to the scientific variable $X=$ $\left\{X_{1}, X_{2}, Z\right\}$ of interest. However, we notice that if we can force $Z_{1}=Z_{2}=Z$ in $X^{\prime}$, then we can recover $X$. This forcing is not a mere mathematical trick. Rather, it reflects an extreme yet practical strategy when researchers are unsure whether they share some components of their $X_{i}^{\prime} s$ with others. The strategy is simply to retain statistics sufficient for the entire part that they may suspect to be common, which in this case means that both researchers will retain statistics sufficient for the $Z_{i}^{\prime} s(i=1,2)$ in their entirety. Mathematically, this corresponds to letting $\tilde{p}_{X_{i}^{\prime}}\left(X_{i}^{\prime} \mid \eta_{i}^{\prime}\right)=\tilde{p}_{X_{i}}\left(X_{i} \mid \eta_{i}\right) \delta_{\left\{z_{i}=\zeta_{i}\right\}}$, where $\eta_{i}^{\prime}=\left\{\eta_{i}, \zeta_{i}\right\}$. It is then easy to verify that DSC holds, if we take $p_{\eta}^{\prime}\left(\eta^{\prime} \mid \theta\right)=p_{\eta}(\eta \mid \theta) p_{Z}\left(\zeta_{1} \mid \theta\right) \delta_{\left\{\zeta_{1}=\zeta_{2}\right\}}$, where $\eta^{\prime}=\left\{\eta, \zeta_{1}, \zeta_{2}\right\}$. This is because when $Z_{1} \neq Z_{2}$, both sides of (3.7) are zero. When $Z_{1}=Z_{2}=Z$, we have
(adopting integration over $\delta$ functions)

$$
\begin{aligned}
\int_{\eta^{\prime}}\left[\prod_{i=1}^{2} \tilde{p}_{X_{i}^{\prime}}\left(X_{i}^{\prime} \mid \eta_{i}^{\prime}\right)\right] \mathrm{d} p_{\eta}^{\prime}\left(\eta^{\prime} \mid \theta\right) & =\int_{\eta} \int_{\zeta_{1}}\left[\prod_{i=1}^{2} \tilde{p}_{X_{i}}\left(X_{i} \mid \eta_{i}\right) \delta_{\left\{Z=\zeta_{i}\right\}}\right] \mathrm{d} p_{\eta}(\eta \mid \theta) \delta_{\left\{\zeta_{1}=\zeta_{2}\right\}} \mathrm{d} p_{Z}\left(\zeta_{1} \mid \theta\right) \\
& =\left[\int_{\eta} \prod_{i=1}^{2} \tilde{p}_{X_{i}}\left(X_{i} \mid \eta_{i}\right) \mathrm{d} p_{\eta}(\eta \mid \theta)\right] \int_{\zeta_{1}} \delta_{\left\{\zeta_{1}=Z\right\}} \mathrm{d} p_{Z}\left(\zeta_{1} \mid \theta\right) \\
& =p_{X}\left(X_{1}, X_{2} \mid \theta\right) p_{Z}(Z \mid \theta)=p_{X}(X \mid \theta) .
\end{aligned}
$$

This technique of expanding $\eta$ to include shared parts of the $X$ allows the DSC and Theorem 2 to be applied to all models $p_{X}(X \mid \theta)$, not only those with with distinct $X_{i}$ 's. However, this construction also restricts working models to those with deterministic relationships between parts of $\eta$ and each $X_{i}$.

The derivation above demonstrates both the broader applications of DSC as a theoretical condition and its restrictive nature as a practical guideline. Retaining sufficient statistics for both $Z_{1}$ and $Z_{2}$ can create redundancy. If each preprocessor observes $Z$ without noise, then only one of them actually needs to retain and report their observation of $Z$. However, if each observes $Z$ with independent noise, then both of their observations are required to obtain a sufficient statistic for $\theta$. The noise-free case also provides a straightforward counterexample to the necessity of DSC. Assuming both preprocessors observe $Z$ directly, as long as one of the copies of $Z$ is retained via the use of the saturated $\delta$ density, the other copy can be modeled in any way - and hence can be made to violate DSCwithout affecting their joint sufficiency for $\theta$.

Regardless of the dependencies among the $X_{i}^{\prime}$ 's, there is always a safe option open to the preprocessors for data reduction: retain $T_{i}$ sufficient for $\left(X_{i}, \xi_{i}\right)$ under $p_{Y}\left(Y_{i} \mid X_{i}, \xi_{i}\right)$. This will preserve sufficiency for $\theta$ under any scientific model $p_{X}(X \mid \theta)$ :

Theorem 4. If $p_{Y}(Y \mid X, \xi)$ is correctly specified and satisfies (3.4), then any collection of individual sufficient statistics $\left\{T_{i}: i=1, \ldots, r\right\}$ with each $T_{i}$ sufficient for $\left(X_{i}, \xi_{i}\right)$ is jointly sufficient
for $(\theta, \xi)$ in the sense of (3.2) for all $p_{X}(X \mid \theta)$.

Proof. By the factorization theorem, we have $p_{Y}\left(Y_{i} \mid X_{i}, \xi_{i}\right)=h_{i}\left(Y_{i}\right) f_{i}\left(T_{i} ; X_{i}, \xi_{i}\right)$ for any $i$. Hence, by (3.4), $p_{Y}(Y \mid \theta)=\left[\prod_{i=1}^{r} h_{i}\left(Y_{i}\right)\right] \int_{X}\left[\prod_{i=1}^{r} p_{T}\left(T_{i} \mid X_{i}, \xi_{i}\right)\right] p_{X}(X \mid \theta) \mathrm{d} \mu_{X}(X)$. Therefore $\left\{T_{i}: i=1, \ldots, r\right\}$ is sufficient for $\theta$, by the factorization theorem for sufficiency.

Theorem 4 provides a universal, safe strategy for sufficient preprocessing and a lower bound on the compression attainable from distributed sufficient preprocessing. As all minimal sufficient statistics for $\theta$ are functions of any sufficient statistic for $(X, \xi)$, retaining minimal sufficient statistics for each $\left(X_{i}, \xi_{i}\right)$ results in less compression than any approach properly using knowledge of $p_{X}(X \mid \theta)$. However, the compression achieved relative to retaining $Y$ itself may still be significant. Minimal sufficient statistics for $\theta$ provide an upper bound on the attainable degree of compression by the same argument. Achieving this compression generally requires that each preprocessor knows the true scientific model $p_{X}(X \mid \theta)$. Between these bounds, the DSC (3.7) shows a trade-off between the generality of preprocessing (with respect to different scientific models) and the compression achieved: the smaller the set of scientific models for which a given working model satisfies (3.7), the greater the potential compression from its sufficient statistics.

Stochastic dependencies among $X_{i}$ 's. More generally, stochastic dependence among $X_{i}$ 's reduces compression and increases redundancy in distributed preprocessing. These costs are particularly acute when elements of $\theta$ control dependence among $X_{i}$ 's, as seen in the
following example where

$$
\begin{aligned}
& X=\left(X_{1}, X_{2}\right)^{\top} \sim N_{4 D}\left(\theta_{1} \overrightarrow{\mathrm{i}}_{4 D},\left(\begin{array}{cccc}
1 & 0 & 0 & \theta_{2} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\theta_{2} & 0 & 0 & 1
\end{array}\right) \otimes I_{D}\right) \text { for } D>1, \\
& Y_{i}=\left(Y_{i 1}, Y_{i 2}\right)^{\top} \mid X_{i} \sim N_{2 D}\left(X_{i}, I_{2 D}\right) \text { independently for } i=1,2 .
\end{aligned}
$$

Here $\overrightarrow{1}_{4 D}$ is a column vector with $4 D$ I's as its components, and $\otimes$ is the usual Kronecker product. If $\theta_{2}$ is known, then each researcher can reduce their observations $Y_{i}$ to a scalar statistic $Y_{i}^{\top} \overrightarrow{1}_{2 D}$ and preserve sufficiency for $\theta_{1}$. If $\theta_{2}$ is unknown, then each researcher must retain all of $Y_{i i}$ (but not $Y_{i j}$ for $i \neq j$ ) in addition to these sums to ensure sufficiency for $\theta=\left(\theta_{1}, \theta_{2}\right)$, because the minimal sufficient statistic for $\left(\theta_{1}, \theta_{2}\right)$ requires the computation of $Y_{11}^{\top} Y_{22}$. Thus, the cost of dependence here is $D$ additional pieces of information per preprocessor. Dependence among the $X_{i}$ 's forces the preprocessors to retain enough information to properly combine their individual contributions in the final analysis, downweighting redundant information. This is true even if they are interested only in efficient estimation of $\theta_{1}$, leading to less reduction of their raw data and less compression from preprocessing than the independent case.

Practical perspective. From this investigation, we see that it is generally not enough for each researcher involved in preprocessing to reduce data based on even a correctlyspecified model for their problem at hand. We instead need to look to other models that include each experimenter's data hierarchically, explicitly considering higher-level structure and relationships. However, significant reductions of the data are still possible despite these limitations. Each $T_{i}$ need not be sufficient for each $X_{i}$, nor must $T$ be sufficient for $X$ overall. This often implies that much less data need to be retained and shared than
retaining sufficient statistics for each $X_{i}$ would demand. For instance, if a working model with $X_{i} \mid \eta_{i} \sim N\left(\mu_{i}, \Sigma_{i}\right)$ satisfies the DSC for a given model $p_{X}(X \mid \theta)$ and $Y_{i j} \mid X_{i}, \xi_{i} \sim N\left(X_{i}, \xi_{i}\right)$, then only means and covariance matrices of $Y_{i j}$ within each experiment $i$ need to be retained.

The discussions above demonstrate the importance of involving downstream analysts in the design of preprocessing techniques. Their knowledge of $p_{X}(X \mid \theta)$ is extremely useful in determining what compression is appropriate, even if said knowledge is imperfect. Constraining the scientific model to a broad class may be enough to guarantee effective preprocessing. For example, suppose we fix a working model and consider all scientific models that can be expressed as (3.7) by varying the choices of $p_{\eta}(\eta \mid \theta)$. This yields a very broad class of hierarchical scientific models for downstream analysts to evaluate, while permitting effective distributed preprocessing based on the given working model.

Practically, we see two paths to distributed preprocessing: coordination and caution. Coordination refers to the downstream analyst evaluating and guiding the design of preprocessing as needed. Such guidance can guarantee that preprocessed outputs will be as compact and useful as possible. However, it is not always feasible. It may be possible to specify preprocessing in detail in some industrial and purely computational settings. Accomplishing the same in academic research or for any research conducted over time is an impractical goal. Without such overall coordination, caution is needed. It is not generally possible to maintain sufficiency for $\theta$ without knowledge of the possible models $p_{X}(X \mid \theta)$ unless the retained summaries are sufficient for $X$ itself. Preprocessors should therefore proceed cautiously, carefully considering which scientific models they effectively exclude through their preprocessing choices. This is analogous to the oft-repeated guidance to include as many covariates and interactions as possible in imputation models (Meng, 1994; Meng and Romero, 2003).

### 3.4.2 DOING THE BEST WITH WHAT YOU GET

Having considered the lossless preprocessing, we now turn to more realistic but less clearcut situations. We consider a less careful preprocessor and a sophisticated downstream analyst. The preprocessor selects an output $T$, which may discard much information in $Y$ but nevertheless preserves the identifiability of $\theta$, and the downstream analyst knows enough to make the best of whatever output they are given. That is, the index set $C$ completely and accurately captures all relevant preprocessing methods $T=\left\{T_{i}: i=1, \ldots, r\right\}$. This does not completely capture all the practical constraints discussed in Section 3.3. However, it is important to establish an upper bound on multiphase performance before incorporating such issues. This upper bound is on the Fisher information, and hence a lower bound on the asymptotic variances of estimators $\hat{\theta}$ of $\theta$. As we will see, nuisance parameters ( $\xi$ ) play a crucial role in these investigations.

When using a lossy compression, an obvious question is how much information is lost compared to a lossless compression. This question has a standard asymptotic answer when the downstream analyst adopts an MLE or Bayes estimator, so long as nuisance parameters behave appropriately (as will be discussed shortly). If the downstream analyst adopts some other procedures, such as an estimating equation, then there is no guarantee that the procedure based on $Y$ is more efficient than the one based on $T$. That is, one can actually obtain a more efficient estimator with less data when one is not using probabilistically principled methods, as discussed in detail in Meng and Xie (2013).

Therefore, as a first step in our theoretical investigations, we will focus on MLEs; the results also apply to Bayesian estimators under the usual regularity conditions to guarantee the asymptotic equivalence between MLEs and Bayesian estimators. Specifically, let $(\hat{\theta}(Y), \hat{\xi}(Y))$ and $(\hat{\theta}(T), \hat{\xi}(T))$ be the MLEs of $(\theta, \xi)$ based respectively on $Y$ and $T$ under model (3.1). We place standard regularity conditions for the joint likelihood of $(\theta, \xi)$,
assuming bounded third derivatives of the log-likelihood, common supports of the observation distributions with respect to $(\theta, \xi)$, full rank for all information matrices at the true parameter value $\left(\theta_{0}, \xi_{0}\right)$, and the existence of an open subset of the parameter space that contains $\left(\theta_{\mathrm{o}}, \xi_{\mathrm{o}}\right)$. These conditions imply the first and second Bartlett identities.

However, the most crucial assumption here is a sufficient accumulation of information, indexed by an information size $N_{Y}$, to constrain the behavior of remainder terms in quadratic approximations of the relevant score functions. Independent identically distributed observations and fixed-dimensional parameters would satisfy this requirement, in which case $N_{Y}$ is simply the data size of $Y$, but weaker conditions can suffice (for an overview, see Lehmann and Casella, 1998). In general, this assumption requires that the dimension of both $\theta$ and $\xi$ are bounded as we accumulate more data, preventing the type of phenomenon revealed in Neyman and Scott (1948). For multiphase inferences, cases where these dimensions are unbounded are common (at least in theory) and represent interesting settings where preprocessing can actually improve asymptotic efficiency, as we discuss shortly.

To eliminate the nuisance parameter $\xi$, we work with the observed Fisher information matrices based on the profile likelihoods for $\theta$, denoted by $I_{Y}$ and $I_{T}$ respectively. Let $F$ be the limit of $I_{Y}^{-1}\left(I_{Y}-I_{T}\right)$, the so-called fraction of missing information (see Meng and Rubin, 1991), as $N_{Y} \rightarrow \infty$. The proof of the following result follows the standard asymptotic arguments for MLEs, with the small twist of applying them to profile likelihoods instead of full likelihoods. (We can also invoke the more general arguments based on decomposing estimating equations, as given in Xie and Meng (2012).)

Theorem 5. Under the conditions given above, we have asymptotically as $N_{Y} \rightarrow \infty$,

$$
\begin{equation*}
\operatorname{Var}(\hat{\theta}(T)-\hat{\theta}(Y))[\operatorname{Var}(\hat{\theta}(T))]^{-1} \rightarrow F \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}(\hat{\theta}(Y))[\operatorname{Var}(\hat{\theta}(T))]^{-1} \rightarrow I-F \tag{3.10}
\end{equation*}
$$

This establishes the central role of the fraction of missing information $F$ in determining the asymptotic efficiency of multiphase procedures under the usual asymptotic regime. As mentioned above, this is an ideal-case bound on multiphase performance, and it is based on the usual squared-error loss; both the asymptotic regime and amount of knowledge held by the downstream analyst are optimistic. We explore these issues below, focusing on (1) mutual knowledge and alternative definitions of efficiency, (2) the role of reparameterization, (3) asymptotic regimes and multiphase efficiency, and (4) the issue of robustness in multiphase inference.

MUTUAL KNOWLEDGE AND EFFICIENCY. In practice, downstream analysts are unlikely to have complete knowledge of $p_{Y}$. Therefore, even if they were given the entire $Y$, they would not be able to produce the optimal estimator $\hat{\theta}(Y)$, making the $F$ value given by Theorem 5 an unrealistic yardstick. Nevertheless, Theorem 5 suggests a direction for a more realistic standard.

The classical theory of estimation focuses on losses of the form $L\left(\hat{\theta}, \theta_{0}\right)$, where $\theta_{0}$ denotes the truth. Risk based on this type of loss, given by $R\left(\hat{\theta}, \theta_{\mathrm{o}}\right)=E\left[L\left(\hat{\theta}, \theta_{\mathrm{o}}\right)\right]$, is a raw measure of performance, using the truth as a baseline. An alternative is regret, the difference between the risk of a given estimator and an ideal estimator $\hat{\theta}^{*}$; that is, $R\left(\hat{\theta}, \theta_{0}\right)-$ $R\left(\hat{\theta}^{*}, \theta_{0}\right)$. Regret is popular in the learning theory community and forms the basis for oracle inequalities. It provides a more adaptive baseline for comparison than raw risk, but we can push further. Consider evaluating loss with respect to an estimator rather than
the truth. For mean-squared error, this yields

$$
\begin{equation*}
R(\hat{\theta}(T), \hat{\theta}(Y))=E\left[(\hat{\theta}(T)-\hat{\theta}(Y))^{\top}(\hat{\theta}(T)-\hat{\theta}(Y))\right] . \tag{3.11}
\end{equation*}
$$

Can this provide a better baseline, and what are its properties?
For MLEs, $R(\hat{\theta}(T), \hat{\theta}(Y))$ behaves the same (asymptotically) as additive regret because Theorem 5 implies that, as $N_{Y} \rightarrow \infty$ under the classical asymptotic regime,

$$
\begin{equation*}
R(\hat{\theta}(T), \hat{\theta}(Y))=\operatorname{Var}(\hat{\theta}(T)-\hat{\theta}(Y))=\operatorname{Var}(\hat{\theta}(T))-\operatorname{Var}(\hat{\theta}(Y))=R\left(\hat{\theta}(T), \theta_{\circ}\right)-R\left(\hat{\theta}(Y), \theta_{\circ}\right) \tag{3.12}
\end{equation*}
$$

For inefficient estimators, (3.12) does not hold in general because $\hat{\theta}(T)-\hat{\theta}(Y)$ is no longer guaranteed to be asymptotically uncorrelated with $\hat{\theta}(Y)$. In such cases, this is precisely the reason $\hat{\theta}(T)$ can be more efficient than $\hat{\theta}(Y)$ or, more generally, there exists a constant $\lambda \neq$ o such that $\lambda \hat{\theta}(T)+(1-\lambda) \hat{\theta}(Y)$ is (asymptotically) more efficient than $\hat{\theta}(Y)$. In the terminology of Meng (1994), the estimation procedure $\hat{\theta}(\cdot)$ is not self-efficient if (3.12) does not hold, viewing $Y$ as the complete data $Y_{\text {com }}$ and $T$ as the observed data $Y_{\text {obs }}$. Indeed, if $R\left(\hat{\theta}(T), \theta_{0}\right)<R\left(\hat{\theta}(Y), \theta_{0}\right), R(\hat{\theta}(T), \hat{\theta}(Y))$ may actually be larger for a better $\hat{\theta}(T)$ because of the inappropriate baseline $\hat{\theta}(Y)$; it is a measure of difference, not dominance, in such cases. Hence, some care is needed in interpreting this measure.

Therefore, we can view (3.11) as a generalization of the usual notion of regret, or the relative regret if we divide it by $R\left(\hat{\theta}(Y), \theta_{\mathrm{o}}\right)$. This generalization is appealing for the study of preprocessing: we are evaluating the estimator based on preprocessed data directly against what could be done with the complete raw data, sample by sample, and we no longer need to impose the restriction that the downstream analysts must carry out the most efficient estimation under a model that captures the actual preprocessing. This direction is closely related to the idea of strong efficiency from Xie and Meng (2012) and

Meng and Xie (2013), which generalizes the idea of asymptotic decorrelation beyond the simple (but instructive) setting covered here. Such ideas from the theory of missing data provide a strong underpinning for the study of multiphase inference and preprocessing.

Reparameterization. Theorem 5 also emphasizes the range of effects that preprocessing can have, even in ideal cases. Consider the role that $F$ plays under different transformations of $\theta$. Although the eigenvalues of $F$ are invariant under one-to-one transformations of the parameters, submatrices of $F$ can change substantially. Formally, if $\theta=\left(\theta_{1}, \theta_{2}\right)$ is transformed to $\omega=\left(\omega_{1}, \omega_{2}\right)=\left(g_{1}\left(\theta_{1}, \theta_{2}\right), g_{2}\left(\theta_{1}, \theta_{2}\right)\right)$, then the fraction of missing information for $\omega_{1}$ can be very different from that for $\theta_{1}$. These changes mean that changes in parameterization can reallocate the fractions of missing information among resulting subparameters in unexpected-and sometimes very unpleasant-ways. This is true even for linear transformations; a given preprocessing technique can preserve efficiency for $\theta_{1}$ and $\theta_{2}$ individually while performing poorly for $\theta_{1}-\theta_{2}$. Such issues have arisen in, for instance, the work of Xie and Meng (2012) when attempting to characterize the behavior of multiple imputation estimators under uncongeniality.

Asymptotic regimes and multiphase efficiency. On a fundamental level, Theorem 5 is a negative result for preprocessing, at least for MLEs. Reducing the data from $Y$ to $T$ can only hinder the downstream analyst. Formally, this means that $I_{T} \leq I_{Y}$ (asymptotically) in the sense that $I_{Y}-I_{T}$ is positive semi-definite. As a result, $\hat{\theta}(Y)$ will dominate $\hat{\theta}(T)$ in asymptotic variance for any preprocessing $T$. Thus, the only justification for preprocessing appears to be pragmatic; if the downstream analyst could not make use of $p_{Y}$ for efficient inference or such knowledge could not be effectively transmitted, preprocessing provides a feasible way to obtain the inferences of interest. However, this conclusion depends crucially on the assumed behavior of the nuisance parameter $\xi$.

The usual asymptotic regime is not realistic for many multiphase settings, particularly with regards to $\xi$. In many problems of interest, $\operatorname{dim}(\xi) / N_{Y}$ does not tend to zero as $N_{Y}$ increases, preventing sufficient accumulation of information on the nuisance parameter $\xi$. A typical regime of this type would accumulate observations $Y_{i}$ from individual experiments $i$, each of which brings its own nuisance parameter $\xi_{i}$. Such a process could describe the accumulation of data from microarrays, for instance, with each experiment corresponding to a chip with its own observation parameters, or the growth of astronomical datasets with time-varying calibration. In such a regime, preprocessing can have much more dramatic effects on asymptotic efficiency.

In the presence of nuisance parameters, inference based on $T$ can be more robust and even more efficient than inference based on $Y$. It is well-known that the MLE can be inefficient and even inconsistent in regimes where $\operatorname{dim}(\xi) \rightarrow \infty$ (going back to at least Neyman and Scott, 1948). Bayesian methods provide no panacea either. Marginalization over the nuisance parameter $\xi$ is appealing, but resulting inferences are typically sensitive to the prior on $\xi$, even asymptotically. In many cases (such as the canonical Neyman-Scott problem), only a minimal set of priors provide even consistent Bayes estimators. Careful preprocessing can, however, enable principled inference in such regimes.

Such phenomena stand in stark contrast to the theory of multiple imputation. In that theory, complete data inferences are typically assumed to be valid (in the sense of selfefficiency, for example). Thus, under traditional missing data mechanisms, the observed data (corresponding to $T$ ) cannot provide better inferences than $Y$. This is not necessarily true in multiphase settings. If the downstream analyst is constrained to particular principles of inference (e.g., MLE or Bayes), then estimators based on $T$ can provide lower asymptotic variance than those based on $Y$. This occurs, in part, because the mechanisms generating $Y$ and $T$ from $X$ are less restricted in the multiphase setting compared to the traditional missing-data framework. Principled inferences based on $X$ would, in the mul-
tiphase setting, generally dominate those based on either Y or T. However, such a relationship need not hold between $Y$ and $T$ without restrictions on the behavior of $\xi$. We emphasize that this does not contradict the general call in Meng and Xie (2013) to follow the probabilistically-principled methods (such as MLE and Bayes recipes) to prevent violations of self-efficiency, precisely because the well-established principles of single-phase inference may need to be "re-principled" before they can be equally effective in the far more complicated multiphase setting.

Robustness and nuisance parameters. In the simplest case, if a $T$ can be found such that it is a pivot with respect to $\xi$ and remains dependent upon $\theta$, then sensitivity to the behavior of $\xi$ can be eliminated by preprocessing. In such cases, an MLE or Bayes rule based on $T$ can dominate that based on $Y$ even asymptotically. One such example would be providing $z$-statistics from each of a set of experiments to the downstream analyst. This clearly limits the range of feasible downstream inferences. With these $z$ statistics, detection of signals via multiple testing (e.g., Benjamini and Hochberg, 1995) would be straightforward, but efficient combination of information across experiments could be difficult. This is a ubiquitous trade-off of preprocessing: reductions that remove nuisance parameters and improve robustness necessarily reduce the amount of information available from the data. These trade-offs must be considered carefully when designing preprocessing techniques-universal utility is unattainable without the original data.

A more subtle case involves the selection of $T$ as a "partial pivot". In some settings, there exists a decomposition of $\xi$ as $\left(\xi_{1}, \xi_{2}\right)$ such that $\operatorname{dim}\left(\xi_{1}\right)<D$ for some fixed $D$ and all $N_{Y}$, and the distribution of $T$ is free of $\xi_{2}$ for all values of $\xi_{1}$. Many normalization techniques used in the microarray application of Section 3.2.2 can be interpreted in this light. These methods attempt to reduce the unbounded set of experiment-specific nuisance parameters affecting $T$ to a bounded, manageable size.

For example, suppose each processor $i$ observes $y_{i j} \sim N\left(\beta_{o}+\beta_{1 i} x_{j}, \sigma^{2}\right), j=1, \ldots, m$. The downstream analyst wants to estimate $\beta_{0}$, considering $\left\{\beta_{1 i}: i=1, \ldots, n\right\}$ and $\sigma^{2}$ as nuisance parameters. In our previous notation, we have $\theta=\beta_{o}$ and $\xi=\left(\sigma^{2}, \beta_{11}, \ldots, \beta_{1 n}\right)$. Suppose each preprocessor reduces her data to $T_{i}=\frac{1}{m} \sum_{j=1}^{m}\left(y_{i j}-\hat{\beta}_{1 i} x_{j}\right)$, where $\hat{\beta}_{1 i}$ is the OLS estimator of $\beta_{1 i}$ based on $\left\{y_{i j}: j=1, \ldots, m\right\}$. The distribution of each $T_{i}$ depends on $\sigma^{2}$ but is free of $\beta_{1 i}$. Hence, $T=\left\{T_{i}: i=1, \ldots, n\right\}$ is a partial pivot as defined above, with $\xi_{1}=\sigma^{2}$ and $\xi_{2}=\left\{\beta_{1 i}: i=1, \ldots, n\right\}$.

Such pivoting techniques can allow $\hat{\theta}(T)$ to possess favorable properties even when $\hat{\theta}(Y)$ is inconsistent or grossly inefficient. As mentioned before, this kind of careful preprocessing can dominate Bayesian procedures in the presence of nuisance parameters when $\operatorname{dim}(\xi)$ can grow with $N_{y}$. In these regimes, informative priors on $\xi$ can affect inferences even asymptotically. However, reducing $Y$ to $T$ so only the $\xi_{1}$-part of $\xi$ is relevant for $T$ s distribution allows information to accumulate on $\xi_{1}$, making inferences far more robust to the preprocessor's beliefs about $\xi$.

These techniques share a common conceptual framework: invariance. Invariance has a rich history in the Bayesian literature, primarily as a motivation for the construction of noninformative or reference priors (e.g., Jeffreys, 1946; Hartigan, 1964; Geisser and Eddy, 1979; Berger and Bernardo, 1992; Kass and Wasserman, 1996). It is fundamental to the pivotal methods discussed above and arises in the theory of partial likelihood (Cox, 1975). We see invariance as a core principle of preprocessing, although its application is somewhat different from most Bayesian settings. We are interested in finding functions of the data that are invariant to subsets of the parameter, not priors invariant to reparameterization. For instance, the rank statistics that form the basis for Cox's proportional hazards regression in the absence of censoring (1972) can be obtained by requiring a statistic invariant to monotone transformations of time. Indeed, Cox's regression based on rank statistics can be viewed as an excellent example of eliminating an infinite dimen-
sional nuisance parameter, i.e., the baseline hazard, via preprocessing, which retains only the rank statistics. The relationship between invariance in preprocessing, modeling, and prior formulation is a rich direction for further investigation.

An interesting practical question arises from this discussion of robustness: how realistic is it to assume efficient inference with preprocessed data? This may seem unrealistic as preprocessing is frequently used to simplify problems so common methods can be applied. However, preprocessing can make many assumptions more appropriate. For example, aggregation can make normality assumptions more realistic, normalization can eliminate nuisance parameters, and discretization greatly reduces reliance on parametric distributional assumptions altogether. It may therefore be more appropriate to assume that efficient estimators are generally used with preprocessed data than with raw data.

The results and examples explored here show that preprocessing is a complex topic in even large-sample settings. It appears formally futile (but practically useful) in standard asymptotic regimes. Under other realistic asymptotic regimes, preprocessing emerges as a powerful tool for addressing nuisance parameters and improving the robustness of inferences. Having established some of the formal motivation and trade-offs for preprocessing, we discuss further extensions of these ideas into more difficult settings in Section 3.5.2.

### 3.4.3 GIVING ALL THAT YOU CAN

In some cases, effective preprocessing techniques are quite apparent. If $p_{Y}(Y \mid X, \xi)$ forms an exponential family with parameter $X$ or $(X, \xi)$, then we have a straightforward procedure: retain a minimal sufficient statistic. To be precise, we mean that one of the following
factorizations holds for a sufficient statistic $T(Y)$ of bounded dimension:

$$
\begin{aligned}
& p_{Y}(Y \mid X, \xi)=g(Y) \exp \left(T(Y)^{\top} f(X, \xi)+h(X, \xi)\right) \\
& p_{Y}(Y \mid X, \xi)=g(Y ; \xi) \exp \left(T(Y)^{\top} f(X)+h(X)\right) .
\end{aligned}
$$

Retaining this sufficient statistic will lead to a lossless compression, assuming that the first-phase model is correct. Unfortunately, such nice cases are rare. Even the Bayesian approach offers little reprieve. Integrating $p_{Y}(Y \mid X, \xi)$ with respect to a prior $\pi_{\xi}(\xi)$ typically removes the observation model from the exponential family-consider, for instance, a normal model with unknown variance becoming a $t$ distribution.

If $\log p_{Y}(Y \mid X)$ is approximately quadratic as a function of $X$, then retaining its mode and curvature would seem to provide much of the information available from the data to downstream analysts. However, such intuition can be treacherous. If a downstream analyst is combining inferences from a set of experiments, each of which yielded an approximately quadratic likelihood, the individual approximations may not be enough to provide efficient inferences. Approximations that hold near the mode of each experiment's likelihood need not hold away from these modes-including at the mode of the joint likelihood from all experiments. Thus, remainder terms can accumulate in the combination of such approximations, degrading the final inference on $\theta$. Furthermore, the requirement that $\log p_{Y}(Y \mid X)$ be approximately quadratic in $X$ is quite stringent. To justify such approximations, we must either appeal to asymptotic results from likelihood theory or confine our attention to a narrow class of observation models $p_{Y}(Y \mid X)$. Unfortunately, asymptotic theory is often an inappropriate justification in multiphase settings, because $X$ grows in dimension with $Y$ in many asymptotic regimes of interest, so there is no general reason to expect information to accumulate on $X$. These issues are of particular concern as such quadratic approximations are a standard implicit justification for passing point estimates
with standard errors onto downstream analysts.
Moving away from these cases, solutions become less apparent. No processing (short of passing the entire likelihood function) will preserve all information from the sample when sufficient statistics of bounded dimension do not exist. However, multiphase approaches can still possess favorable properties in such settings.

We begin by considering a stubborn downstream analyst-she has her method and will not consider anything else. For example, this analyst could be dead set on using linear discriminant analysis or ANOVA. The preprocessor has only one way to affect her results: carefully designing a particular $T$ given to the downstream analyst. Such a setting is extreme. We are saying that the downstream analyst will charge ahead with a given estimator regardless of her input with neither reflection nor judgment. We investigate this setting because it maximizes the preprocessor's burden in terms of her contribution to the final estimate's quality. Formally, we consider a fixed second-stage estimator $\hat{\theta}(T)$; that is, the form of its input $T$ and the function producing $\hat{\theta}$ are fixed, but the mechanism actually used to generate $T$ is not. $T$ could be, for example, a vector of fixed dimension.

As we discuss below, admissible designs for the first-phase with a fixed second-phase method are given by a (generalized) Bayes rule. This uses the known portion of the model $p_{Y}(Y \mid X, \xi)$ to construct inputs for the second stage and assumes that any prior the preprocessor has on $\xi$ is equivalent to what a downstream analyst would have used in the preprocessor's position. Formally, this describes all rules that are admissible among the class of procedures using a given second-stage method, following from previous complete class results in statistical decision theory (e.g., Berger, 1985; Farrell, 1968).

Admissibility. Assume that the second-stage procedure $\hat{\theta}(T)$ is fixed as discussed above and we are operating under the model (3.1). Further assume that the preprocessor's prior on $\xi$ is the only such prior used in all Bayes rule constructions. For $T \in \mathbb{R}^{d}$,
consider a smooth, strictly convex loss function $L$. Then, under appropriate regularity conditions (e.g., Berger, 1985; Farrell, 1968), if $\hat{\theta}(T)$ is a smooth function of $T$, then all admissible procedures for generating $T$ are Bayes or generalized Bayes rules with respect to the $\operatorname{risk} R\left(\hat{\theta}(T), \theta_{0}\right)$. The same holds when $T$ is restricted to a finite set.

This guideline follows directly from conventional complete class results in decision theory. We omit technical details here, focusing instead on the guideline's implications. However, a sketch of its proof proceeds along the following lines.

There are two ways to approach this argument: intermediate loss and geometry. The intermediate loss approach uses an intermediate loss function $\tilde{L}\left(T, \theta_{\circ}\right)=L\left(\hat{\theta}(T), \theta_{\circ}\right)$. This $\tilde{L}$ is the loss facing the preprocessor given a fixed downstream procedure $\hat{\theta}(T)$. If $\tilde{L}$ is well-behaved, in the sense of satisfying standard conditions (strict convexity, or a finite parameter space, and so on), then the proof is complete from previous results for real $T$. Similarly, if $T$ is restricted to a finite discrete set, then we face a classical multiple decision problem and can apply previous results to $\tilde{L}\left(T, \theta_{0}\right)$. These straightforward arguments cover a wide range of realistic cases, as Berger (1985) has shown. Otherwise, we must turn to a more intricate geometric argument. Broadly, this construction uses a convex hull of risks generated by attainable rules.

This guideline has direct bearing upon the development of inputs for machine learning algorithms, typically known as feature engineering. Given an algorithm that uses a fixed set of inputs, it implies that using a correctly-specified observation model to design these inputs is necessary to obtain admissible inferences. Thus, it is conceptually similar to "Rao-Blackwellization" over part of a probability model.

However, several major caveats apply to this result. First, on a practical level, deriving such Bayes rules is quite difficult for most settings of interest. Second, and more worryingly, this result's scope is actually quite limited. As we discussed in Section 3.4.2, even

Bayesian estimators can be inconsistent in realistic multiphase regimes. However, these estimators are still admissible, as they cannot be dominated in risk for particular values of the nuisance parameters $\xi$. Admissibility therefore is a minimal requirement; without it, the procedure can be improved uniformly, but with it, it can still behave badly in many ways. Finally, there is the problem of robustness. An optimal input for one downstream estimator $\hat{\theta}_{1}(T)$ may be a terrible input for another estimator $\hat{\theta}_{2}(T)$, even if $\hat{\theta}_{1}$ and $\hat{\theta}_{2}$ take the same form of inputs. Such considerations are central to many real-world applications of preprocessing, as researchers aim to construct databases for a broad array of later analyses. However, this result does show that engineering inputs for downstream analyses using Bayesian observation models can improve overall inferences. How to best go about this in practice is a rich area for further work.

### 3.4.4 COUNTEREXAMPLES AND CONUNDRUMS

As befits first steps, we are left with a few loose ends and puzzles. Starting with the DSC condition (3.7) of Section 3.4.1, we provide a simple counterexample to its necessity.

Suppose we have $Y_{1}, Y_{2}, X_{1}, X_{2} \in \mathbb{R}^{n}$. Let $Y_{i} \mid X_{i} \sim N\left(X_{i}, I\right)$ independent of each other. Now, let $X_{1}=\theta Z_{1}, Z_{1} \sim N(\mathrm{o}, I), X_{2}=\theta \operatorname{abs}\left(Z_{2}\right) \circ \operatorname{sign}\left(X_{1}\right)$, where $Z_{2} \sim N(\mathrm{o}, I), Z_{2} \Perp Z_{1}$, $\operatorname{sign}\left(X_{1}\right)$ is a vector of signs $(-1, o$, or 1$)$ for $X_{1}$, abs() denotes the element-wise absolute value, and $\circ$ denotes the Hadamard product. We fix $\theta>0$.

As our working model, we posit that $X_{i} \mid \eta \sim N\left(\mathrm{o}, \eta_{i} I\right)$ independently. Then, we clearly have $\left(Y_{1}^{\top} Y_{1}, Y_{2}^{\top} Y_{2}\right)=\left(T_{1}, T_{2}\right)$ as a sufficient statistic for both $\eta$ and $\theta$. However, the DSC does not hold for this working model. We cannot write the actual joint distribution of $X$ as a marginalization of $\tilde{p}_{X}(X \mid \eta)$ with respect to some distribution over $\eta$ in such a way that $\left(T_{1}, T_{2}\right)$ is sufficient for $\eta$. To enforce $\operatorname{sign}\left(X_{1}\right)=\operatorname{sign}\left(X_{2}\right)$ under the working model, any such model must use $\eta$ to share this information.

For this example, we can obtain a stronger result: no factored working model $\tilde{p}_{X}(X \mid \eta)$
exists such that (1) $Y_{i}^{\top} Y_{i}$ is sufficient for $g_{i}(\eta)$ under $\tilde{p}_{Y}\left(Y_{i} \mid g_{i}(\eta)\right)$ and (2) the DSC holds. For contradiction, assume such a working model exists. Under this working model, $Y_{i}$ is conditionally independent of $g_{i}(\eta)$ given $Y_{i}^{\top} Y_{i}$, so we can write $\tilde{p}_{Y}\left(Y_{i} \mid g_{i}(\eta)\right)=$ $\tilde{p}_{Y}\left(Y_{i} \mid Y_{i}^{\top} Y_{i}\right) h_{i}\left(Y_{i}^{\top} Y_{i} ; g_{i}(\eta)\right)$. As the DSC holds for this working model, we have

$$
p_{Y}(Y \mid \theta)=\left[\prod_{i=1}^{2} \tilde{p}_{Y}\left(Y_{i} \mid Y_{i}^{\top} Y_{i}\right)\right] \int_{\eta}\left[\prod_{i=1}^{2} h_{i}\left(Y_{i}^{\top} Y_{i} ; g_{i}(\eta)\right)\right] p_{\eta}(\mathrm{d} \eta \mid \theta) .
$$

Hence, we must have $Y_{1}$ conditionally independent of $Y_{2}$ given $\left(Y_{1}^{\top} Y_{1}, Y_{2}^{\top} Y_{2}\right)$. However, this conditional independence does not hold under the true model. Hence, the given working model cannot both satisfy the DSC and have $Y_{i}^{\top} Y_{i}$ sufficient for each $g_{i}(\eta)$.

The issue here is unparameterized dependence, as mentioned in Section 3.4.1. The $X$ 's have a dependence structure that is not captured by $\theta$. Thus, requiring that a working model preserves sufficiency for $\theta$ does not ensure that it has enough flexibility to capture the true distribution of Y. A weaker condition than the DSC (3.7) that is necessary and sufficient to ensure that all sufficient statistics for $\eta$ are sufficient for $\theta$ may be possible.

From Sections 3.4.2 and 3.4.3, we are left with puzzles rather than counterexamples. As mentioned previously, many optimality results are trivial without sufficient constraints. For instance, minimizing risk or maximizing Fisher information naively yield uninteresting (and impractical) multiphase strategies: have the preprocessor compute optimal estimators, then pass them downstream. Overly tight constraints bring their own issues. Restricting downstream procedures to excessively narrow classes (e.g., point estimates with standard errors) limits the applied utility of resulting theory and yields little insight on the overall landscape of multiphase inference. Striking the correct balance with these constraints is a core challenge for the theory of multiphase inference and will require a combination of computational, engineering, and statistical insights.

### 3.5 From the past to the future

As we discussed in Sections 3.3 and 3.4, we have a deep well of questions that motivate further research on multiphase inference. These range from the extremely applied (e.g., enhancing preprocessing in astrophysical systems) to the deeply theoretical (e.g., bounding multiphase performance in the presence of nuisance parameters and computational constraints). We outline a few directions for this research below.

But, before we look forward, we take a moment to look back and place multiphase inference within the context of broader historical debates. Such "navel gazing" helps us to understand the connections and implications of the theory of multiphase inference.

### 3.5.1 HISTORICAL CONTEXT

On a historical note, the study of multiphase inference touches the long-running debate over the role of decision theory in statistics. One side of this debate, championed by Wald and Lehmann (among others), has argued that decision theory lies at the core of statistical inference. Risk-minimizing estimators and, more generally, optimal decision rules play a central role in their narrative. Even subjectivists such as Savage and de Finetti have embraced the decision theoretic formulation to a large extent. Other eminent statisticians have objected to such a focus on decisions. As noted by Savage (1976), Fisher in particular vehemently rejected the decision theoretic formulation of statistical inference. One interpretation of Fisher's objections is that he considered decision theory useful for eventual economic decision-making, but not for the growth of scientific knowledge.

We believe that the study of multiphase inference brings a unifying perspective to this debate. Fisher's distinction between intermediate processing and final decisions is fundamental to the problem of multiphase inference. However, we also view decision theory as a vital theoretical tool for the study of multiphase inference. Passing only risk-minimizing
point estimators to later analysts is clearly not a recipe for valid inference. The key is to consider the use of previously generated results explicitly in the final decision problem. In the study of multiphase inference, we do so by focusing on the separation of knowledge and objectives between agents. Such separation between preprocessing and downstream inference maps nicely to Fisher's distinction between building scientific knowledge and reaching actionable decisions.

Thus, we interpret Fisher's line of objections to decision-theoretic statistics as, in part, a rejection of adopting a myopic single-phase perspective in multiphase settings. We certainly do not believe that our work will bring closure to such an intense historical debate. However, we do see multiphase inference as an important bridge between these competing schools of thought.

### 3.5.2 WHERE CAN MULTIPHASE INFERENCE GO FROM HERE?

We see a wide range of open questions in multiphase inference. Can more systematic ways to leverage the potential of preprocessing be developed? Is it possible to create a mathematical "warning system," alerting practitioners when their inferences from preprocessed data are subject to severe degradation and showing where additional forms of preprocessing are required? And, can multiphase inference inform developments in distributed statistical computation and massive-data inference (as outlined below in Section 3.5.3)? All of these problems call for a shared collection of statistical principles, theory, and methods. Below, we outline a few directions for the development of these tools for multiphase inference.

PASSING INFORMATION. The mechanics of passing information between phases constitute a major direction for further research. One approach leverages the fact that the likelihood function itself is always a minimal sufficient statistic. Thus, a set of (computation-
ally) efficient approximations to the likelihood function $L(X, \xi ; Y)$ for $(X, \xi)$ could provide the foundation for a wide range of multiphase methods. Many probabilistic inference techniques for the downstream model (e.g., MCMC samplers) would be quite straightforward to use given such an approximation. The study of such multiphase approximations also offers great dividends for distributed statistical computation, as discussed below. We believe these approximations are promising direction for general-purpose preprocessing. However, there are stumbling blocks.

First, nuisance parameters remain an issue. We want to harness and understand the robustness benefits offered by preprocessing, but likelihood techniques themselves offer little guidance in this direction. Even the work of Cox (1975) on partial likelihood focuses on the details of estimation once the likelihood has been partitioned. We would like to identify the set of formal principles underlying techniques such as partial pivoting (to mute the effect of infinite-dimensional nuisance parameters), building a more rigorous understanding of the role of preprocessing in providing robust inferences. As discussed in Section 3.4.2, invariance relationships may be a useful focus for such investigations, guiding both Bayesian and algorithmic developments.

Second, we must consider the burden placed on downstream analysts by our choice of approximation. Probabilistic, model-based techniques can integrate such information with little additional development. However, it would be difficult for a downstream analyst accustomed to, say, standard regression methods to make use of a complex emulator for the likelihood function. The burden may be substantial for even sophisticated analysts. For instance, it could require a significant amount of effort and computational sophistication to obtain estimates of $X$ from such an approximation, and estimates of $X$ are often of interest to downstream analysts in addition to estimates of $\theta$.

Bounding errors and trade-offs. With these trade-offs in mind and through the formal analysis of widely-applicable multiphase techniques, we can begin to establish bounds on the error properties of such techniques in a broad range of problems under realistic constraints (in both technical and human terms). More general constraints, for instance, can take the form of upper bounds on the regret attainable with a fixed amount of information passed from preprocessor to downstream analyst for fixed classes of scientific models. Extensions to nonparametric downstream methods would have both practical and theoretical implications. In cases where the observation model is wellspecified but the scientific model is less clearly defined, multiphase techniques can provide a useful alternative to computationally-expensive semi-parametric techniques. Fusing principled preprocessing with flexible downstream inference may provide an interesting way to incorporate model-based subject-matter knowledge while effectively managing the bias-variance trade-off.

Links to multiple imputation. The directions discussed above share a conceptual, if not technical, history with the development of congeniality (Meng, 1994). Both the study of congeniality in MI and our study of multiphase inference seek to bound and measure the amount of degradation in inferences that can occur when agents attempt (imperfectly) to combine information and inferences. Despite these similarities, the treatment of nuisance parameters are rather different. Nuisance parameters lie at the very heart of multiphase inference, defining many of its core issues and techniques. For MI, the typical approaches have been to integrate them out in a Bayesian analysis (e.g., Rubin, 1996) or assume that the final analyst will handle them (e.g., Nielsen, 2003). Recent work by Xie and Meng (2012) has shed new light on the role of nuisance parameters in MI, but the results are largely negative, demonstrating that nuisance parameters are often a stumbling block for practical MI inference. Understanding the role of preprocessing in addressing nuisance
parameters, providing robust analyses, and effectively distributing statistical inference represent further challenges beyond those pursued with MI. Therefore, much remains to be done in the study of multiphase inference, both theoretical and methodological.

### 3.5.3 HOW DOES MULTIPHASE INFERENCE INFORM COMPUTATION?

We also see multiphase inference as a source for computational techniques, drawing inspiration from the history of MI. MI was initially developed as a strategy for handling missing data in public data releases. However, because MI separates the task of dealing with incomplete data from the task of making inferences, its use spread. It has frequently been used as a practical tool for dealing with missing-data problems where the joint inference of missing data and model parameters would impose excessive modeling or computational burdens. That is, increasingly the MI inference is carried out from imputation through analysis by a single analyst or research group. This is feasible as a computational strategy only because the error properties and conditions necessary for the validity of MI are relatively well-understood (e.g., Meng, 1994; Xie and Meng, 2012).

Multiphase methods can similarly guide the development of efficient, statistically-valid computational strategies. Once we have a theory showing the trade-offs and pitfalls of multiphase methods, we will be equipped to develop them into general computational techniques. In particular, our experience suggests that models with a high degree of conditional independence (e.g., exchangeable distributions for $X$ ) can often provide useful inputs for multiphase inferences, even when the true overall model has a greater degree of stochastic structure. The conditional independence structure of such models allows for highly parallel computation with first-phase procedures, providing huge computational gains on modern distributed systems compared to methods based on the joint model.

For example, in Blocker and Protopapas (2012), a factored model was used to preprocess a massive collection of irregularly-sampled astronomical time series. The model was so-
phisticated enough to account for complex observation noise, yet its independence structure allowed for efficient parallelization of the necessary computation. Its output was then combined and used for population-level analyses. Just as Markov chain Monte-Carlo (MCMC) has produced a windfall of tools for approximate high-dimensional integration (see Brooks et al., 2010, for many examples), we believe that this type of principled preprocessing, with further theoretical underpinnings, has the potential to become a core tool for the statistical analysis of massive datasets.
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## Supplemental algorithms and figures for

## "Template-based estimation of genome-wide

 nucleosome positioning via distributed HMC"
## A. 1 Algorithmic details of inference

## A.1.1 DISTRIBUTED HMC SAMPLER

Recall that the model specified in Section 2 is:

$$
\begin{align*}
y_{k} \mid \lambda_{k} \sim & \text { Poisson }\left(\lambda_{k}\right)  \tag{A.1}\\
\lambda_{(N \times 1)} \equiv & X_{\left(N \times\left(N-\ell_{0}\right)\right)} \beta_{\left(\left(N-\ell_{0}\right) \times 1\right)},  \tag{A.2}\\
& \beta_{k}>\text { ofor } k=\left\lfloor\ell_{0} / 2\right\rfloor+1 \ldots N-\left\lfloor\ell_{0} / 2\right\rfloor \\
\log \beta_{k} \sim & \operatorname{Normal}\left(\mu_{s_{k}}, \sigma_{s_{k}}^{2}\right) \tag{A.3}
\end{align*}
$$

given a segmentation function $s:\{1 \ldots N\} \rightarrow\{1 \ldots S\}$, which maps the $N$ base pair locations to $S$ regions in which coefficients $\beta_{k}$ can be assumed to be identically distributed. $X$ specifies the contribution of a nucleosome positioned at base pair $k$ to the expected number of reads at base pair $m$ due to digestion variability, and $s(k)$ is denoted as $s_{k}$ for
compactness. This specification is completed with independent priors on each $\left(\mu_{s}, \sigma_{s}^{2}\right)$ :

$$
\begin{align*}
\sigma_{s}^{2} & \sim \operatorname{InvGamma}\left(\alpha_{\mathrm{o}}, \gamma_{\mathrm{o}}\right),  \tag{A.4}\\
\mu_{s} \mid \sigma_{s}^{2} & \sim N\left(\mu_{\mathrm{o}}, \frac{\sigma_{s}^{2}}{n_{s} \tau_{\mathrm{o}}}\right), \tag{A.5}
\end{align*}
$$

where $n_{s}$ is the length of segment $s$.
Our MCMC sampler alternates between two conditional updates:

1. Draw $\left(\vec{\mu}^{(r)}, \vec{\sigma}^{(r)}\right) \mid \vec{\beta}^{(r-1)}$ directly, then
2. Update $\vec{\beta}^{(r)} \mid\left(\vec{\mu}^{(r)}, \vec{\sigma}^{2(r)}\right)$ via a distributed HMC step.

The former is a standard conjugate draw, while the latter is done via a distributed version of the standard Hamiltonian Monte Carlo (HMC) routine.

## Hyperparameter updates

In detail, step 1 consists of the following draws for each $\left(\mu_{s}, \sigma_{s}^{2}\right)$, defining $\vec{\theta}=\log \vec{\beta}$ :

$$
\begin{align*}
\sigma_{s}^{2(r)} \mid \vec{\beta}^{(r-1)} & \sim \operatorname{InvGamma}\left(\frac{n_{s}}{2}+\alpha_{\mathrm{o}}, \frac{1}{2} \sum_{k: s_{k}=s}\left(\theta_{k}^{(r-1)}-\bar{\theta}_{s}^{(r-1)}\right)^{2}\right.  \tag{A.6}\\
& \left.+\frac{\tau_{\mathrm{o}} n_{s}}{2\left(1+\tau_{\circ}\right)}\left(\bar{\theta}_{s}^{(r-1)}-\mu_{\mathrm{o}}\right)^{2}+\gamma_{\circ}\right), \\
\mu_{s}^{(r)} \mid \sigma_{s}^{2(r)}, \vec{\beta}^{(r-1)} & \sim N\left(\frac{\bar{\theta}_{s}^{(r-1)}+\tau_{\mathrm{o}} \mu_{\mathrm{o}}}{1+\tau_{\circ}}, \frac{\sigma_{s}^{2(r)}}{n_{s}\left(1+\tau_{\mathrm{o}}\right)}\right), \tag{A.7}
\end{align*}
$$

where $\bar{\theta}_{s}^{(r-1)}=\frac{1}{n_{s}} \sum_{k: s_{k}=s} \theta_{k}^{(r-1)}$. These are standard conjugate updates and have computational and memory complexity $O(N)$.

## DISTRIbUTED HMC UPDATE FOR $\vec{\beta}$

The draws in step 2 proceed in two stages, using two partitions of $\vec{\beta}$. The first starts at the beginning of $\vec{\beta}$ and proceeds forward with subvectors of length at most $B$ separated by $2 w$, yielding

$$
\begin{align*}
& D_{1}=\vec{\beta}_{[1: B]}, \vec{\beta}_{[B+2 w+1: 2 B+2 w]}, \ldots, \vec{\beta}_{\left[n_{b}(B+2 w)+1: N\right]},  \tag{A.8}\\
& D_{2}=\vec{\beta}_{[B / 2+1: 3 B / 2]}, \vec{\beta}_{[3 B / 2+2 w+1: 5 B / 2+2 w]}, \ldots, \vec{\beta}_{\left[n_{b}(B+2 w) B / 2+1: N\right]} . \tag{A.9}
\end{align*}
$$

The subvectors within each partition are conditionally-independent given the $\left(\vec{\mu}, \vec{\sigma}^{2}\right)$ and the entries of $\vec{\beta}$ separating them. Hence, we can update them in parallel across multiple processors. The basic structure of these updates follows Algorithm 4.

The individual, worker-level HMC updates are done on $\vec{\theta}=\log \vec{\beta}$ and follow the standard leapfrog-based HMC procedure outlined in Neal (2010). To compute these HMC updates, we require the log-posterior density of each subvector of $\vec{\theta}$ and its gradient. First, define $\vec{\lambda}=X \vec{\beta}, \vec{m}=\left(\mu_{s_{k}} \text { for } k=1, \ldots, N\right)^{\top}$, and $\vec{v}=\left(\sigma_{s_{k}}^{2} \text { for } k=1, \ldots, N\right)^{\top}$. Also, for vectors of equal dimension, let / denote entrywise division and $* *$ denote entrywise powers. Then,

$$
\begin{align*}
\log p\left(\vec{\theta} \mid \vec{\mu}, \vec{\sigma}^{2}\right)= & -\overrightarrow{1}^{\top} X \vec{\beta}+\sum_{k} y_{k} \log \left(\vec{x}_{k}^{T} \vec{\beta}\right)  \tag{A.10}\\
& -\frac{1}{2} \sum_{k} \frac{\left(\theta_{k}-\mu_{s_{k}}\right)^{2}}{\sigma_{s_{k}}^{2}}+\text { const } \\
\nabla_{\vec{\theta}} \log p\left(\vec{\theta} \mid \vec{\mu}, \vec{\sigma}^{2}\right)= & -\operatorname{diag}(\vec{\beta}) X^{\top}(\overrightarrow{1}-\vec{y} / \vec{\lambda})-(\vec{\theta}-\vec{m}) / \vec{v}  \tag{A.11}\\
\nabla_{\vec{\theta}} \nabla_{\vec{\theta}^{\top}} \log p\left(\vec{\theta} \mid \vec{\mu}, \vec{\sigma}^{2}\right)= & -\operatorname{diag}(\vec{\beta}) X^{\prime} W X \operatorname{diag}(\vec{\beta})  \tag{A.12}\\
& -\operatorname{diag}(\vec{\beta}) X^{\prime}(\vec{\imath}-\vec{y} / \vec{\lambda})-\operatorname{diag}\left(\overrightarrow{1} / \vec{\sigma}^{2}\right),
\end{align*}
$$

## Distributed HMC update

/* Send conditioning information */

Broadcast $\vec{\mu}^{(t-1)}$, and $\vec{\sigma}^{2(t-1)}$ to all workers ;
for offset in ( $0, B / 2$ ):
/* Send first round of jobs to workers */
for $w$ in range ( $\min (n$ Workers, $n$ Blocks $)$ ):
start $=\max (o,(w-1)(B+2 w)-2 w+$ offset $)+1 ;$
end $=\min (N, w(B+2 w)+2 w+$ offset $)$;
Send $\vec{\theta}[$ start : end $]$ to worker process w with work tag attached ;
if len(startVec) $<n$ Workers:
Pause remaining workers ;
/* Collect results */
Set $n$ Complete $=0, n$ Started $=\min (n W o r k e r s, ~ n B l o c k s)$
while $n$ Complete < nBlocks:
Receive result $\vec{\theta}[$ start : end $]$ from arbitrary worker with tag $b_{1}$;
Incorporate result into working copy of $\vec{\theta}^{(t)}$;
nComplete++;
if $n$ Started $<n$ Blocks:
/* Send additional jobs as needed */
$w=$ nStarted +1 ;
start $=\max (o,(w-1)(B+2 w)-2 w+$ offset $)+1$;
end $=\min (N, w(B+2 w)+2 w+$ offset $)$;
Send $\vec{\theta}[$ start : end $]$ to last completed worker process with work tag attached; nStarted++;
fintq
Algorithm 4: Distributed HMC update
where $W=\operatorname{diag}\left(\vec{y} / \vec{\lambda}^{* *} 2\right)$. Due to the convolution structure of $X$, all matrix-vector products involving $X$ and $X^{\top}$ can be reduced to convolutions of vectors with the template vector $\vec{t}$. This also enables efficient computation of the Hessian's diagonal, as

$$
\begin{align*}
\vec{\lambda} & =X \vec{\beta}=\left(\vec{o}_{\left\lfloor\ell_{0} / 2\right\rfloor}^{\top} \vec{\beta}^{\top} \vec{o}_{\left\lfloor\ell_{0} / 2\right\rfloor}^{\top}\right)^{\top} * \vec{t}  \tag{A.13}\\
X^{\top}(\overrightarrow{1}-y / \vec{\lambda}) & =(\overrightarrow{1}-y / \vec{\lambda}) * \vec{t},  \tag{A.14}\\
\operatorname{diag}\left(X^{\prime} W X\right) & =\left(\vec{y} / \vec{\lambda}^{* *}\right) * \vec{t}^{* *} . \tag{A.15}
\end{align*}
$$

This reduces the computational complexity of these evaluations to $O(B \log B)$ for each update of each subvector of $\vec{\beta}$. Our block-level HMC steps are detailed in Algorithm 5. In practice, we fix $\epsilon_{\min }=0.001, \epsilon_{\max }=0.1$, and $L=100$. We also use a fixed diagonal mass matrix, although the algorithm can accommodate estimating it at every iteration if needed. However, to maintain the $O(B \log B)$ scaling of our algorithm's complexity with block size, $M$ must remain diagonal. If non-diagonal $M$ is used and/or estimated, our HMC update instead scales as $O\left(B^{2}\right)$. In either case, the overall algorithm scales $O(N)$ for given a fixed block size $B$. Memory requirements are $O(N)$ for the master process running the hyperparameter draws and coordinating the distributed HMC updates. Each worker process requires $O(B \log B)$ memory to run the distributed HMC updates for diagonal $M$, while using a non-diagonal mass matrix $M$ requires $O\left(B^{2}\right)$ memory per worker.

## A.1.2 Approximate EM algorithm

We develop an approximate EM algorithm, based on a Gaussian approximation of the conditional posterior of $\vec{\theta}$, as to obtain starting values for the MCMC sampler given in A.1.1. It provides a high-quality initialization for $\vec{\beta}, \vec{\mu}$, and $\vec{\sigma}^{2}$. Simpler initializations are possible, but obtaining high-quality initial estimates can greatly reduce the number of

Data: Trajectory length $L, \vec{\mu}, \vec{\sigma}^{2}, \vec{\theta}[$ start : end $], \epsilon \min , \epsilon_{\max }$, block start $b$, template $\vec{t}$, chromosome length $N$
/* Subset $\vec{\theta}[$ start : end $]$ to B-length subvector to update and buffers */
$\overrightarrow{\tilde{\theta}}=\vec{\theta}[b: \min (b+B-1, N)] ;$
$\overrightarrow{\tilde{\theta}}_{\mathrm{o}}=\overrightarrow{\tilde{\theta}} ; \vec{\theta}=(\vec{\theta}[$ start $: b], \vec{\theta}[\min (b+B-1, N):$ end $])$;
Draw step size $\epsilon \sim \operatorname{Unif}\left[\epsilon_{\min }, \epsilon_{\text {max }}\right]$;
/* Optionally estimate mass matrix from Hessian; default is identity */
if Estimating mass matrix:
Maximize log conditional posterior to obtain $\vec{\theta}$;
$M=-\nabla_{\overrightarrow{\vec{\theta}}} \nabla_{\vec{\theta}^{\top}} \log p\left(\overrightarrow{\hat{\theta}} \mid \vec{\mu}, \vec{\sigma}^{2}, \overrightarrow{\vec{\theta}}\right) ;$
if Using diagonal mass matrix:
$M=\operatorname{diag}(M) ;$
else:
$M=I_{\text {end-start }} ;$
/* Draw momentum */
Draw $\vec{p} \sim N(\vec{o}, M)$;
$\vec{p}_{\mathrm{o}}=\vec{p}$;
/* Run leapfrog integration */
$\vec{p}+=\epsilon \nabla_{\vec{\theta}} \log p\left(\overrightarrow{\tilde{\theta}} \mid \vec{\mu}, \vec{\sigma}^{2}, \overrightarrow{\hat{\theta}}\right) / 2 ;$
for $i$ in range ( $L$ ):
$\overrightarrow{\vec{\theta}}+=\epsilon M^{-1} p ;$
if $i<L-1$ :
$\vec{p}+=\epsilon \nabla_{\overrightarrow{\vec{\theta}}} \log p\left(\overrightarrow{\tilde{\theta}} \mid \vec{\mu}, \vec{\sigma}^{2}, \underline{\vec{\theta}}\right) ;$
$\vec{p}+=\epsilon \nabla_{\vec{\theta}} \log p\left(\overrightarrow{\tilde{\theta}} \mid \vec{\mu}, \vec{\sigma}^{2}, \underline{\vec{\theta}}\right) / 2 ;$
/* Metropolis-Hastings step to correct for integration errors */
$\log r=\log p\left(\overrightarrow{\tilde{\theta}} \mid \vec{\mu}, \vec{\sigma}^{2}, \underline{\vec{\theta}}\right)-\log p\left(\overrightarrow{\tilde{\theta}} \mid \vec{\mu}, \vec{\sigma}^{2}, \underline{\vec{\theta}}\right)-1 / 2\left(\vec{p}^{\top} M^{-1} \vec{p}-\vec{p}_{\mathrm{o}}^{\top} M^{-1} \vec{p}_{\mathrm{o}}\right) ;$
Draw $u \operatorname{Unif}[0,1]$;
if $u \leq r$ :
return $(\overrightarrow{\tilde{\theta}}, \mathbf{1})$;
/* Accept update */
else:
return $\left(\overrightarrow{\tilde{\theta}}_{\mathrm{o}}, \mathrm{o}\right)$;
Algorithm 5: Worker-level HMC update

MCMC iterations required for reliable inferences.

## CHOICE INITIAL ESTIMATOR

We use $\hat{\theta}_{k}=E\left[\theta_{k} \mid \vec{y}, \hat{\mu}_{s_{k}}, \hat{\sigma}_{s_{k}}^{2}\right]$ as an initial point estimate of $\theta_{k}$. The distributed HMC sampler presented in Section A.1.1 yields information on the complete marginal posterior of $\vec{\theta}$ via simulation but, given the scale of this problem, an optimization-based approach is useful as a fast initialization method. The approximate EM algorithm described in Section A.1.2 provides both approximate marginal MAP estimates of the parameters $\vec{\mu}$ and $\vec{\sigma}^{2}$ and estimates of the target conditional expectations $\hat{\theta}_{k}$.

## Approximate EM algorithm via Laplace approximation

We implement an approximate EM algorithm to provide initial estimates of $(\vec{\theta}, \vec{\mu}, \vec{\sigma})$. In the E-step, we build an approximation of the conditional posterior of $\vec{\theta}$ given $\left(\vec{y}, \hat{\vec{\mu}}, \hat{\vec{\sigma}}^{2}\right)$ to estimate the $Q$ function, detailed below. The M-step updates the estimates of $\vec{\mu}$ and $\vec{\sigma}^{2}$ toward the marginal posterior mode of $p\left(\vec{\mu}, \vec{\sigma}^{2} \mid \vec{y}\right)$.

Approximate E-Step In the E-step, the objective is to compute

$$
\begin{equation*}
Q_{t}\left(\vec{\mu}, \vec{\sigma}^{2}\right)=E\left[\log p\left(\vec{\theta}, \vec{\mu}, \vec{\sigma}^{2} \mid \vec{y}\right) \mid \vec{y}, \vec{\mu}^{(r-1)}, \vec{\sigma}^{2(r-1)}\right] . \tag{A.16}
\end{equation*}
$$

The log joint posterior for $\left(\vec{\mu}, \vec{\sigma}^{2}, \vec{\theta}\right)$ is given by

$$
\begin{align*}
\log p\left(\vec{\theta}, \vec{\mu}, \vec{\sigma}^{2} \mid \vec{y}, \vec{s}, \tau_{\circ}\right)= & -\sum_{k} \vec{x}_{k}^{T} \beta_{k}+\sum_{k} y_{k} \log \left(\vec{x}_{k}^{T} \beta_{k}\right)  \tag{A.17}\\
& -\frac{1}{2} \sum_{k} \log \sigma_{s_{k}}^{2}-\frac{1}{2} \sum_{k} \frac{\left(\theta_{k}-\mu_{s_{k}}\right)^{2}}{\sigma_{s_{k}}^{2}} \\
& -\frac{1}{2} \sum_{s} \log \left(\frac{\sigma_{s}^{2}}{n_{s} \tau_{o}}\right)-\frac{1}{2} \sum_{s} \frac{\left(\mu_{s}-\mu_{o}\right)^{2}}{\sigma_{s}^{2} / n_{s} \tau_{o}} \\
& -\sum_{s} \log \sigma_{s}^{2}+\text { const. }
\end{align*}
$$

Thus, we can write the relevant portion of the expected $\log$ conditional posterior for $\vec{\theta}$ given $\left\{\mu_{s_{k}}, \sigma_{s_{k}}^{2}\right\}$ as

$$
\begin{align*}
Q_{t}\left(\vec{\mu}, \vec{\sigma}^{2}\right)= & -\frac{1}{2} \sum_{k} \log \sigma_{s_{k}}^{2}-\frac{1}{2} \sum_{k} \frac{\left(\hat{\theta}_{k}-\mu_{s_{k}}\right)^{2}}{\sigma_{s_{k}}^{2}}-\frac{1}{2} \sum_{k} \frac{\hat{V}_{k}}{\sigma_{s_{k}}^{2}}  \tag{A.18}\\
& -\frac{1}{2} \sum_{s} \log \left(\frac{\sigma_{s}^{2}}{n_{s} \tau_{\circ}}\right)-\frac{1}{2} \sum_{s} \frac{\left(\mu_{s}-\mu_{\circ}\right)^{2}}{\sigma_{s}^{2} / n_{s} \tau_{\circ}}-\sum_{s} \log \sigma_{s}^{2} .
\end{align*}
$$

where $\hat{\theta}_{k}=E\left[\theta_{k} \mid \vec{\mu}_{(t-1)}, \vec{\sigma}_{(t-1)}^{2}\right]$ and $\hat{V}_{k}=\operatorname{Var}\left[\theta_{k} \mid \vec{\mu}_{(t-1)}, \vec{\sigma}_{(t-1)}^{2}\right]$.
While the conditional posterior $p\left(\vec{\theta} \mid \vec{y}, \vec{\mu}, \vec{\sigma}^{2}\right)$ is available in close form, the necessary expectations $\hat{\theta}_{k}$ and variances $\hat{V}_{k}$ are not. However, under the proposed log-Normal/Poisson model structure, the univariate conditional posteriors of $\theta_{k}$ given $\left\{\mu_{s_{k}}, \sigma_{s_{k}}^{2}\right\}$ are unimodal, log-concave, nearly symmetric, and have tails that go to zero as $\exp \left(-c \theta_{k}^{2}\right)$. Thus, these conditional posteriors are nearly Gaussian and a Laplace approximation is appropriate.

To compute the Laplace approximation, we first find the posterior mode of $\theta_{k}$ given $\left(\vec{\mu}^{(r-1)}, \vec{\sigma}^{2(r-1)}\right)$. This amounts to maximizing

$$
\begin{equation*}
g(\vec{\theta})=-\sum_{k} \vec{x}_{k}^{T} \beta_{k}+\sum_{k} y_{k} \log \left(\vec{x}_{k}^{T} \beta_{k}\right)-\frac{1}{2} \sum_{k} \frac{\left(\theta_{k}-\mu_{s_{k}}\right)^{2}}{\sigma_{s_{k}}^{2}} \tag{A.19}
\end{equation*}
$$

with respect to $\vec{\theta}$. This mode is not available in closed form, but the given objective function is concave and has a continuous gradient, so numerical optimization is feasible.

The Laplace approximation then consists of substituting a Gaussian distribution with mean $\vec{\theta}_{t}$ equal to the mode of $g$, and variance $\hat{V}_{k}=-\operatorname{diag}\left(H^{-1}\right)_{k}$ for the conditional posterior $p\left(\theta_{k} \mid \vec{y}, \mu_{s_{k}}, \sigma_{s_{k}}^{2}\right)$.

M-STEP The M-step consists of maximizing $Q_{t}\left(\vec{\mu}, \vec{\sigma}^{2}\right)$ with respect to $\mu_{s_{k}}$ and $\sigma_{s_{k}}^{2}$. We obtain two simple closed-form solutions, summarized in Equations A. 20 and A.21:

$$
\begin{align*}
& \hat{\mu}_{s}=\frac{1}{1+\tau_{o}}\left(\frac{1}{n_{s}} \sum_{k: s_{k}=s} \hat{\theta}_{k}\right)+\frac{\tau_{\circ}}{1+\tau_{\mathrm{o}}} \mu_{\circ}  \tag{A.20}\\
& \hat{\sigma}_{s}^{2}=\frac{\frac{1}{n_{s}} \sum_{k: s_{k}=s}\left(\hat{\theta}_{k}-\hat{\mu}_{s}\right)^{2}+\frac{1}{n_{s}} \sum_{k: s_{k}=s} \hat{V}_{k}+\tau_{\circ}\left(\hat{\mu}_{s}-\mu_{\mathrm{o}}\right)^{2}}{1+\tau_{\circ}+2 / n_{s}} \tag{A.21}
\end{align*}
$$

The term $\hat{V}_{k}$ differentiates the M-step update of $\sigma_{s}$ from the update obtained from joint maximization of the log-posterior. The joint mode of this log-posterior is reached at $\vec{\sigma}^{2}=$ $\vec{o}$ and $\theta_{k}=\mu_{s_{k}} \forall k$, as these values would allow the joint log-posterior density to increase without bound. Algorithmically, the $\hat{V}_{k}$ term introduced by the EM algorithm prevents $\hat{\sigma}^{2}$ from collapsing to o, providing non-degenerate inferences.

## DISTRIBUTED APPROXIMATE E-STEP

We use the conditional independence structure of $\vec{\beta}$ given $\left(\vec{\mu}, \vec{\sigma}^{2}\right)$ and partitions discussed in Section A.1.1 to distribute our approximate E-step across multiple processors. Given each partition of $\vec{\theta}$, we update the Laplace approximations in parallel, by finding the mode of the conditional posterior subvector-by-subvector. The overall algorithm is blockwise coordinate ascent within each approximate E-step, with each E-step consisting of iterative maximization of $\log p\left(\vec{\theta} \mid \vec{y}, \vec{\mu}, \vec{\sigma}^{2}\right)$ using different subsets of $\vec{\theta}$ (corresponding to different blocks) in each iteration. This converges to the maximum of $g(\vec{\theta})$ given $\vec{\mu}^{(r-1)}$ and $\vec{\sigma}^{(r-1)}$.

The approximate E-step considers each block in each of the four configurations, during one iteration. More details are give in Section A.1.2. Within each block $m_{1}: m_{2}$, we maximize $\log p\left(\vec{\theta}_{m_{1}: m_{2}} \mid \vec{y}, \vec{\mu}, \vec{\sigma}^{2}, \vec{\theta}_{-\left(m_{1}: m_{2}\right)}\right)$ numerically via L-BFGS-B or a truncated Newton algorithm (Zhu et al., 1997; Nash, 2000); the latter is typically more efficient in this application. We carry out this maximization directly, avoiding the data augmentation typically used in additive Poisson models of this type (e.g., van Dyk et al., 2006). Such data augmentation would require storing and computing at least $(2 w+1) N$ additional variables, provide slower convergence, and slow the overall computation substantially. By controlling the size of the blocks, we can keep the scale of each optimization problem small enough that direct numerical maximization of these conditional posteriors is not a limiting factor for the algorithm (less than 100ms, typically).

We compute the Hessian of the conditional $\log$-posterior $\log p\left(\vec{\theta} \mid \vec{y}, \vec{\mu}, \vec{\sigma}^{2}\right)$ after each complete scan through the partitions, completing the approximate E-step and providing the information necessary for our M-step. The Hessian is sparse, but its inversion is computationally-intensive even with modern sparse-matrix solvers. Thus, we typically use a diagonal approximation to the Hessian. The diagonal approximation works well in our setting, even though one would expect the strong local dependence generated by the digestion matrix to produce a Hessian with large off-diagonal elements. However, due to the use of exchangeable local regularization, the Hessian is typically diagonally-dominant. The diagonal approximation is quite accurate; we observed few differences to 2-3 significant digits in comparisons of the estimated Hessian and its inverse on small portions of the genome (single ORFs with promoters, approximately 1,000 to 10,000bp in length). We lay out the overall structure of this approximate EM algorithm in Algorithm 6.

## Outline of Approximate EM Algorithm

while not converged:

$$
\begin{aligned}
& \mid * \text { E-step } \\
& \text { for Partition in }\left(D_{1}, D_{2}\right) \text { : } \\
& \quad \text { Update } \hat{\vec{\theta}} \text { via numerical maximization of } g(\vec{\theta}) \text { within each subvector } \\
& \text { Approximate } \operatorname{Var}\left[\theta_{k} \mid \vec{y}, \mu_{s_{k}}, \sigma_{s_{k}}^{2}\right] \text { by inverting Hessian of } p\left(\vec{\theta} \mid \vec{y}, \vec{\mu}, \vec{\sigma}^{2}\right) \\
& \text { /* M-step } \\
& \text { Update } \vec{\mu} \text { and } \vec{\sigma}^{2} \text { as maximizers of } E\left[p\left(\vec{\theta}, \vec{\mu}, \vec{\sigma}^{2} \mid \vec{y}, \vec{s}, \tau_{o}\right) \mid \vec{\mu}_{(t-1)}, \vec{\sigma}_{(t-1)}^{2}, \vec{s}, \vec{\tau}_{\circ}\right]
\end{aligned}
$$

## Algorithm 6: Approximate EM Algorithm

## Algorithmic details

The algorithm outlined in Section A.1.2 can be implemented on distributed systems with MPI, using the same techniques as the MCMC algorithm presented in Section A.1.1. Due to the use of a quasi-Newton optimization algorithm within each worker's approximate Estep, its computational complexity scales $O\left(B^{2}\right)$ for each such update. However, it scales $O(N)$ in the length of genome given a fixed block size B. Memory requirements are $O(N)$ for the master process running the M -step and coordinating the approximate E-step and $O\left(B^{2}\right)$ (independent of $N$ ) for the worker processes running the approximate E-step updates. We lay out the details of this parallel approximate E-step in Algorithm 7.

We this algorithm process a chromosome with $1.5 e 6$ base pairs in only 11 minutes using 256 threads on Amazon EC2; a chromosome with $2.4 e 5$ base pairs requires only 1 minute. This method will easily scale to genomes of far greater size (e.g. mice) with this distributed structure, especially using resources such as EC2. The one-to-one substitution of time and processors possible on the cloud makes it an ideal infrastructure for running this type of method.

## Parallel Implementation of Approximate E-Step

/* Send conditioning information */
Broadcast $\vec{\mu}^{(t-1)}$, and $\vec{\sigma}^{2(t-1)}$ to all workers ;
for offset in ( $0, B / 2$ ):
/* Send first round of jobs to workers */
for $w$ in range ( $\min (n$ Workers, $n$ Blocks)) :
start $=\max (o,(w-1)(B+2 w)-2 w+$ offset $)+1 ;$
end $=\min (N, w(B+2 w)+2 w+$ offset $)$;
Send $\vec{\theta}[$ start : end $]$ to worker process w with work tag attached;
if len(startVec) <nWorkers:
Pause remaining workers ;
/* Collect results */
Set $n$ Complete $=0, n$ Started $=\min (n W o r k e r s, ~ n B l o c k s) ~$
while $n$ Complete $<n$ Blocks:
Receive result $\vec{\theta}[$ start : end $]$ from arbitrary worker with tag $b_{1}$;
Incorporate result into working copy of $\vec{\theta}^{(t)}$;
nComplete++;
if $n$ Started $<n$ Blocks:
/* Send additional jobs as needed */
$w=n$ Started +1 ;
start $=\max (o,(w-1)(B+2 w)-2 w+$ offset $)+1$;
end $=\min (N, w(B+2 w)+2 w+$ offset $)$;
Send $\vec{\theta}[$ start : end $]$ to last completed worker process with work tag attached; nStarted++;
fintq
/* Compute approximate variance, if needed */
Compute approximate $\operatorname{Var}\left[\theta_{k} \mid \vec{y}, \mu_{s_{k}}, \sigma_{s_{k}}^{2}\right]$ using sparse Cholesky decomposition or diagonal approximation to Hessian;

Algorithm 7: Approximate E-Step

## A. 2 Additional figures



Figure A.1: Joint distributions of of model-based and read-based estimates of cluster-level properties.
Model-based and Parzen window primary position detection probability

Figure A.2: Power of model-based and Parzen window methods to detect cluster centers $\pm 5 \mathrm{bp}$ vs. coverage by alternative position offset (rows) and effective magnitude of primary position (columns)
Model-based and Parzen window primary position errors
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Figure A.3: Mean absolute position errors for model-based and Parzen window methods vs. coverage by alternative position offset (rows) and effective magnitude of primary position (columns)


Figure A.4: Power of model-based method to detect individual primary positions $\pm_{5} \mathrm{bp}$ vs. coverage by alternative position offset (rows) and effective magnitude of primary position (columns)
Primary position errors by offset and effective magnitude
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Figure A.5: Mean absolute position errors of model-based method for individual primary positions vs. coverage by alternative position offset (rows) and effective magnitude of primary position (columns)
Figure A.6: Power of model-based method to detect individual alternative positions $\pm 5 \mathrm{bp}$ vs. coverage by alternative position offset (rows) and effective magnitude of alternative position (columns)
Figure A.7: Mean absolute position errors of model-based method for individual alternative positions vs. coverage by alternative position offset (rows) and effective magnitude of alternative position (columns)
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## B. 1 Prior parameter settings

The parameters of all priors used in our inference were selected to provide weaklyinformative regularization. Our results were generally insensitive to perturbations in these parameter values by a factor of two or more. For $\alpha_{\sigma}$ and $\alpha_{\tau}$, the convolution parameters of our inverse-Gamma prior, we take $\log (\alpha$. $) \sim N(2.65,1)$, which implies a prior probability of 0.95 of falling between 2 and 100 . This reflects a plausible range of variation while effectively ruling out degenerate cases. For the scale parameters $\beta_{\sigma}$ and $\beta_{\tau}$, we use independent $\operatorname{Gamma}(1,1)$ priors. We place uniform $(\operatorname{Beta}(1,1))$ priors on $\pi^{r a d}$ and $\lambda$ and take $\log (r) \sim N(2.65,1)$.

## B. 2 Details of MCMC algorithm

## B.2.1 GIbBS UPDATES FOR $\vec{\mu}$ AND $\vec{\gamma}$

Conditional on the missing data $\vec{M}$ and all other parameters, the conditional posterior distribution of the peptide- and protein-level mean parameters $\vec{\mu}$ and $\vec{\gamma}$ are standard Normal draws. The conditional posterior of the peptide-level means is

$$
h \gamma_{i k} \mid \vec{M}, \vec{\Theta}_{-\gamma} \sim \operatorname{Normal}\left(\frac{\frac{\mu_{i}}{\tau_{i}^{2}}+\frac{\bar{y}_{i k}}{\sigma_{i}^{2} / s_{i k}}}{\frac{1}{\tau_{i}^{2}}+\frac{s_{i k}}{\sigma_{i}^{2}}},\left(\frac{1}{\tau_{i}^{2}}+\frac{s_{i k}}{\sigma_{i}^{2}}\right)^{-1}\right)
$$

Similarly, the conditional posterior distribution of the protein-level mean parameters is

$$
\mu_{i} \mid \vec{M}, \vec{\Theta}_{-\mu} \sim \operatorname{Normal}\left(\frac{\sum_{k} \gamma_{i k}}{m_{i}}, \frac{\tau_{i}^{2}}{m_{i}}\right)
$$

## B.2.2 UPDATES FOR VARIANCE PARAMETERS AND HYPERPARAMETERS

## Gibbs UPDATES FOR PEPTIDE- AND STATE-LEVEL VARIANCE PARAMETERS $\vec{\tau}^{2}$ AND $\vec{\sigma}^{2}$

The peptide and state level precisions have standard conjugate conditional posterior distributions. The conditional posterior distribution of the peptide-level precisions is

$$
\left.\frac{1}{\tau_{i}^{2}} \right\rvert\, \vec{M}, \vec{\Theta}_{-\tau^{2}} \sim \operatorname{Gamma}\left(\alpha_{\tau}+\frac{m_{i}}{2}, \beta_{\tau}+\frac{1}{2} \sum_{k}\left(\gamma_{i k}-\mu_{i}\right)^{2}\right) .
$$

Similarly, the conditional posterior distribution for the state-level precisions is

$$
\left.\frac{1}{\sigma_{i}^{2}} \right\rvert\, \vec{M}, \vec{\Theta}_{-\sigma^{2}} \sim \operatorname{Gamma}\left(\alpha_{\sigma}+\frac{1}{2} \sum_{k} s_{i k}, \beta_{\sigma}+\frac{1}{2} \sum_{k l}\left(y_{i k l}-\gamma_{i k}\right)^{2}\right) .
$$

## METROPOLIS-HASTINGS UPDATES FOR VARIANCE HYPERPARAMETERS

As a result of our weakly-informative log-normal priors on the shape parameters $\alpha_{\sigma}$ and $\alpha_{\tau}$, their conditional posterior is not available in closed-form. To handle these updates, we use conditional independence chain Metropolis-Hastings draws. Throughout the below discussion, we will focus exclusively on $\left(\alpha_{\tau}, \beta_{\tau}\right)$ as the corresponding update for $\left(\alpha_{\sigma}, \beta_{\sigma}\right)$ is of identical form.

We build our proposal based on a multivariate normal approximation to the logtransformed parameters. Specifically, we propose from a multivariate log-t distribution given by

$$
\begin{equation*}
\left(\log \alpha_{\sigma}^{*}, \log \beta_{\sigma}^{*}\right) \left\lvert\, \vec{\sigma} \sim\binom{\widehat{\log \alpha_{\sigma}}}{\widehat{\log \beta_{\sigma}}}+\sqrt{\frac{\nu}{\nu-2}} \hat{\mathcal{I}}\left(\widehat{\log \alpha_{\sigma}}, \widehat{\log \beta_{\sigma}}\right)^{-1 / 2} \overrightarrow{t_{\nu}}\right. \tag{B.1}
\end{equation*}
$$

where $\widehat{\log \alpha_{\sigma}}$ and $\widehat{\log \beta_{\sigma}}$ are the conditional posterior modes of $\log \alpha_{\sigma}$ and $\log \beta_{\sigma}, \hat{\mathcal{I}}\left(\log \alpha_{\sigma}, \log \beta_{\sigma}\right)$ is the negative Hessian of the log-conditional posterior evaluated at the posterior mode, and $\overrightarrow{t_{\nu}}$ is a vector of independent and identically distributed $t_{\nu}$ random variables.

To build this proposal, we must maximize $p\left(\log \alpha_{\sigma}, \log \beta_{\sigma} \mid \vec{\sigma}\right)$ over $\left(\log \alpha_{\sigma}, \log \beta_{\sigma}\right)$. This requires only univariate optimization as the mode of $\log \beta_{\sigma}$ given $\log \alpha_{\sigma}$ is available in closed form:

$$
\begin{equation*}
\hat{\beta}_{\sigma}=\frac{n \alpha_{\sigma}+\alpha_{o \sigma}}{\sum_{i=1}^{n} \sigma_{i}^{-2}} . \tag{B.2}
\end{equation*}
$$

We provide an example of this approximation's behavior in Figure B.1.


Figure B.1: Normal approximation to the conditional posterior of $\left(\log \alpha_{\sigma}, \log \beta_{\sigma}\right)$. Contours of the log-conditional posterior and proposal for $\alpha_{\sigma}=10$ and $\beta_{\sigma}=5$ with $n=1000$ observations.

## B.2.3 UPDATES FOR CENSORING MODEL PARAMETERS

## GIBBS UPDATE FOR $\pi^{r n d}$

The conditional posterior distribution of the random censoring probability is straightforward and conjugate, enabling a direct update:

$$
\pi^{r n d} \mid \vec{M}, \vec{\Theta}_{-\pi^{m d}} \sim \operatorname{Beta}\left(\sum_{i k l} R_{i k l}, \sum_{i k l}\left(1-R_{i k l}\right)\right) .
$$

## METROPOLIS-HASTINGS UPDATE FOR INTENSITY-BASED CENSORING PARAMETERS

The parameters of the intensity-based censoring model, $\vec{\eta}$, are updated using an independence chain Metropolis-Hastings sampler. We first obtain the mode of the conditional posterior of $\vec{\eta}$, $\hat{\vec{\eta}}$, using standard GLM estimation techniques (Fisher scoring). This estimation naturally yields the expected negative Hessian of this conditional posterior $\mathcal{I}(\hat{\vec{\eta}})$. We then draw proposal as

$$
\vec{\eta}^{*}=\hat{\vec{\eta}}+\sqrt{\frac{\nu}{\nu-2}} \mathcal{I}(\hat{\vec{\eta}})^{-1 / 2} \vec{t}_{\nu}
$$

where $\vec{t}_{\nu}$ is defined as before.

## B.2.4 METROPOLIS-HASTINGS UPDATE FOR NUMBER OF STATES PARAMETERS $(r, \lambda)$

The conditional posterior distribution of $(r, \lambda)$ is not of conjugate form regardless of the prior distribution. For our inference, we take $r \sim \operatorname{LogNormal}\left(\mu_{\text {or }}, \sigma_{\mathrm{or}}^{2}\right)$ independent of $\lambda \sim$ Beta $\left(\alpha_{0 \lambda}, \beta_{0 \lambda}\right)$ a priori. We construct a proposal for these parameters by first transforming them to $(\log r, \operatorname{logit} \lambda)$. We then estimate a normal approximation to the joint conditional posterior of these transformed parameters.

As in Section B.2.2, we can analytically maximize the conditional posterior over one
parameter given the other. Maximizing over $\log r$ yields

$$
\widehat{\operatorname{logit} \lambda}=\frac{\sum_{i k} r+\alpha_{\text {or }}}{\sum_{i k} r+\sum_{i k}\left(s_{i k}-1\right)+\alpha_{\text {or }}+\beta_{\text {or }}} .
$$

This reduces estimation of the conditional posterior mode to univariate optimization over logit $r$. Following this optimization, we compute the negative Hessian of the logconditional posteriors $\hat{\mathcal{I}}(\widehat{\log r}, \widehat{\operatorname{logit} \lambda})$ and propose as

$$
\left(\log r^{*}, \operatorname{logit} \lambda^{*}\right) \left\lvert\, \vec{s} \sim\binom{\widehat{\log r}}{\widehat{\operatorname{logit} \lambda}}+\sqrt{\frac{\nu}{\nu-2}} \hat{\mathcal{I}}(\widehat{\log r}, \widehat{\operatorname{logit} \lambda})^{-1 / 2} \overrightarrow{t_{\nu}}\right.
$$



Figure B.2: Conditional posterior contours for $(r, \lambda)$.
B. 3 AdDITIONAL SIMULATION RESULTS
Table B.1: Simulation analysis of protein abundance estimates by $\zeta_{i}$ and $m_{i}, 90 \mathrm{~m}$ gradient. All estimates are $\pm$ one standard devia-
Table B.2: Simulation analysis of protein abundance estimates by $\zeta_{i}$ and $m_{i}, 180 \mathrm{~m}$ gradient. All estimates are $\pm$ one standard devia-
Table B.3: Simulation analysis of protein abundance estimates by $\zeta_{i}$ and $m_{i}, 360 \mathrm{~m}$ gradient. All estimates are $\pm$ one standard devia-

Table B.4: Coverage of HPD posterior intervals for $\zeta_{i}$ in simulation study, 90 m gradient

| Grad. | $\zeta_{i}$ | $m_{i}$ | $68 \%$ | $90 \%$ | $95 \%$ | $99 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 90 m | 3 | 20 | 0.69 | 0.94 | 0.97 | 0.98 |
| 90 m | 3 | 30 | 0.71 | 0.92 | 0.95 | 0.99 |
| 90 m | 3 | 40 | 0.75 | 0.92 | 0.96 | 0.99 |
| 90 m | 3 | 50 | 0.79 | 0.93 | 0.95 | 0.98 |
| 90 m | 3 | 60 | 0.75 | 0.94 | 0.97 | 0.99 |
| 90 m | 4 | 20 | 0.74 | 0.95 | 0.97 | 0.99 |
| 90 m | 4 | 30 | 0.70 | 0.92 | 0.96 | 0.98 |
| 90 m | 4 | 40 | 0.67 | 0.88 | 0.93 | 0.98 |
| 90 m | 4 | 50 | 0.63 | 0.88 | 0.93 | 0.97 |
| 90 m | 4 | 60 | 0.70 | 0.91 | 0.95 | 0.97 |
| 90 m | 5 | 20 | 0.67 | 0.88 | 0.94 | 0.99 |
| 90 m | 5 | 30 | 0.63 | 0.86 | 0.92 | 0.99 |
| 90 m | 5 | 40 | 0.71 | 0.93 | 0.96 | 1.00 |
| 90 m | 5 | 50 | 0.71 | 0.90 | 0.97 | 0.99 |
| 90 m | 5 | 60 | 0.64 | 0.85 | 0.91 | 0.98 |
| 90 m | 6 | 20 | 0.63 | 0.86 | 0.93 | 0.99 |
| 90 m | 6 | 30 | 0.65 | 0.89 | 0.94 | 0.98 |
| 90 m | 6 | 40 | 0.65 | 0.86 | 0.92 | 0.98 |
| 90 m | 6 | 50 | 0.67 | 0.90 | 0.96 | 0.99 |
| 90 m | 6 | 60 | 0.67 | 0.91 | 0.95 | 0.98 |
| 90 m | 7 | 20 | 0.66 | 0.90 | 0.94 | 0.99 |
| 90 m | 7 | 30 | 0.63 | 0.86 | 0.90 | 0.98 |
| 90 m | 7 | 40 | 0.61 | 0.85 | 0.93 | 0.98 |
| 90 m | 7 | 50 | 0.65 | 0.88 | 0.94 | 0.99 |
| 90 m | 7 | 60 | 0.65 | 0.87 | 0.93 | 0.97 |
| 90 m | 8 | 20 | 0.65 | 0.88 | 0.93 | 0.99 |
| 90 m | 8 | 30 | 0.63 | 0.88 | 0.93 | 0.99 |
| 90 m | 8 | 40 | 0.65 | 0.89 | 0.94 | 0.98 |
| 90 m | 8 | 50 | 0.65 | 0.89 | 0.92 | 0.98 |
| 90 m | 8 | 60 | 0.64 | 0.87 | 0.92 | 0.98 |
|  |  |  |  |  |  |  |

Table B.5: Coverage of HPD posterior intervals for $\zeta_{i}$ in simulation study, 180 m gradient

| Grad. | $\zeta_{i}$ | $m_{i}$ | $68 \%$ | $90 \%$ | $95 \%$ | $99 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 180 m | 3 | 20 | 0.71 | 0.91 | 0.97 | 0.99 |
| 180 m | 3 | 30 | 0.78 | 0.91 | 0.96 | 0.99 |
| 180 m | 3 | 40 | 0.77 | 0.93 | 0.97 | 0.99 |
| 180 m | 3 | 50 | 0.72 | 0.92 | 0.96 | 0.99 |
| 180 m | 3 | 60 | 0.66 | 0.90 | 0.93 | 0.98 |
| 180 m | 4 | 20 | 0.66 | 0.89 | 0.95 | 0.99 |
| 180 m | 4 | 30 | 0.66 | 0.89 | 0.95 | 0.98 |
| 180 m | 4 | 40 | 0.68 | 0.88 | 0.93 | 0.97 |
| 180 m | 4 | 50 | 0.63 | 0.87 | 0.93 | 0.97 |
| 180 m | 4 | 60 | 0.59 | 0.86 | 0.91 | 0.97 |
| 180 m | 5 | 20 | 0.67 | 0.87 | 0.93 | 0.97 |
| 180 m | 5 | 30 | 0.68 | 0.90 | 0.94 | 0.98 |
| 180 m | 5 | 40 | 0.69 | 0.90 | 0.95 | 0.99 |
| 180 m | 5 | 50 | 0.69 | 0.90 | 0.94 | 0.99 |
| 180 m | 5 | 60 | 0.66 | 0.87 | 0.94 | 0.98 |
| 180 m | 6 | 20 | 0.65 | 0.88 | 0.94 | 0.98 |
| 180 m | 6 | 30 | 0.65 | 0.92 | 0.95 | 1.00 |
| 180 m | 6 | 40 | 0.71 | 0.88 | 0.94 | 0.99 |
| 180 m | 6 | 50 | 0.68 | 0.86 | 0.94 | 0.98 |
| 180 m | 6 | 60 | 0.71 | 0.89 | 0.93 | 1.00 |
| 180 m | 7 | 20 | 0.68 | 0.91 | 0.97 | 0.99 |
| 180 m | 7 | 30 | 0.69 | 0.88 | 0.94 | 0.97 |
| 180 m | 7 | 40 | 0.64 | 0.87 | 0.93 | 0.98 |
| 180 m | 7 | 50 | 0.65 | 0.87 | 0.92 | 0.97 |
| 180 m | 7 | 60 | 0.66 | 0.88 | 0.93 | 0.98 |
| 180 m | 8 | 20 | 0.65 | 0.88 | 0.94 | 0.99 |
| 180 m | 8 | 30 | 0.62 | 0.87 | 0.93 | 0.98 |
| 180 m | 8 | 40 | 0.68 | 0.90 | 0.94 | 0.98 |
| 180 m | 8 | 50 | 0.68 | 0.87 | 0.93 | 0.97 |
| 180 m | 8 | 60 | 0.60 | 0.86 | 0.94 | 0.98 |
|  |  |  |  |  |  |  |
| 10 |  |  |  |  |  |  |

Table B.6: Coverage of HPD posterior intervals for $\zeta_{i}$ in simulation study, 360 m gradient

| Grad. | $\zeta_{i}$ | $m_{i}$ | $68 \%$ | $90 \%$ | $95 \%$ | $99 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 360 m | 3 | 20 | 0.75 | 0.91 | 0.95 | 0.99 |
| 360 m | 3 | 30 | 0.73 | 0.90 | 0.93 | 0.98 |
| 360 m | 3 | 40 | 0.72 | 0.93 | 0.97 | 0.99 |
| 360 m | 3 | 50 | 0.68 | 0.89 | 0.94 | 0.98 |
| 360 m | 3 | 60 | 0.64 | 0.85 | 0.91 | 0.97 |
| 360 m | 4 | 20 | 0.64 | 0.88 | 0.93 | 0.98 |
| 360 m | 4 | 30 | 0.62 | 0.88 | 0.94 | 0.99 |
| 360 m | 4 | 40 | 0.62 | 0.85 | 0.91 | 0.97 |
| 360 m | 4 | 50 | 0.67 | 0.88 | 0.94 | 0.99 |
| 360 m | 4 | 60 | 0.60 | 0.87 | 0.93 | 0.98 |
| 360 m | 5 | 20 | 0.70 | 0.89 | 0.95 | 0.99 |
| 360 m | 5 | 30 | 0.69 | 0.91 | 0.94 | 0.99 |
| 360 m | 5 | 40 | 0.68 | 0.90 | 0.95 | 0.98 |
| 360 m | 5 | 50 | 0.62 | 0.89 | 0.95 | 0.99 |
| 360 m | 5 | 60 | 0.67 | 0.86 | 0.94 | 0.98 |
| 360 m | 6 | 20 | 0.65 | 0.89 | 0.95 | 0.99 |
| 360 m | 6 | 30 | 0.67 | 0.88 | 0.94 | 0.99 |
| 360 m | 6 | 40 | 0.66 | 0.87 | 0.94 | 0.99 |
| 360 m | 6 | 50 | 0.63 | 0.89 | 0.93 | 0.98 |
| 360 m | 6 | 60 | 0.59 | 0.86 | 0.92 | 0.96 |
| 360 m | 7 | 20 | 0.64 | 0.87 | 0.94 | 0.98 |
| 360 m | 7 | 30 | 0.69 | 0.91 | 0.95 | 0.99 |
| 360 m | 7 | 40 | 0.67 | 0.87 | 0.94 | 0.97 |
| 360 m | 7 | 50 | 0.68 | 0.89 | 0.93 | 0.98 |
| 360 m | 7 | 60 | 0.65 | 0.89 | 0.93 | 0.98 |
| 360 m | 8 | 20 | 0.64 | 0.92 | 0.96 | 0.99 |
| 360 m | 8 | 30 | 0.66 | 0.88 | 0.93 | 0.98 |
| 360 m | 8 | 40 | 0.66 | 0.91 | 0.94 | 0.98 |
| 360 m | 8 | 50 | 0.65 | 0.89 | 0.94 | 0.97 |
| 360 m | 8 | 60 | 0.61 | 0.86 | 0.92 | 0.99 |

Figure B.3: Simulation results for 90 m gradient. Boxplots showing the distribution of the estimates across replicates by $m_{i}$ and $\zeta_{i}$. Each box contains one box plot per method summarizing the fit for one combination of abundance and number of peptides. The $y$ axis for all plots is $\hat{\zeta}_{i}-\zeta$, with a black horizontal line at zero.
Figure B.4: Simulation results for 180 m gradient. Boxplots showing the distribution of the estimates across replicates by $m_{i}$ and
$\zeta_{i}$. Each box contains one box plot per method summarizing the fit for one combination of abundance and number of peptides. The y-axis for all plots is $\hat{\zeta}_{i}-\zeta$, with a black horizontal line at zero.
Figure B.5: Simulation results for 360 m gradient. Boxplots showing the distribution of the estimates across replicates by $m_{i}$ and
$\zeta_{i}$. Each box contains one box plot per method summarizing the fit for one combination of abundance and number of peptides. The y-axis for all plots is $\hat{\zeta}_{i}-\zeta$, with a black horizontal line at zero.

## B. 4 ADDITIONAL EMPIRICAL RESULTS

Table B.7: Detailed empirical results for UPS2 experiments, 90 m gradients

| $\stackrel{\text { 岂 }}{ }$ | $\underset{\sim}{i}$ | $\begin{aligned} & \circ \\ & \stackrel{\circ}{i} \end{aligned}$ | $\underset{i}{\text { i}}$ | $\underset{i}{\stackrel{\circ}{i}}$ | $\begin{aligned} & \hat{+} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{+}{n} \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \infty \\ & \infty \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{\mathrm{m}} \end{aligned}$ | $\begin{aligned} & \hat{m} \\ & \dot{m} \end{aligned}$ | $\stackrel{\circ}{\circ}$ | $\stackrel{n}{\dot{m}}$ | $\begin{aligned} & \stackrel{\infty}{0} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{\dot{n}} \end{aligned}$ | $\stackrel{n}{\dot{m}}$ | $\begin{aligned} & \hat{m} \\ & \dot{m} \end{aligned}$ | $\stackrel{-1}{\infty}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sum_{<}^{*}$ | $\stackrel{\text { הi}}{i}$ | $\begin{aligned} & \tilde{m} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \circ \\ & \stackrel{\circ}{\mathrm{m}} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\sim}{n} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{\sim}{n} \\ & \underset{\sim}{i} \end{aligned}$ | $\begin{aligned} & \text { + } \\ & \text { i } \end{aligned}$ | $\underset{\sim}{m}$ | $\stackrel{\infty}{\stackrel{\infty}{i}}$ | $\underset{\hat{i}}{\hat{i}}$ | $\begin{aligned} & \underset{\sim}{\mathrm{H}} \end{aligned}$ | $\begin{aligned} & \infty \\ & \underset{i}{\infty} \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{\dot{m}} \end{aligned}$ | $\begin{aligned} & \text { J } \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{n} \\ & \underset{m}{2} \end{aligned}$ | $\stackrel{\circ}{i}$ | $\stackrel{n}{m}$ |
|  | $\underset{\sim}{\sim}$ | $\begin{gathered} \underset{N}{N} \\ \dot{m} \end{gathered}$ | $\stackrel{\underset{\sim}{N}}{\dot{m}}$ | $\begin{gathered} \underset{\sim}{\dot{q}} \\ \dot{m} \end{gathered}$ | $\stackrel{\text { n }}{\hat{i}}$ | $\underset{i}{\hat{i}}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{m} \\ & \dot{N} \end{aligned}$ | $\stackrel{m}{i}$ | $\underset{\underset{i}{i}}{\underset{i}{2}}$ | $\underset{\sim}{N}$ | $\begin{aligned} & \stackrel{a}{m} \\ & \underset{m}{2} \end{aligned}$ | $\begin{aligned} & \underset{m}{n} \\ & \dot{m} \end{aligned}$ | $\begin{gathered} \hat{n} \\ \dot{n} \end{gathered}$ | $\begin{aligned} & \stackrel{0}{\mathrm{~m}} \\ & \underset{\sim}{n} \end{aligned}$ | No | - |
|  | $\begin{aligned} & \infty \\ & \underset{\sim}{n} \end{aligned}$ | $\stackrel{\circ}{\mathrm{i}}$ | $\begin{gathered} \hat{\infty} \\ \underset{i}{i} \end{gathered}$ | $\stackrel{n}{\underset{\sim}{n}}$ | $\underset{\text { ָ̌ }}{\substack{2}}$ | $\begin{aligned} & \stackrel{0}{i n} \\ & \underset{i}{2} \end{aligned}$ | $\stackrel{\sim}{\sim}$ | $\begin{aligned} & \text { n } \\ & \underset{\sim}{i} \end{aligned}$ | $\underset{\underset{i}{n}}{\substack{n}}$ | $\begin{aligned} & \infty \\ & \stackrel{\rightharpoonup}{i} \end{aligned}$ | $\stackrel{0}{\underset{i}{i}}$ | $\stackrel{\sim}{n}$ | $\stackrel{\hat{n}}{\dot{n}}$ | $\stackrel{\hat{m}}{\dot{m}}$ | $\begin{aligned} & \stackrel{0}{i} \\ & i \end{aligned}$ | $\stackrel{\sim}{7}$ |
|  | $\begin{gathered} n \\ \underset{\sim}{n} \end{gathered}$ | $\begin{aligned} & \text { in } \\ & \text { i } \end{aligned}$ | $\begin{gathered} \text { N} \\ \text { in } \end{gathered}$ | $\begin{aligned} & \circ \\ & \stackrel{\circ}{\mathrm{n}} \end{aligned}$ | $\begin{gathered} + \\ \dot{C} \\ \hline \end{gathered}$ | $\stackrel{\sim}{\sim}$ | $\begin{aligned} & \hat{o} \\ & \dot{i} \end{aligned}$ | $\stackrel{\infty}{\stackrel{\infty}{i}}$ | $\begin{aligned} & \circ \\ & \dot{\sim} \\ & \dot{i} \end{aligned}$ | $\underset{\sim}{n}$ | $\begin{aligned} & \text { নे } \\ & \text { in } \end{aligned}$ | $\begin{gathered} \infty \\ \stackrel{\sim}{m} \end{gathered}$ | $\begin{aligned} & \text { of } \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & N \\ & \underset{\sim}{n} \end{aligned}$ | $\stackrel{\alpha}{\dot{\gamma}}$ | N |
|  |  | $\begin{aligned} & \underset{\tilde{y}}{\dot{\sim}} \\ & \dot{\sim} \\ & \dot{\sim} \\ & \dot{i} \\ & i \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \text { o } \\ & \text { o } \\ & \text { of } \\ & 0 \\ & i \end{aligned}$ | $(-1.06,2.56)$ |  |  | $\begin{aligned} & \text { n } \\ & \dot{\sim} \\ & \dot{\infty} \\ & \infty \\ & \dot{\sim} \end{aligned}$ |  | $\begin{aligned} & \underset{m}{m} \\ & \underset{\sim}{n} \\ & \underset{\sim}{i} \end{aligned}$ | $\begin{aligned} & 0 \\ & \infty \\ & \dot{m} \\ & \infty \\ & \dot{\sim} \\ & \dot{j} \end{aligned}$ | $\begin{aligned} & \underset{m}{\tilde{m}} \\ & \dot{m} \\ & \dot{0} \\ & \dot{i} \end{aligned}$ | $\begin{aligned} & \text { ò } \\ & \dot{m} \\ & \dot{o} \\ & \dot{i} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\mathcal{H}} \\ & \dot{\sim} \\ & \underset{\sim}{\dot{~}} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{m} \\ & \dot{\sim} \\ & \tilde{N} \\ & \dot{i} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & + \\ & \dot{m} \\ & \dot{+} \\ & \dot{+} \end{aligned}$ |  |
| w | $\begin{aligned} & \text { + } \\ & \hline- \end{aligned}$ | $\begin{aligned} & \text { H} \\ & \text { ri } \end{aligned}$ | $\stackrel{\text { n }}{\hat{0}}$ | $\stackrel{\text { in }}{\substack{0}}$ | $\stackrel{N}{N}$ | $\begin{aligned} & \mathrm{N} \\ & \dot{\mathrm{i}} \end{aligned}$ | $\begin{gathered} \hat{\infty} \\ \dot{i} \end{gathered}$ | $\underset{\substack{\underset{\sim}{i}}}{\substack{\text { n }}}$ | $\underset{\sim}{\underset{\sim}{i}}$ | $\begin{aligned} & \circ \\ & \dot{m} \end{aligned}$ | $\stackrel{\stackrel{+}{+}}{\stackrel{+}{i}}$ | $\stackrel{\sim}{n}$ | $\stackrel{\underset{\sim}{\mathrm{N}}}{\substack{n}}$ | $\begin{aligned} & \text { ñ } \\ & \text { in } \end{aligned}$ | $\stackrel{-}{\sim}$ | $\stackrel{n}{\text { n }}$ |
| $\underset{\text { ๕̀ }}{\substack{\text { ® }}}$ | $\pi$ | - | - | r | - | $r$ | $r$ | r | - | - | $r$ | - | $r$ | r | - | - |
|  | ష్రૂ | ష్ | Eू | Eू | Eू | İ | Gू | Eू | Eू | Eू | Eg | İ | Eू | 合 | Eू | \% |
| $\cdots$ | $\begin{aligned} & \text { o} \\ & \stackrel{i}{i} \end{aligned}$ | $\stackrel{\circ}{\stackrel{\circ}{\circ}}$ | $\stackrel{\circ}{\circ}$ | $\stackrel{\circ}{\stackrel{\circ}{\circ}}$ | $\stackrel{\circ}{\stackrel{\circ}{+}}$ | $\stackrel{\circ}{\stackrel{\circ}{\mathrm{i}}}$ | $\stackrel{\circ}{\underset{\sim}{i}}$ | $\stackrel{\circ}{\stackrel{\rightharpoonup}{i}}$ | $\stackrel{\circ}{\stackrel{\circ}{\mathrm{i}}}$ | $\stackrel{\circ}{\stackrel{\rightharpoonup}{i}}$ | $\stackrel{\circ}{\underset{i}{i}}$ | $\stackrel{0}{i}$ | $\stackrel{\circ}{\dot{i}}$ | $\stackrel{\circ}{\mathrm{i}}$ | $\stackrel{\circ}{i}$ | $\stackrel{\bigcirc}{\text { i }}$ |
| $\begin{gathered} \tilde{\#} \\ \text { \# } \\ \text { O } \end{gathered}$ |  | $\begin{aligned} & \text { n } \\ & \stackrel{3}{7} \\ & \text { N} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \stackrel{n}{م} \\ & \stackrel{1}{N} \\ & \underset{N}{N} \\ & 0 \end{aligned}$ |  | $\begin{aligned} & \text { ô } \\ & \stackrel{0}{0} \\ & \hat{o} \\ & \stackrel{\circ}{\hat{0}} \end{aligned}$ | $\begin{gathered} \infty \\ \stackrel{0}{0} \\ \infty \\ 0 \\ 0 \\ 0 \\ 0 \end{gathered}$ | $\begin{aligned} & \infty \\ & \ddot{z} \\ & \underset{\sim}{j} \\ & \underset{\sim}{n} \\ & 0 \end{aligned}$ | $\begin{aligned} & n \\ & \stackrel{n}{1} \\ & \stackrel{\sim}{0} \\ & 0 \\ & \infty \\ & \infty \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { on } \\ & \stackrel{3}{2} \\ & \hat{n} \\ & \text { on } \\ & \text { ñ } \end{aligned}$ |  | $\begin{aligned} & \stackrel{n}{7} \\ & \underset{\sim}{n} \\ & \underset{\sim}{n} \\ & \stackrel{O}{0} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \stackrel{3}{N} \\ & \underset{\sim}{N} \\ & \stackrel{\rightharpoonup}{0} \\ & 0 \end{aligned}$ |  | $\begin{aligned} & \text { n } \\ & \underset{\sim}{7} \\ & \infty \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |  |




|  | $\begin{aligned} & \text { 岂 } \\ & \text { 兄 } \end{aligned}$ | $\stackrel{\hat{j}}{\dot{j}}$ | $\stackrel{\circ}{\dot{n}}$ | $\begin{aligned} & \stackrel{L}{n} \\ & \dot{m} \end{aligned}$ | $\stackrel{N}{\underset{\sim}{j}}$ | $\stackrel{\underset{\sim}{\mathrm{j}}}{\substack{2}}$ | $\begin{gathered} \text { N} \\ \underset{\sim}{2} \end{gathered}$ | $\begin{aligned} & \bullet \\ & \underset{\gamma}{1} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{\dot{j}} \end{aligned}$ | $\stackrel{\infty}{\underset{子}{+}}$ | $\begin{aligned} & \circ \\ & \dot{\gamma} \end{aligned}$ | $\underset{\sim}{N}$ |  | $\stackrel{\sim}{\sim}$ | $\stackrel{n}{\dot{j}}$ | $\stackrel{\sim}{\sim}$ | $\stackrel{\sim}{\sim}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sum_{<}^{i}$ | $\begin{aligned} & \hat{\mathrm{n}} \\ & \dot{\mathrm{n}} \end{aligned}$ | $\stackrel{N}{\mathrm{~N}}$ | $\begin{aligned} & 0 \\ & \stackrel{\rightharpoonup}{m} \end{aligned}$ | $\stackrel{\sim}{\sim}$ | $\underset{\underset{\sim}{+}}{+}$ | $\stackrel{\hat{j}}{\stackrel{\rightharpoonup}{j}}$ | $\underset{\text { ָ }}{+}$ | $\begin{gathered} N \\ \underset{\sim}{\circ} \end{gathered}$ | $\stackrel{n}{\dot{m}}$ | $\stackrel{\circ}{\dot{m}}$ | $\stackrel{N}{\dot{q}}$ | $\underset{\dot{q}}{\substack{0}}$ | $\stackrel{\circ}{\dot{\gamma}}$ | $\xrightarrow{\text { ® }}$ | $\stackrel{\text { ¢ }}{\text { ¢ }}$ | $\stackrel{\circ}{\sim}$ |
|  | $\begin{aligned} & \dot{\sharp} \\ & \dot{\Xi} \\ & \text { 『் } \\ & \dot{心} \end{aligned}$ | $\begin{aligned} & \circ \\ & \stackrel{\circ}{m} \end{aligned}$ | $\underset{\mathrm{i}}{\hat{i}}$ | $\stackrel{\hat{m}}{\dot{m}}$ | $\stackrel{N}{\sim}$ | $\stackrel{\text { ® }}{\dot{j}}$ | $\stackrel{\infty}{\dot{+}}$ | $\begin{aligned} & \mathrm{O} \\ & \stackrel{\rightharpoonup}{\dot{j}} \end{aligned}$ | $\stackrel{ন}{7}$ | $\begin{aligned} & \infty \\ & \infty \\ & \dot{m} \end{aligned}$ | $\stackrel{m}{\dot{m}}$ | $\stackrel{\stackrel{\rightharpoonup}{\dot{\sigma}}}{ }$ | $\underset{\dot{\gamma}}{\underset{\sim}{*}}$ | $\stackrel{\rightharpoonup}{\infty}$ | $\stackrel{\text { ® }}{\dot{j}}$ | $\stackrel{\infty}{\dot{+}}$ | $\stackrel{\hat{\sim}}{\substack{1}}$ |
|  | $\begin{aligned} & \text { ざ } \\ & \text { 品 } \\ & \text { 范 } \end{aligned}$ | $\begin{aligned} & \mathrm{N} \\ & \dot{m} \end{aligned}$ | $\stackrel{\sim}{\stackrel{n}{n}} \underset{\underset{m}{n}}{ }$ | $\begin{aligned} & \stackrel{\circ}{\mathrm{i}} \end{aligned}$ | $\stackrel{-}{\underset{~}{j}}$ | $\begin{aligned} & \text { 广 } \\ & \text { 广 } \end{aligned}$ | $\stackrel{\hat{N}}{\dot{\gamma}}$ | $\stackrel{\rightharpoonup}{\underset{j}{j}}$ | $\stackrel{\circ}{\dot{m}}$ | $\stackrel{\circ}{\dot{n}}$ | $\stackrel{\circ}{\dot{m}}$ | $\stackrel{\stackrel{\circ}{\dot{\gamma}}}{ }$ | $\underset{\underset{\sim}{N}}{\underset{\sim}{2}}$ | $\stackrel{n}{\dot{j}}$ | $\stackrel{N}{\sim}$ | $\underset{\dot{\mathcal{F}}}{ }$ | $\stackrel{-1}{+}$ |
| $\stackrel{\square}{\Xi}$ | $\begin{aligned} & \text { B. } \\ & \text { B } \\ & \text { ぶ } \end{aligned}$ | $\underset{\hat{i}}{\hat{i}}$ | $\underset{\sim}{n}$ | $\begin{aligned} & \circ \\ & \infty \\ & \dot{\sim} \end{aligned}$ | $\stackrel{\circ}{\dot{n}}$ | $\begin{aligned} & \underset{\sim}{N} \\ & \underset{n}{n} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{0}{\dot{j}} \end{aligned}$ | $\stackrel{\bullet}{\dot{q}}$ | $\begin{aligned} & \circ \\ & \dot{m} \\ & \dot{N} \end{aligned}$ | $\begin{aligned} & -1 \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \mathrm{O} \\ & \dot{\gamma} \end{aligned}$ | $\stackrel{\sim n}{\sim}$ | $\underset{\dot{\gamma}}{\hat{j}}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{m}{\underset{\sim}{j}}$ | $\underset{\sim}{\sim}$ | $\stackrel{\text { ¢ }}{\text { ¢ }}$ |
| $\begin{aligned} & \underset{\sim}{\circ} \\ & \underset{\sim}{\infty} \\ & \dot{0} \\ & \stackrel{0}{\square} \end{aligned}$ | $\begin{aligned} & \text { 足 } \\ & \text { Q } \\ & \text { 呆 } \\ & \text { o } \\ & \text { o } \end{aligned}$ | $\begin{aligned} & \text { inn} \\ & \underset{n}{n} \\ & \text { n } \\ & i \end{aligned}$ | $\begin{aligned} & \underset{\sim}{n} \\ & \dot{\sim} \\ & \underset{\sim}{i} \\ & \text { in } \end{aligned}$ | $\begin{aligned} & \text { İ } \\ & \text { i } \\ & \text { N } \\ & \text { o } \end{aligned}$ | $\begin{aligned} & \overparen{O} \\ & \dot{0} \\ & \dot{j} \\ & \dot{0} \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \dot{f} \\ & \dot{\hat{n}} \\ & \dot{\hat{n}} \\ & \dot{0} \end{aligned}$ | $\begin{aligned} & \text { ó } \\ & \dot{o} \\ & \dot{j} \\ & \dot{\sigma} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { ò } \\ & \dot{\sim} \\ & \dot{\sim} \\ & \hat{m} \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{m} \\ & \dot{\dot{f}} \\ & \underset{m}{\dot{m}} \end{aligned}$ | $\begin{gathered} \text { IN } \\ \dot{\sim} \\ \stackrel{\rightharpoonup}{\dot{m}} \\ \dot{\sim} \end{gathered}$ | $\begin{aligned} & \underset{\sim}{f} \\ & \dot{\sim} \\ & \dot{F} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \stackrel{\circ}{\dot{\prime}} \\ & \dot{N} \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & \text { ê } \\ & \hat{O} \\ & \dot{n} \\ & \dot{0} \\ & \dot{j} \end{aligned}$ | $\begin{aligned} & \overparen{O} \\ & \text { in } \\ & \tilde{N} \\ & \text { in } \end{aligned}$ | $\begin{aligned} & o \dot{O} \\ & \dot{o} \\ & \dot{n} \\ & \dot{\infty} \\ & \dot{m} \end{aligned}$ |  | $\infty$ $\dot{\infty}$ $\dot{j}$ $\dot{\sim}$ $\dot{\oplus}$ |
|  | $\cdots$ | $\begin{gathered} \underset{\sim}{\dot{m}} \end{gathered}$ | $\underset{i}{\hat{i}}$ | $\underset{+}{+}$ | $\begin{aligned} & \stackrel{\circ}{7} \\ & \stackrel{y}{\dot{\sigma}} \end{aligned}$ | $\stackrel{\hat{m}}{\dot{n}}$ | $\stackrel{\infty}{\stackrel{\infty}{\dot{j}}}$ | $\begin{aligned} & \underset{\sim}{m} \end{aligned}$ | $\stackrel{\hat{\infty}}{\dot{m}}$ | $\begin{aligned} & \dot{\infty} \\ & \dot{m} \end{aligned}$ | $\stackrel{\Omega}{\underset{\sim}{n}}$ | $\stackrel{N}{\sim}$ | $\underset{\dot{\delta}}{\underset{\sim}{*}}$ | $\stackrel{\approx}{\dot{j}}$ | $\stackrel{\sim}{\dot{q}}$ | $\stackrel{\underset{\sim}{\dot{\sigma}}}{ }$ | $\stackrel{\hat{\sim}}{\dot{\gamma}}$ |
|  |  | $\sim$ | $\sim$ | N | N | N | N | N | N | N | N | $\sim$ | N | N | N | $N$ | $\sim$ |
|  | $\begin{aligned} & \text { 『ु } \\ & \text { णु } \end{aligned}$ | Eg | E | Eू | Eg | E | Eू | Eু | Eू | Eू | ష్ | g ig | Eg | $\begin{aligned} & \text { Eg } \\ & \text { O} \end{aligned}$ | Eू | Eू | \％ু |
|  | $\cdots$ | $\stackrel{\circ}{\stackrel{\circ}{i}}$ | $\stackrel{\circ}{\dot{\sim}}$ | $\stackrel{\circ}{\stackrel{\circ}{i}}$ | $\stackrel{\circ}{\stackrel{\sim}{n}}$ | $\stackrel{\circ}{\stackrel{\sim}{m}}$ | $\stackrel{\circ}{\dot{m}}$ | $\stackrel{\circ}{\stackrel{\sim}{n}}$ | $\stackrel{\circ}{\stackrel{\mathrm{m}}{2}}$ | $\stackrel{\circ}{\stackrel{\circ}{\mathrm{m}}}$ | $\stackrel{\circ}{\stackrel{\circ}{\mathrm{m}}}$ | $\stackrel{\circ}{\stackrel{\sim}{m}}$ | $\stackrel{\circ}{\dot{\gamma}}$ | $\stackrel{\circ}{\stackrel{\circ}{\dot{F}}}$ | $\stackrel{\circ}{\underset{\dot{\gamma}}{2}}$ | $\stackrel{\circ}{\stackrel{\circ}{\dot{*}}}$ | $\stackrel{\circ}{\sim}$ |
|  | $\begin{aligned} & \text { Z } \\ & \text { \# } \\ & \text { D } \end{aligned}$ |  |  | $\begin{aligned} & \text { n } \\ & \stackrel{0}{3} \\ & \underset{\sim}{\infty} \\ & \stackrel{n}{\sigma} \\ & \stackrel{\sim}{\prime} \end{aligned}$ |  |  |  | a $\vdots$ $\vdots$ $\vdots$ $\vdots$ 0 0 |  | $\begin{aligned} & \text { n } \\ & \stackrel{3}{2} \\ & \sim \\ & \underset{\sim}{N} \\ & \text { ò } \end{aligned}$ |  | $\begin{aligned} & \text { n } \\ & \vdots \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \text { 亏1 } \\ & \text { n} \\ & \text { N } \\ & 0 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & \text { n } \\ & \stackrel{3}{7} \\ & \underset{\sim}{0} \\ & \stackrel{\rightharpoonup}{0} \\ & \stackrel{0}{2} \end{aligned}$ |  |  |





|  |  | $\begin{gathered} \circ \\ \stackrel{i n}{\dot{q}} \end{gathered}$ | $\underset{\sim}{N}$ | $\stackrel{\underset{\sim}{n}}{\underset{\sim}{n}}$ | $\begin{aligned} & \infty \\ & \infty \\ & \dot{i} \end{aligned}$ | $\begin{aligned} & \dot{O} \\ & \dot{m} \end{aligned}$ | $\stackrel{ }{\underset{i}{i}}$ | $\begin{aligned} & \underset{\sim}{\mathrm{H}} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{n} \\ & \dot{m} \end{aligned}$ | $\stackrel{\bullet}{\dot{m}}$ | $\underset{\dot{J}}{\hat{\dot{F}}}$ | $\begin{aligned} & \text { n } \\ & \underset{m}{n} \end{aligned}$ | $\underset{\dot{r}}{\dot{\sim}}$ | $\begin{aligned} & \alpha \\ & \dot{m} \end{aligned}$ | $\stackrel{\underset{\sim}{7}}{\dot{m}}$ | $\begin{gathered} N \\ \underset{\sim}{\circ} \end{gathered}$ | $\stackrel{\infty}{\infty}+$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sum$ | $\underset{\dot{+}}{\underset{\sim}{2}}$ | $\underset{\text { Ǹ }}{\substack{n}}$ | $\underset{i}{\hat{i}}$ | $\underset{\sim}{\underset{\sim}{i}}$ | $\begin{aligned} & \text { + } \\ & \text { ì } \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \text { in } \end{aligned}$ | $\stackrel{\infty}{i}$ | $\stackrel{i n}{\sim}$ | $\underset{\sim}{\sim}$ | $\stackrel{m}{i}$ | $\begin{aligned} & \circ \\ & \stackrel{0}{n} \end{aligned}$ | $\stackrel{\stackrel{i}{\sim}}{\underset{\sim}{*}}$ | $\stackrel{\text { ®}}{\dot{\sim}}$ | $\stackrel{\sim n}{\underset{m}{n}}$ | $\stackrel{\bullet}{\underset{\sim}{n}}$ | $\stackrel{\sim}{n}$ |
|  |  | $\underset{\dot{+}}{\underset{\sim}{*}}$ | $\underset{\substack{i n \\ i}}{ }$ | $\begin{aligned} & \text { ه} \\ & \text { ì } \end{aligned}$ |  | $\underset{\sim}{\hat{i}}$ | $\stackrel{\infty}{\underset{i}{+}}$ | $\begin{aligned} & \circ \\ & \stackrel{\circ}{m} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \dot{i} \end{aligned}$ | $\underset{\sim}{\underset{\sim}{i}}$ | $\begin{gathered} \infty \\ \text { in } \\ i \end{gathered}$ | $\begin{aligned} & \text { a } \\ & \text { i } \end{aligned}$ | $\begin{aligned} & \hat{0} \\ & \dot{i} \end{aligned}$ | $\underset{\sim}{\underset{\sim}{n}}$ | $\begin{gathered} \hat{n} \\ \dot{m} \end{gathered}$ | $\begin{aligned} & \underset{\sim}{\sim} \\ & \dot{m} \end{aligned}$ | $\stackrel{\sim}{n}$ |
|  |  | $\begin{aligned} & \stackrel{\sim}{\mathrm{O}} \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \text { + } \\ & \text { i } \end{aligned}$ | $\underset{\sim}{N}$ | $\stackrel{a}{\stackrel{\rightharpoonup}{i}}$ | $\underset{\text { i }}{\hat{G}}$ | $\stackrel{-}{n}$ | $\begin{gathered} \infty \\ \underset{i}{\infty} \end{gathered}$ | $\begin{aligned} & \stackrel{\circ}{+} \\ & \stackrel{\rightharpoonup}{i} \end{aligned}$ | $\stackrel{\underset{\sim}{c}}{\underset{i}{c}}$ | $\begin{gathered} \mathbb{N} \\ \dot{\sim} \end{gathered}$ | $\stackrel{\circ}{\dot{i}}$ | $\stackrel{\circ}{\text { Ni }}$ | $\begin{aligned} & \dot{\infty} \\ & \underset{\sim}{n} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\mathrm{H}} \\ & \dot{m} \end{aligned}$ | $\underset{\sim}{\sim}$ | $\stackrel{\text { ¢ }}{\substack{\text { i }}}$ |
| " | $\begin{aligned} & \text { 菏 } \\ & \text { By } \end{aligned}$ | $\stackrel{N}{\sim}$ | $\stackrel{\rightharpoonup}{\circ}$ | $\stackrel{\text { in }}{\hat{i}}$ | $\stackrel{N}{\mathrm{~N}}$ | $\begin{aligned} & \mathrm{O} \\ & \stackrel{\rightharpoonup}{i} \end{aligned}$ | $\underset{\sim}{\underset{\circ}{+}}$ | $\underset{\sim}{\circ}$ | $\begin{gathered} \text { - } \\ \underset{i}{+} \end{gathered}$ | $\underset{\sim}{N}$ | $\stackrel{\text { ® }}{\substack{\text { in }}}$ | $\underset{\text { ì }}{\underset{\sim}{*}}$ | $\stackrel{\oplus}{\underset{\sim}{+}}$ | $\underset{\sim}{N}$ | $\begin{aligned} & \text { + } \\ & \text { í } \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \text { ín } \\ & \text { in } \end{aligned}$ | へ0n |
| $\begin{aligned} & \text { O} \\ & \ddot{0} \\ & 0 \\ & \dot{0} \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & \text { On } \\ & \text { in } \\ & \text { in } \\ & \text { ò } \\ & \dot{j} \end{aligned}$ | $\begin{aligned} & \text { §} \\ & \text { on } \\ & \text { in } \\ & \text { in } \\ & i \\ & i \end{aligned}$ |  | $\begin{aligned} & \text { ien } \\ & i n \\ & i \\ & \hat{n} \\ & \dot{e} \end{aligned}$ |  | $\begin{aligned} & 0 \\ & \stackrel{0}{n} \\ & i \\ & 0 \\ & 0 \\ & 0 \\ & i \end{aligned}$ | $\begin{aligned} & \text { I- } \\ & \underset{\sim}{m} \\ & \underset{\sim}{\dot{\omega}} \\ & \dot{\omega} \end{aligned}$ | $\begin{aligned} & \text { İ } \\ & \text { i } \\ & \text { j } \\ & \text { i } \end{aligned}$ | ت in $\infty$ $\dot{+}$ $i$ $i$ | $\begin{aligned} & \overparen{\underset{\jmath}{\gamma}} \\ & \dot{n} \\ & \tilde{y} \\ & \dot{\sim} \end{aligned}$ |  | $\begin{aligned} & \underset{J}{\infty} \\ & \dot{\sim} \\ & \dot{J} \\ & \dot{\sim} \end{aligned}$ | İ n n in in | $\begin{aligned} & \hat{\jmath} \\ & \dot{m} \\ & \dot{F} \\ & \dot{j} \end{aligned}$ | $\begin{aligned} & \text { ō } \\ & \text { n} \\ & \text { ó } \\ & \dot{\gamma} \end{aligned}$ | ＋o＋ |
|  | a | $\begin{gathered} \underset{\sim}{\mathrm{G}} \\ \dot{\sim} \end{gathered}$ | $\stackrel{N}{\sim}$ | $\underset{\text { in }}{\substack{\text { in }}}$ | $\begin{aligned} & \circ \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { H} \\ & \text { Hi } \end{aligned}$ | $\underset{\sim}{\underset{\sim}{N}}$ | $\stackrel{\text { n }}{\substack{i}}$ | $\stackrel{\text { N}}{\underset{i}{2}}$ | $\begin{array}{r} \infty \\ \infty \\ \dot{r} \end{array}$ | $\stackrel{n}{\underset{\sim}{i}}$ | $\stackrel{\infty}{\dot{\sim}}$ | $\begin{aligned} & \text { } \\ & \underset{i}{2} \end{aligned}$ | $\begin{aligned} & \text { Z } \\ & \text { í } \end{aligned}$ | $\begin{aligned} & \text { ry } \\ & \text { ì } \end{aligned}$ | $\begin{aligned} & \circ \\ & \stackrel{\circ}{m} \end{aligned}$ | $\stackrel{n}{\text { n }}$ |
|  | $\dot{\sim}$ | ${ }^{+}$ | N | N | N | N | N | N | N | N | N | N | N | N | N | N | $\sim$ |
|  | $\begin{aligned} & \text { ர्ण } \\ & \text { ت゙ } \end{aligned}$ | $\begin{aligned} & \text { g } \\ & 0 \\ & \infty \end{aligned}$ | $\begin{aligned} & \text { Z } \\ & 0 \\ & 0 \\ & \end{aligned}$ |  | $\begin{aligned} & \underset{\sim}{g} \\ & 0 \\ & \end{aligned}$ | $\begin{aligned} & \text { g } \\ & 0 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & \text { g } \\ & 0 \\ & 0 \\ & \end{aligned}$ | $\begin{aligned} & \xi \\ & Z_{0} \\ & 0_{0} \end{aligned}$ | $\begin{aligned} & \underset{Z}{\circ} \\ & \infty \\ & \end{aligned}$ | $\begin{aligned} & \text { I } \\ & 0 \\ & 0 \\ & \end{aligned}$ | $\begin{aligned} & \text { E } \\ & \stackrel{0}{\infty} \\ & \end{aligned}$ | $\begin{aligned} & \tilde{Z} \\ & \infty \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { I్ム } \\ & \underset{\sim}{\infty} \end{aligned}$ | $\begin{aligned} & \text { E } \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { g } \\ & \infty \\ & \infty \\ & \end{aligned}$ | E <br> $\substack{\infty \\ \cdots \\ \hline}$ |
|  | $\cdots$ | $\stackrel{\circ}{\dot{\gamma}}$ | $\stackrel{0}{\mathrm{o}}$ | $\stackrel{\circ}{\stackrel{\circ}{\circ}}$ | $\stackrel{\circ}{\dot{\circ}}$ | $\stackrel{\circ}{\stackrel{\circ}{\circ}}$ | $\stackrel{\circ}{\stackrel{\circ}{\circ}}$ | $\stackrel{\circ}{\stackrel{\circ}{\circ}}$ | $\stackrel{\circ}{\stackrel{\rightharpoonup}{i}}$ | $\stackrel{\circ}{\stackrel{\rightharpoonup}{i}}$ | $\stackrel{\circ}{\mathrm{i}}$ | $\stackrel{\circ}{\stackrel{\rightharpoonup}{i}}$ | $\stackrel{\circ}{\stackrel{\circ}{i}}$ | $\stackrel{\circ}{\stackrel{\circ}{\mathrm{i}}}$ | $\stackrel{\circ}{i}$ | $\stackrel{\circ}{\stackrel{\circ}{i}}$ | $\stackrel{\bigcirc}{\text { i }}$ |
|  | $\begin{aligned} & \text { Z } \\ & \text { H } \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { on } \\ & \frac{1}{2} \\ & 0 \\ & \text { O} \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \infty \\ & \underset{\sim}{\infty} \\ & \infty \\ & \stackrel{1}{\infty} \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \stackrel{1}{2} \\ & \underset{\sim}{n} \\ & \stackrel{\rightharpoonup}{0} \end{aligned}$ |  | \％ O 0 0 0 0 0 | $\begin{aligned} & \text { no } \\ & \stackrel{1}{2} \\ & 0 \\ & \stackrel{0}{6} \\ & \underset{\sim}{n} \end{aligned}$ |  |  | $\begin{aligned} & \text { an } \\ & \stackrel{y}{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \stackrel{n}{Z} \\ & \underset{Z}{7} \\ & \underset{\sim}{\sim} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{\sim}{0} \\ & \stackrel{\rightharpoonup}{\sim} \\ & \underset{\sim}{0} \\ & \infty \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \vdots \\ & \text { g } \\ & \text { in } \\ & \text { ì } \end{aligned}$ | $\begin{aligned} & \stackrel{n}{2} \\ & \hat{2} \\ & \hat{n} \\ & \hat{\sim} \\ & \hat{n} \end{aligned}$ | $\begin{aligned} & \text { a } \\ & \stackrel{3}{2} \\ & \stackrel{\circ}{0} \\ & \stackrel{\rightharpoonup}{2} \end{aligned}$ | $\begin{aligned} & \text { on } \\ & \frac{3}{2} \\ & \stackrel{\circ}{2} \\ & \stackrel{0}{0} \end{aligned}$ |  |


|  | $\begin{aligned} & \underset{\sim}{\underset{~}{c}} \\ & \underset{\sim}{E} \end{aligned}$ | $\begin{aligned} & \circ \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { oे } \\ & \dot{m} \end{aligned}$ | $\stackrel{\underset{\sim}{*}}{\underset{\sim}{2}}$ | $\begin{aligned} & \text { N} \\ & \underset{\sim}{r} \end{aligned}$ | $\begin{aligned} & \infty \\ & \infty \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \text { in } \\ & \dot{m} \end{aligned}$ | $\stackrel{+}{N}$ | $\begin{gathered} \infty \\ \underset{\dot{\gamma}}{+} \end{gathered}$ | $\begin{aligned} & \infty \\ & \stackrel{+}{\dot{\gamma}} \end{aligned}$ | $\begin{aligned} & \text { à } \\ & \text { + } \end{aligned}$ | $\stackrel{N}{N}$ | $\stackrel{-}{n}$ | $\begin{gathered} \text { N} \\ \stackrel{y}{*} \end{gathered}$ | $\stackrel{N}{N}$ | $\stackrel{\underset{\sim}{n}}{\dot{\gamma}}$ | $\stackrel{\text { O}}{\stackrel{\text { N}}{+}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sum_{\ll}^{\prime}$ | $\stackrel{\infty}{\stackrel{N}{n}} \stackrel{1}{\dot{m}}$ | $\stackrel{\underset{\sim}{+}}{\dot{\sim}}$ | $\begin{aligned} & \text { n } \\ & \stackrel{n}{n} \end{aligned}$ | $\begin{aligned} & \stackrel{\sim}{+} \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \text { à } \\ & \stackrel{1}{n} \end{aligned}$ | $\stackrel{\infty}{\stackrel{\infty}{\sim}}$ | $\begin{aligned} & -1 \\ & \underset{\sim}{n} \end{aligned}$ | $\stackrel{\text { N }}{\substack{n}}$ | $\begin{aligned} & \infty \\ & \stackrel{N}{\dot{+}} \end{aligned}$ | $\begin{aligned} & \dot{+} \\ & \underset{\sim}{+} \end{aligned}$ | $\underset{\substack{N \\ \dot{\sim}}}{ }$ | $\begin{aligned} & \infty \\ & \dot{m} \\ & \dot{m} \end{aligned}$ | $\begin{gathered} \hat{\infty} \\ \dot{m} \end{gathered}$ | $\underset{\sim}{\sim}$ | $\underset{\sim}{\underset{\sim}{2}}$ | $\stackrel{\infty}{\underset{\sim}{\sim}}$ |
|  |  | $\stackrel{\underset{N}{N}}{\stackrel{\rightharpoonup}{n}}$ | $\begin{aligned} & \text { n } \\ & \underset{m}{m} \end{aligned}$ | $\begin{gathered} \underset{\sim}{n} \\ \dot{n} \end{gathered}$ | $\begin{aligned} & \stackrel{+}{+} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{n} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { H } \\ & \text { in } \end{aligned}$ | $\begin{aligned} & \dot{+} \\ & \dot{子} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{m}{m} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \bullet \\ & \dot{\sim} \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \mathrm{O} \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{+}{\dot{\gamma}} \end{aligned}$ | $\begin{aligned} & \dot{\top} \\ & \dot{m} \end{aligned}$ | $\stackrel{\stackrel{N}{+}}{+}$ | $\begin{aligned} & \infty \\ & \infty \\ & \dot{j} \end{aligned}$ | $\begin{aligned} & \infty \\ & \dot{\sim} \\ & \dot{\sim} \end{aligned}$ |
|  |  | $\stackrel{\sim}{n}$ | $\stackrel{m}{m}$ | $\begin{aligned} & \mathrm{O} \\ & \dot{m} \end{aligned}$ | $\stackrel{-}{\sim}$ | $\stackrel{\underset{\sim}{N}}{\stackrel{\sim}{n}}$ | $\stackrel{\infty}{\stackrel{\infty}{\sim}}$ | $\underset{\sim}{\dot{\gamma}}$ | $\begin{aligned} & \dot{m} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{n}{N} \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & \bullet \\ & \stackrel{\rightharpoonup}{\gamma} \end{aligned}$ | $\begin{aligned} & \dot{\circ} \\ & \dot{\text { j}} \end{aligned}$ | $\begin{aligned} & \text { in } \\ & \dot{m} \end{aligned}$ | $\begin{gathered} \hat{\infty} \\ \dot{n} \end{gathered}$ | $\begin{aligned} & \cup \\ & \underset{\sim}{\sim} \end{aligned}$ | $\stackrel{\infty}{\stackrel{\infty}{\top}}$ | $\stackrel{\bullet}{\underset{\sim}{*}}$ |
| $\stackrel{O}{0}$ |  | $\stackrel{\rightharpoonup}{n}$ | $\begin{aligned} & \dot{a} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{-1}{\mathrm{~m}} \end{aligned}$ | $\begin{aligned} & \text { ò } \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \underset{i}{i} \end{aligned}$ | $\stackrel{-}{n}$ | $\begin{aligned} & \dot{\sim} \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & N \\ & \underset{N}{N} \end{aligned}$ | $\begin{aligned} & \text { H1 } \\ & \underset{\sim}{j} \end{aligned}$ | $\underset{\sim}{\dot{\sim}}$ | $\begin{aligned} & \stackrel{-1}{O} \\ & \dot{-} \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{\gamma} \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \dot{\sim} \\ & \dot{\sim} \end{aligned}$ | $\stackrel{\underset{\sim}{+}}{\underset{\sim}{2}}$ | $\begin{aligned} & \text { n } \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & \circ \\ & \dot{\sim} \end{aligned}$ |
| $\begin{aligned} & \text { O} \\ & \ddot{0} \\ & \dot{0} \\ & \dot{0} \\ & \underline{0} \\ & \square \end{aligned}$ | $\begin{aligned} & \text { H } \\ & \text { 今 } \\ & \text { 合 } \\ & \text { 自 } \\ & \text { o } \\ & \text { o } \end{aligned}$ | $\begin{gathered} i \\ \dot{1} \\ \dot{m} \\ \dot{N} \\ \dot{i} \\ i \end{gathered}$ | $\begin{aligned} & \text { on } \\ & \dot{n} \\ & \dot{n} \\ & \infty \\ & \dot{\alpha} \\ & \dot{v} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\mathcal{F}} \\ & \dot{\sim} \\ & \dot{\sim} \\ & \stackrel{i}{i} \\ & i \end{aligned}$ | $(2.94,3.86)$ | $\begin{aligned} & \text { oi } \\ & \dot{N} \\ & \dot{m} \\ & \dot{N} \\ & \underset{i}{i} \end{aligned}$ | $\begin{aligned} & \text { ò } \\ & \text { N} \\ & \dot{m} \\ & \hat{i} \\ & \dot{e} \end{aligned}$ | $\begin{gathered} i \\ \dot{\gamma} \\ \dot{j} \\ \dot{0} \\ \dot{0} \\ \dot{j} \end{gathered}$ |  | $\begin{aligned} & \text { of } \\ & \dot{\gamma} \\ & \dot{\gamma} \\ & 0 \\ & \dot{j} \end{aligned}$ | $\begin{gathered} \underset{\sim}{r} \\ \dot{\gamma} \\ \dot{\sim} \\ \dot{n} \end{gathered}$ | $\begin{aligned} & \overparen{I} \\ & \dot{\gamma} \\ & \dot{\sim} \\ & \dot{\sim} \\ & \dot{m} \end{aligned}$ | $(3.46,4.17)$ | $\begin{aligned} & \underset{\sim}{\infty} \\ & \dot{m} \\ & \dot{\sim} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { in } \\ & \dot{\gamma} \\ & \dot{j} \\ & \dot{\gamma} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \dot{\sigma} \\ & \dot{\gamma} \\ & \dot{-} \\ & \dot{+} \\ & \dot{+} \end{aligned}$ | $\begin{aligned} & \mathscr{H} \\ & \dot{O} \\ & \dot{\sim} \\ & \underset{~}{\dot{~}} \\ & \dot{+} \end{aligned}$ |
|  | ev | $\stackrel{\stackrel{\rightharpoonup}{\mathrm{N}}}{\stackrel{1}{n}}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{N} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { oे } \\ & \text { in } \end{aligned}$ | $\begin{aligned} & \infty \\ & \dot{m} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { o} \\ & \dot{i} \end{aligned}$ | $\begin{aligned} & \text { J } \\ & \dot{N} \end{aligned}$ | $\underset{\dot{\gamma}}{\dot{+}}$ | $\stackrel{\dot{m}}{\dot{m}}$ | $\begin{aligned} & \stackrel{\sim}{\dot{\gamma}} \\ & \dot{\prime} \end{aligned}$ | $\begin{aligned} & \dot{+} \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & \hat{O} \\ & \dot{\gamma} \end{aligned}$ | $\begin{gathered} m \\ \infty \\ \dot{m} \end{gathered}$ | $\begin{aligned} & \mathrm{o} \\ & \dot{m} \end{aligned}$ | $\underset{\sim}{\underset{\sim}{\sim}}$ | $\stackrel{n}{\underset{\sim}{r}}$ | $\stackrel{\bigcirc}{\stackrel{-}{+}}$ |
|  | 运 | $N$ | $N$ | $N$ | N | N | N | $N$ | N | N | N | N | N | N | $N$ | $N$ | $N$ |
|  | ت゙ず | $\begin{aligned} & E \\ & E_{1} \\ & \infty \\ & H \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & \infty \\ & \text { H } \end{aligned}$ | $\begin{aligned} & \xi \\ & \hline \\ & \infty \\ & \text { H } \end{aligned}$ | $\begin{aligned} & \xi \\ & \hline \\ & 0 \\ & \text { H } \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & 0 \\ & H \end{aligned}$ | $\begin{aligned} & E \\ & \hline \\ & 0 \\ & \infty \\ & H \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & \text { H } \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & H \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & \text { H } \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & \text { H } \end{aligned}$ | $\begin{aligned} & \xi \\ & 0 \\ & 0 \\ & H \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & \infty \\ & \text { H } \end{aligned}$ | $\begin{aligned} & \xi \\ & \hline \\ & \infty \\ & \text { H } \end{aligned}$ | $\begin{aligned} & \xi \\ & \hline \\ & 0 \\ & \infty \\ & H \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & \text { H } \end{aligned}$ | $\begin{array}{r}E \\ 0 \\ 0 \\ + \\ \\ \hline\end{array}$ |
|  | $\cdots$ | $\stackrel{\circ}{\underset{\sim}{\mathrm{i}}}$ | $\stackrel{\circ}{\underset{\sim}{\mathrm{i}}}$ | $\stackrel{\circ}{\stackrel{\circ}{\mathrm{i}}}$ | $\stackrel{\circ}{\stackrel{\rightharpoonup}{\mathrm{N}}}$ | $\stackrel{\circ}{\stackrel{\rightharpoonup}{\mathrm{N}}}$ | $\stackrel{\circ}{\underset{\sim}{\mathrm{i}}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\stackrel{\circ}{\mathrm{n}}}{\stackrel{1}{2}}$ | $\stackrel{\circ}{\stackrel{\circ}{\mathrm{n}}}$ | $\stackrel{\stackrel{\circ}{\mathrm{n}}}{\stackrel{-1}{ }}$ | $\stackrel{\stackrel{\rightharpoonup}{\mathrm{m}}}{\stackrel{1}{2}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\stackrel{\circ}{\mathrm{n}}}{\stackrel{1}{2}}$ | $\stackrel{\bigcirc}{\sim}$ | $\stackrel{\bigcirc}{\bigcirc}$ |
|  |  | $\begin{gathered} n \\ \underset{\sim}{3} \\ \underset{\sim}{n} \\ \underset{\sim}{0} \\ 0 \\ 0 \end{gathered}$ |  | $\begin{gathered} \infty \\ \underset{\sim}{3} \\ \text { m } \\ 0 \\ 0 \\ 0 \\ i \end{gathered}$ | $\begin{aligned} & n \\ & \tilde{3} \\ & 0 \\ & N \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  | Q15843ups | $\begin{aligned} & n \\ & \hat{3} \\ & \hat{\sim} \\ & 0 \\ & \vdots \\ & 0 \\ & 0 \end{aligned}$ | $\begin{gathered} n \\ \underset{3}{3} \\ m \\ \cdots \\ \underset{\sim}{1} \\ 0 \end{gathered}$ | $\begin{aligned} & n \\ & \underset{\sim}{J} \\ & \underset{\sim}{\downarrow} \\ & \underset{\sim}{N} \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & \stackrel{3}{3} \\ & 0 \\ & \dot{+} \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | P15559ups | $\begin{aligned} & \text { n } \\ & \text { ? } \\ & \text { N } \\ & \text { n } \\ & \text { N } \\ & \text { N } \\ & \text { on } \end{aligned}$ |  | $\begin{aligned} & n \\ & \stackrel{0}{3} \\ & 0 \\ & m \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & n \\ & 0 \\ & 3 \\ & i n \\ & \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & \stackrel{0}{7} \\ & \infty \\ & \text { No } \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |
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\hline $$
\begin{aligned}
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& \stackrel{0}{\mathrm{O}} \\
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\stackrel{\infty}{\stackrel{\infty}{i}}
$$ \& $$
\begin{aligned}
& \hat{\infty} \\
& \dot{N}
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { ò } \\
& \text { m }
\end{aligned}
$$ \& N
in <br>
\hline  \& $$
\underset{\underset{N}{N}}{\stackrel{\rightharpoonup}{c}}
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\underset{\sim}{N}
$$ \& $$
\begin{aligned}
& 0 \\
& 0 \\
& \dot{i}
\end{aligned}
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\stackrel{m}{\stackrel{m}{i}}
$$ \& $$
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& \stackrel{\rightharpoonup}{n} \\
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\end{aligned}
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\stackrel{\circ}{m} \\
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\end{gathered}
$$ \& $$
\stackrel{\sim}{\stackrel{\sim}{*}}
$$ \& $$
\begin{aligned}
& \dot{\rightharpoonup} \\
& \dot{i}
\end{aligned}
$$ \& $$
\begin{aligned}
& n \\
& \underset{\sim}{n}
\end{aligned}
$$ \& $$
\begin{aligned}
& 0 \\
& \underset{i}{n}
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { n } \\
& \infty \\
& i
\end{aligned}
$$ \& $$
\begin{gathered}
m \\
\infty \\
i
\end{gathered}
$$ \& $$
\begin{gathered}
\infty \\
\infty \\
\dot{N}
\end{gathered}
$$ \& $$
\begin{aligned}
& \mathrm{m} \\
& \dot{m}
\end{aligned}
$$ \& $$
\stackrel{n}{n} \underset{n}{m}
$$ \& $\stackrel{n}{n}$ <br>
\hline  \& $$
\stackrel{\infty}{\underset{r}{\sim}}
$$ \& $$
\begin{aligned}
& \text { J } \\
& \text { ri }
\end{aligned}
$$ \& $$
\underset{\sim}{\sim}
$$ \& $$
\stackrel{\infty}{+}+\underset{\sim}{+}
$$ \& $$
\stackrel{\circ}{\stackrel{\circ}{+}}
$$ \& $$
\underset{i}{\underset{\sim}{n}}
$$ \& $$
\begin{gathered}
\infty \\
\infty \\
i \\
i
\end{gathered}
$$ \& $$
\begin{aligned}
& \hat{H} \\
& \underset{\sim}{n}
\end{aligned}
$$ \& $$
\stackrel{\sim}{\stackrel{\sim}{\bullet}}
$$ \& $$
\underset{\sim}{i}
$$ \& $$
\begin{aligned}
& \hat{\hat{N}} \\
& \dot{N}
\end{aligned}
$$ \& $$
\begin{aligned}
& \infty \\
& \stackrel{\infty}{N} \\
& \dot{N}
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { t } \\
& \dot{N}
\end{aligned}
$$ \& $$
\begin{aligned}
& N \\
& \underset{\sim}{N}
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { N} \\
& \text { ì }
\end{aligned}
$$ \& $N$
N <br>
\hline  \& ri \& $$
\begin{aligned}
& \text { n } \\
& \text { í }
\end{aligned}
$$ \& $$
\underset{\sim}{\lambda}
$$ \& $$
\begin{aligned}
& \mathrm{O} \\
& \text { ì }
\end{aligned}
$$ \& $$
\begin{aligned}
& \mathrm{O} \\
& \text { ì }
\end{aligned}
$$ \& $$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$ \& $$
\stackrel{\sigma}{i}
$$ \& $$
\stackrel{\stackrel{\sim}{n}}{\stackrel{1}{i}}
$$ \& $$
\stackrel{\circ}{\stackrel{+}{+}}
$$ \& $$
\stackrel{\circ}{\mathrm{m}}
$$ \& $$
\stackrel{\infty}{+}
$$ \& $$
\begin{gathered}
\text { O} \\
\underset{i}{\prime}
\end{gathered}
$$ \& $$
\stackrel{\underset{\sim}{n}}{\stackrel{i}{n}}
$$ \& $$
\begin{aligned}
& \mathrm{H} \\
& \dot{N}
\end{aligned}
$$ \& $$
\begin{aligned}
& n \\
& i \\
& i
\end{aligned}
$$ \& ¢
i <br>
\hline  \& $$
\begin{aligned}
& \text { İ } \\
& \text { N } \\
& \text { H} \\
& \text { H} \\
& 0 \\
& 1
\end{aligned}
$$ \& $$
\begin{aligned}
& \dot{+} \\
& + \\
& + \\
& \dot{0} \\
& \dot{+} \\
& \dot{0}
\end{aligned}
$$ \& $$
(1.08,2.49)
$$ \& $$
\begin{aligned}
& \text { on } \\
& + \\
& + \\
& + \\
& + \\
& + \\
& 0
\end{aligned}
$$ \&  \& $$
\begin{aligned}
& \text { on } \\
& \text { Hi } \\
& \text { İ } \\
& \dot{O} \\
& 1
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { N} \\
& \underset{\sim}{N} \\
& \dot{\sim} \\
& \stackrel{1}{+} \\
& \dot{0}
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { o} \\
& \text { o } \\
& \dot{1} \\
& \infty \\
& \alpha \\
& i
\end{aligned}
$$ \& $$
\begin{aligned}
& \underset{\hat{N}}{n} \\
& \dot{N} \\
& \hat{N} \\
& \dot{N}
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { m} \\
& \dot{m} \\
& \dot{0} \\
& \dot{+} \\
& \dot{c}
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { ó } \\
& \dot{o} \\
& \dot{m} \\
& \dot{m} \\
& \dot{i}
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { n } \\
& \dot{0} \\
& \dot{m} \\
& \dot{o} \\
& \dot{0}
\end{aligned}
$$ \& $$
\begin{aligned}
& \underset{\sim}{7} \\
& \dot{\mu} \\
& \dot{e} \\
& \dot{\sim} \\
& i
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { in } \\
& \dot{m} \\
& \dot{n} \\
& \dot{n} \\
& \hline
\end{aligned}
$$ \& $$
\begin{aligned}
& \dot{\sim} \\
& \dot{m} \\
& \dot{\mu} \\
& \dot{\sim} \\
& \dot{i}
\end{aligned}
$$ \&  <br>
\hline er \& $$
\stackrel{\text { ®}}{\dot{\circ}}
$$ \& $$
\begin{aligned}
& \text { à } \\
& \text { ri }
\end{aligned}
$$ \& $$
\stackrel{\ominus}{\underset{i}{*}}
$$ \& $$
\begin{aligned}
& \circ \\
& \infty \\
& 0 \\
& \hline
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { N } \\
& \text { O}
\end{aligned}
$$ \& $$
\begin{aligned}
& \infty \\
& \infty \\
& 0
\end{aligned}
$$ \& $$
\underset{~+}{N}
$$ \&  \& $$
\begin{aligned}
& \stackrel{1}{n} \\
& \stackrel{\rightharpoonup}{n}
\end{aligned}
$$ \& $$
\stackrel{\underset{\sim}{\sim}}{\stackrel{\sim}{n}}
$$ \& $$
\begin{aligned}
& \text { O} \\
& \text { i } \\
& \text { i }
\end{aligned}
$$ \& $$
\begin{aligned}
& \text { んn } \\
& \underset{\sim}{i}
\end{aligned}
$$ \& $$
\begin{aligned}
& \circ \\
& \stackrel{0}{\dot{1}} \\
& \text { in }
\end{aligned}
$$ \& $$
\begin{aligned}
& \circ \\
& \stackrel{0}{n} \\
& i
\end{aligned}
$$ \& $$
\begin{aligned}
& \infty \\
& \stackrel{\infty}{0} \\
& \dot{N}
\end{aligned}
$$ \& ते

m <br>

\hline $$
\underset{\text { ¢̀ }}{\substack{\text { un }}}
$$ \& $\cdots$ \& H \& H \& H \& H \& H \& H \& H \& H \& H \& H \& $\cdots$ \& H \& $\cdots$ \& $\cdots$ \& H <br>

\hline $$
\begin{aligned}
& \text { ரु } \\
& \text { णु }
\end{aligned}
$$ \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& \text { n }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E1 } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E1 } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \xi \\
& \xi \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \xi \\
& \xi \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { E } \\
& 0 \\
& 0 \\
& m
\end{aligned}
$$
\] \& E

0
0
$m$ <br>

\hline e \& $$
\stackrel{0}{n}
$$ \& \[

\stackrel{\circ}{\stackrel{\circ}{\circ}}

\] \& \[

\stackrel{\circ}{\stackrel{\circ}{\circ}}

\] \& \[

\stackrel{\circ}{\underset{\circ}{\circ}}

\] \& \[

\stackrel{\circ}{\underset{\circ}{\circ}}

\] \& \[

\stackrel{\circ}{\stackrel{\circ}{\circ}}

\] \& \[

\stackrel{\circ}{\circ}

\] \& \[

\stackrel{\circ}{\underset{\sim}{\mathrm{O}}}

\] \& \[

\stackrel{O}{\underset{\sim}{\mathrm{i}}}

\] \& \[

\stackrel{0}{\underset{\sim}{\mathrm{i}}}

\] \& \[

\stackrel{O}{\underset{\sim}{\mathrm{O}}}

\] \& \[

\stackrel{\underset{\sim}{\mathrm{O}}}{\stackrel{-1}{2}}

\] \& \[

\stackrel{\circ}{\underset{\sim}{*}}

\] \& \[

\stackrel{\circ}{\stackrel{\circ}{\mathrm{i}}}

\] \& \[

\stackrel{\circ}{\stackrel{\circ}{\mathrm{N}}}
\] \& $\circ$

$\stackrel{\circ}{\sim}$ <br>

\hline $$
\begin{aligned}
& \text { EX } \\
& \text { N } \\
& 0 \\
& 0
\end{aligned}
$$ \&  \& \[

$$
\begin{aligned}
& \text { n } \\
& \stackrel{3}{7} \\
& \text { N} \\
& \stackrel{0}{0} \\
& 0 \\
& 0
\end{aligned}
$$

\] \&  \& \[

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { Oु } \\
& \text { on } \\
& \text { n } \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{3}{3} \\
& \underset{H}{1} \\
& \underset{N}{N} \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { 亏3 } \\
& \text { o } \\
& \text { ু } \\
& \text { on }
\end{aligned}
$$

\] \& sdnoLog Lo \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& \vdots \\
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \stackrel{3}{亏} \\
& \dot{\sim} \\
& \text { m } \\
& \stackrel{1}{0}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& \underset{\sim}{3} \\
& m \\
& 0 \\
& \infty \\
& 0 \\
& 0
\end{aligned}
$$

\] \&  \& \[

$$
\begin{aligned}
& n \\
& \tilde{n} \\
& \hat{n} \\
& \hat{n} \\
& \text { n } \\
& n
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \stackrel{0}{3} \\
& 0 \\
& \stackrel{0}{1} \\
& \hat{\jmath} \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{\jmath}{2} \\
& \text { on } \\
& \text { 人̀ } \\
& 0 \\
& 0
\end{aligned}
$$
\] \& n

On
N
N
N
0
0 <br>
\hline
\end{tabular}

|  | $\begin{aligned} & \text { E } \\ & \underset{\sim}{E} \end{aligned}$ | $\begin{aligned} & \text { oे } \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \stackrel{1}{\dot{q}} \end{aligned}$ | $\begin{aligned} & \dot{+} \\ & \underset{\sim}{2} \end{aligned}$ | $\begin{aligned} & m \\ & \infty \\ & m \end{aligned}$ | $\begin{aligned} & m \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{+} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { in } \\ & 0 \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \text { in } \\ & 0 \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \bullet \\ & \stackrel{\rightharpoonup}{\gamma} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\mathrm{N}} \\ & \dot{子} \end{aligned}$ | $\begin{aligned} & \stackrel{O}{\mathrm{~N}} \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \stackrel{y}{*} \end{aligned}$ | $\begin{aligned} & \hat{N} \\ & \dot{\gamma} \end{aligned}$ | $\underset{\sim}{\dot{\gamma}}$ | $\stackrel{N}{N}$ | $\stackrel{\sim}{+}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sum_{\ll}^{\prime \prime}$ | $\stackrel{\circ}{\stackrel{n}{n}}$ | $\begin{aligned} & \text { in } \\ & \stackrel{n}{n} \end{aligned}$ | $\begin{gathered} \stackrel{1}{N} \\ \stackrel{n}{n} \end{gathered}$ | $\begin{gathered} \stackrel{\rightharpoonup}{\mathrm{N}} \end{gathered}$ | $\begin{gathered} 0 \\ \infty \\ \dot{N} \end{gathered}$ | $\begin{aligned} & \mathrm{N} \\ & \dot{\mathrm{~m}} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\dot{q}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \dot{\circ} \\ & \dot{n} \\ & \dot{m} \end{aligned}$ | $\stackrel{\llcorner }{\stackrel{\ominus}{\dot{\gamma}}}$ | $\begin{aligned} & \text { n } \\ & \stackrel{+}{\dot{q}} \end{aligned}$ | $\begin{gathered} \text { N } \\ \text { O} \end{gathered}$ | $\begin{aligned} & \text { in } \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \dot{\gamma} \\ & \dot{m} \end{aligned}$ | $\stackrel{\underset{\sim}{*}}{ }$ | $\stackrel{n}{\underset{j}{*}}$ | $\stackrel{\text { ® }}{\text {－}}$ |
|  |  | $\stackrel{N}{\underset{\sim}{n}}$ | $\begin{aligned} & \infty \\ & \alpha \\ & \dot{\sim} \end{aligned}$ | $\begin{gathered} \stackrel{i}{\mathrm{~N}} \\ \stackrel{1}{n} \end{gathered}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{N} \\ & \dot{m} \end{aligned}$ | $\underset{\sim}{\star}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{m} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \bullet \\ & \stackrel{\circ}{\dot{+}} \end{aligned}$ | $\begin{aligned} & \mathrm{i} \cap \\ & \underset{n}{n} \end{aligned}$ | $\begin{gathered} \underset{\sim}{+} \\ \dot{\sim} \end{gathered}$ | $\begin{aligned} & \circ \\ & \hline \text { ○ } \\ & \dot{+} \end{aligned}$ | $\begin{aligned} & \infty \\ & \infty \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { in } \\ & \dot{+} \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{\gtrless} \\ & \dot{n} \end{aligned}$ | $\underset{\sim}{N}$ | $\underset{\sim}{\top}$ | $\stackrel{\text { n }}{\dot{\text { ® }}}$ |
|  |  | $\stackrel{N}{n}$ | $\begin{aligned} & \dot{+} \\ & \dot{m} \end{aligned}$ | $\begin{gathered} n \\ \underset{m}{n} \end{gathered}$ | $\begin{aligned} & \mathrm{n} \\ & \stackrel{1}{n} \end{aligned}$ | $\begin{aligned} & \text { H} \\ & \text { ì } \end{aligned}$ | $\begin{aligned} & \stackrel{0}{0} \\ & \dot{n} \end{aligned}$ | $\stackrel{\dot{\sim}}{\underset{j}{2}}$ | $\stackrel{\infty}{\stackrel{\infty}{\wedge}}$ | $\begin{aligned} & \hat{+} \\ & \dot{+} \end{aligned}$ | $\begin{aligned} & \hat{O} \\ & \dot{j} \end{aligned}$ | $\stackrel{N}{\mathrm{~N}}$ | $\begin{aligned} & n \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \dot{\forall} \\ & \dot{n} \end{aligned}$ | $\stackrel{n}{\sim}$ | $\stackrel{\infty}{\underset{\sim}{\sim}}$ | $\begin{aligned} & \infty \\ & \dot{\gamma} \\ & \dot{\gamma} \end{aligned}$ |
| $\begin{aligned} & \text { O} \\ & \stackrel{0}{3} \\ & \hline= \end{aligned}$ |  | $\begin{aligned} & \stackrel{\rightharpoonup}{n} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \dot{m} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { on } \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & n \\ & \stackrel{m}{i} \end{aligned}$ | $\begin{gathered} \stackrel{\sim}{n} \\ \stackrel{i}{n} \end{gathered}$ | $\underset{N}{N}$ | $\begin{gathered} \text { N } \\ \text { + } \end{gathered}$ | $\begin{aligned} & \text { ò } \\ & \text { ì } \end{aligned}$ | $\stackrel{\dot{\sim}}{\underset{\sim}{+}}$ | $\stackrel{\underset{\sim}{n}}{\dot{\gamma}}$ | $\begin{aligned} & \hat{\alpha} \\ & \dot{n} \end{aligned}$ | $\begin{gathered} \infty \\ \infty \\ \dot{m} \end{gathered}$ | $\begin{aligned} & \circ \\ & \stackrel{N}{\dot{x}} \end{aligned}$ | $\stackrel{\ln }{\stackrel{1}{\dot{q}}}$ | $\underset{\dot{\gamma}}{\hat{+}}$ | $\begin{gathered} N \\ \dot{\sim} \end{gathered}$ |
|  |  | $\begin{aligned} & \underset{\sim}{\gamma} \\ & \dot{m} \\ & \dot{n} \\ & \dot{m} \end{aligned}$ |  | $\begin{aligned} & \text { or } \\ & \dot{+} \\ & \dot{m} \\ & \dot{i} \\ & \dot{i} \end{aligned}$ | $\begin{aligned} & \text { ò } \\ & \infty \\ & \dot{m} \\ & \text { in } \\ & \dot{i} \end{aligned}$ | $\begin{aligned} & \text { n} \\ & \underset{\sim}{n} \\ & \dot{\sim} \\ & \underset{\sim}{n} \\ & \dot{i} \end{aligned}$ | $\begin{aligned} & \text { o্ } \\ & \underset{\sim}{n} \\ & \dot{N} \\ & \underset{\sim}{i} \end{aligned}$ |  | $\begin{aligned} & \text { in } \\ & \text { m } \\ & \dot{\sim} \\ & \text { í } \\ & i \end{aligned}$ | $\begin{aligned} & \dot{\sigma} \\ & \dot{\sim} \\ & \dot{m} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \text { ò } \\ & \dot{+} \\ & \dot{\sim} \\ & \stackrel{N}{\dot{n}} \end{aligned}$ | $\begin{gathered} \underset{\sim}{\prime} \\ \underset{\sim}{\dot{\sim}} \\ \stackrel{N}{N} \\ \dot{\sim} \end{gathered}$ | $\begin{aligned} & \text { Oへ } \\ & \stackrel{y}{\dot{\gamma}} \\ & \dot{\sim} \\ & \dot{+} \\ & \dot{n} \end{aligned}$ | $\begin{gathered} \infty \\ \underset{\alpha}{n} \\ \dot{m} \\ \dot{r} \\ \dot{\sim} \end{gathered}$ | $\begin{aligned} & \overparen{\infty} \\ & \infty \\ & \dot{+} \\ & \underset{n}{n} \\ & \dot{j} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \stackrel{0}{n} \\ & i n \\ & \hat{N} \\ & \dot{\dagger} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \infty \\ & \dot{广} \\ & \underset{~}{+} \\ & \dot{j} \end{aligned}$ |
|  | er | $\stackrel{\sim}{\underset{m}{m}}$ | $\begin{aligned} & \underset{\sim}{n} \\ & \dot{i} \end{aligned}$ | $\begin{gathered} \underset{\sim}{H} \\ \dot{m} \end{gathered}$ | $\begin{aligned} & \text { oे } \\ & \text { in } \end{aligned}$ | $\begin{aligned} & \text { or } \\ & \text { in } \end{aligned}$ | $\begin{aligned} & \text { o } \\ & \text { in } \end{aligned}$ | $\begin{aligned} & \hat{O} \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \hat{6} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \stackrel{O}{N} \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \text { ホু } \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \dot{O} \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \dot{\infty} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \hat{0} \\ & \dot{m} \end{aligned}$ | $\begin{aligned} & \hat{\gamma} \\ & \dot{\gamma} \end{aligned}$ | $\begin{aligned} & \dot{\sim} \\ & \dot{\gamma} \end{aligned}$ | ＋ |
|  | $\dot{\text { 2 }}$ | H | H | $\cdots$ | $\cdots$ | H | H | H | H | H | $\cdots$ | H | H | H | H | H | $\cdots$ |
|  | $\begin{aligned} & \text { 『゙ } \\ & \text { ভ゙ } \end{aligned}$ | $\begin{aligned} & \text { E } \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \xi \\ & \xi \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & \text { E } \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & E \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { E } \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { E } \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & \text { E } \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & \xi \\ & \tilde{0} \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & \xi \\ & \vdots \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & \xi \\ & 0 \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & \xi \\ & { }_{1} \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \xi \\ & \vdots \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & \text { } \\ & 0 \\ & 0 \\ & 0 \\ & m \end{aligned}$ | $\begin{aligned} & \xi \\ & 1 \\ & 0 \\ & 0 \\ & m \end{aligned}$ | 1 0 0 $m$ |
|  | $\cdots$ | $\underset{\underset{i}{\underset{\sim}{i}}}{\stackrel{\circ}{2}}$ | $\stackrel{\circ}{\stackrel{\circ}{\mathrm{i}}}$ | $\stackrel{\circ}{\underset{\sim}{\mathrm{i}}}$ | $\stackrel{\circ}{\underset{\sim}{\mathrm{i}}}$ | $\stackrel{\circ}{\underset{\sim}{\mathrm{i}}}$ | $\underset{\underset{\sim}{\mathrm{i}}}{\stackrel{\circ}{\gtrless}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\circ}{\stackrel{\sim}{n}}$ | $\stackrel{\circ}{\stackrel{\rightharpoonup}{n}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\circ}{\stackrel{\circ}{n}}$ | $\stackrel{\bigcirc}{\bigcirc}$ | $\stackrel{\bigcirc}{\bigcirc}$ |
|  |  | Po6732ups | $\begin{gathered} \infty \\ \underset{O}{3} \\ \underset{\sim}{1} \\ 0 \\ \text { N } \\ \end{gathered}$ | $\begin{gathered} n \\ \underset{\sim}{z} \\ \text { m } \\ 0 \\ 0 \\ 0 \\ 0 \end{gathered}$ | $\begin{aligned} & n \\ & \overrightarrow{0} \\ & 0 \\ & \hat{0} \\ & 0 \\ & \hat{0} \\ & 0 \end{aligned}$ | $$ | Q15843ups | $\begin{aligned} & n \\ & \underset{Z}{7} \\ & \hat{N} \\ & \text { r} \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & n \\ & \underset{7}{7} \\ & \text { m } \\ & \\ & \\ & 0 \end{aligned}$ | $\begin{aligned} & \sim \\ & \underset{\sim}{Z} \\ & \underset{寸}{\sim} \\ & \underset{N}{N} \\ & 0 \end{aligned}$ | $\begin{aligned} & \sim \\ & O \\ & O \\ & \vdots \\ & \dot{O} \\ & \dot{+} \\ & 0 \end{aligned}$ | P15559ups | $\begin{aligned} & \text { n } \\ & \underset{3}{2} \\ & \underset{\sim}{n} \\ & \text { N} \\ & \text { N} \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \cdots \\ & n \\ & 0 \\ & 0 \end{aligned}$ | sdnoE8900 | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 10 \\ & n \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |




[^0]:    ${ }^{1}$ We reduce any contiguous sequences of detections to their mean position for interpretability. This is conservative in terms of FDR control and provides a more stringent test of the proposed methodology.

[^1]:    ${ }^{1}$ This intensity corresponds to the magnitude of a Fourier coefficient associated with peptides of mass-to-charge ratio $r$ (Scigelova and Makarov, 2006). Modern mass spectrometers generally measure the amplitudes at which ionized protein fragments oscillate along an electrode over time. The Fourier transformation $\xi(f)$ of the amplitude time series from a mixture of ionized fragments provides the power associated with each frequency $f$. Each frequency $f$ is associated with fragments of a particular mass-to-charge ratio $r$ according to $f=C / r$, where $C$ encodes instrument geometry and settings, yielding $\xi(t, r(f))=\xi(t, r)$.

[^2]:    ${ }^{2}$ Software is able to quantify peptides that were not identified is due to the both mass accuracy of the mass spectrometer and the effective separation of the sample by chromatography. The software used to process the experimental data (Cox and Mann, 2008) is able to identify and integrate over all unique profiles in the $\mathrm{m} / \mathrm{z} \times$ intensity $\times$ retention time space, as shown in Figure 2.1 C. This allows quantitation of the majority of peptides; however, since the majority of these are not identified, there is no way to map them to a specific protein. Hence, we exclude them from our model-based inference.

