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Entropy, dimension and combinatorial moduli for one-dimensional dynamical systems

Abstract

The goal of this thesis is to provide a unified framework in which to analyze the

dynamics of two seemingly unrelated families of one-dimensional dynamical systems,

namely the family of quadratic polynomials and continued fractions. We develop

a combinatorial calculus to describe the bifurcation set of both families and prove

they are isomorphic. As a corollary, we establish a series of results describing the

behavior of entropy as a function of the parameter. One of the most important

applications is the relation between the topological entropy of quadratic polynomials

and the Hausdorff dimension of sets of external rays landing on principal veins of the

Mandelbrot set.
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1. Introduction

Families of dynamical systems often exhibit a rich topological structure. Qualita-

tive aspects of the dynamics can change abruptly as parameters change, and typically,

in parameter space there are infinitely many islands of stability, which are intertwined

with chaotic regimes in an intricate way.

In this work we shall study the bifurcation sets of two families of one-dimensional

dynamical systems and establish an isomorphism between them. We will also use

the combinatorial description of these sets to study their Hausdorff dimension and

the entropy of their associated dynamics; in particular, we will establish a relation

between the entropy of Hubbard trees and the geometry of the Mandelbrot set.

The quadratic family. First, we consider the quadratic family fc(z) := z2 + c,

whose bifurcations are captured by the Mandelbrot set M

M := {c ∈ C : fnc (0) does not tend to ∞ as n→∞}.

Following Douady-Hubbard and Thurston, a combinatorial model for M comes

from uniformizing its exterior via the Riemann mapping ΦM : Ĉ \ D → Ĉ \M (see

section 2). For each θ ∈ R/Z, the image of the radial arc at angle θ is called the

external ray RM(θ). Conjecturally, the Mandelbrot set is locally connected [DH]; if

this is the case, then the Riemann mapping extends to the boundary of the unit disk,

so M is homeomorphic to the quotient of the unit disk by an equivalence relation,

which can be represented by Thurston’s quadratic minor lamination [Th1] (Figure

1).

The bifurcation set of the real quadratic family is the real slice ∂M ∩ R of the

boundary of the Mandelbrot set. A combinatorial model for it is the set R of external

angles of rays whose impression intersects the real axis:

R := {θ ∈ R/Z : the impression of RM(θ) intersects ∂M∩ R}.
1



Figure 1. Thurston’s quadratic minor lamination. Two points on
the unit circle are joined by a leaf if and only if the two corresponding
external rays land on the same point (see section 3.1 for a precise
statement); the quotient of the unit disk by the equivalence relation
given by the lamination is a topological model for M. Symmetric
leaves, which correspond to rays landing on the real axis, are displayed
thicker.

Independently of the MLC conjecture, the set R can be described combinatorially

as the set of endpoints of symmetric leaves of the quadratic minor lamination, and

it conjecturally coincides with the set of external angles of rays landing on the real

slice of M. The set R will be called the combinatorial bifurcation set for the real

quadratic family.

Continued fractions. We now turn to the construction of another bifurcation

set, related to the dynamics of continued fractions. Let r ∈ Q ∩ (0, 1) be a rational
2



number; then r admits precisely two continued fraction expansions,

r =
1

a1 +
1

a2 +
1

. . . +
1

an

=
1

a1 +
1

a2 +
1

. . . +
1

(an − 1) +
1

1

with an ≥ 2, which we will denote as r = [a1, . . . , an] = [a1, . . . , an − 1, 1]. Given

a rational number r ∈ Q ∩ (0, 1), let us define the quadratic interval Ir to be the

interval whose endpoints are the quadratic irrationals with periodic continued fraction

expansions

Ir := ([a1, a2, . . . , an], [a1, a2, . . . , an − 1, 1]).

Moreover, we define I1 := ([1], 1]. Let us define the exceptional set E as the comple-

ment of all quadratic intervals:

E := [0, 1] \
⋃

r∈Q∩(0,1]

Ir.

We shall see (section 13) that the set E appears in a few different dynamical

contexts: namely, as the bifurcation set for numbers of generalized bounded type, for

α-continued fraction transformations, and as the recurrence spectrum of Sturmian

sequences.

Results. The first remarkable fact is that the sets R and E are essentially homeo-

morphic:

3



0 4 3 2,1 2
1

2
I 5 - 1M = 1 1

Figure 2. The exceptional set E : each half-circle has a quadratic
interval Ir as its diameter, so E is the intersection of the real line with
the complement of all half-circles.

Theorem 1.1. The homeomorphism ϕ : [0, 1]→ [1
4
, 1

2
] given by

x =
1

a1 +
1

a2 +
1

a3 +
1

. . .

7→ ϕ(x) = 0.0 11 . . . 1︸ ︷︷ ︸
a1

00 . . . 0︸ ︷︷ ︸
a2

11 . . . 1︸ ︷︷ ︸
a3

. . .

maps E bijectively onto R∩ (0, 1
2
].

The map ϕ is a variant of Minkowski’s question mark function (see section 14). The

proof of Theorem 1.1 will be given in section 14; in the following, we shall elaborate

on various features of the correspondence.

1.1. Topology of the bifurcation sets. The sets R and E are both compact and

totally disconnected, and their homeomorphism type is easily described. Indeed, let

C be the usual Cantor set in the unit interval, and let us add to each connected

component U of the complement of C a countable sequence of isolated points which

accumulate on the left endpoint of U : the resulting space is homeomorphic, as an

embedded subset of the interval, to the sets R∩
(
0, 1

2

]
and E .

4



Moreover, the combinatorial bifurcation sets can be generated via a bisection algo-

rithm. Given an interval I ⊆ R of length smaller than 1, we shall call the (rational)

pseudocenter of I the (unique!) rational number in I with least denominator.

Proposition 1.2. Given x, y ∈ E, let r be the pseudocenter of the interval (x, y).

Then the quadratic interval Ir is a connected component of the complement of E.

As a corollary, the endpoints of Ir = (α−, α+) lie in E , so we can proceed inductively

taking the pseudocenters of (x, α−), (α+, y) and generate new maximal quadratic

intervals. The iteration of this procedure generates all of [0, 1] \ E .

Similarly, the dyadic pseudocenter of an interval J of length smaller than 1 is

defined as the unique dyadic number θ∗ = p
2q

with shortest binary expansion (i.e. with

the smallest q) among all dyadics in J . Recall moreover that a hyperbolic component

W ⊆ M is a connected component of the open set of parameters c for which the

critical point of fc is attracted to a periodic cycle. If W intersects the real axis, we

define the hyperbolic window associated to W to be the interval (θ2, θ1) ⊆ [0, 1/2],

where the rays RM(θ1) and RM(θ2) land on ∂W ∩ R.

By translating Proposition 1.2 to the world of kneading sequences, we get the

following bisection algorithm (section 14.2) to generate all real hyperbolic windows

(Figure 3).

Theorem 1.3. The set of all real hyperbolic windows in the Mandelbrot set can be

generated as follows. Let c1 < c2 be two real parameters on the boundary of M, with

external angles 0 ≤ θ2 < θ1 ≤ 1
2
. Let θ∗ be the dyadic pseudocenter of the interval

(θ2, θ1), and let

θ∗ = 0.s1s2 . . . sn−1sn
5



be its binary expansion, with sn = 1. Then the hyperbolic window of smallest period

in the interval (θ2, θ1) is the interval of external angles (α2, α1) with

α2 := 0.s1s2 . . . sn−1

α1 := 0.s1s2 . . . sn−1š1š2 . . . šn−1

(where ši := 1−si). All hyperbolic windows are obtained by iteration of this algorithm,

starting with θ2 = 0, θ1 = 1/2.

Figure 3. The first few generations of the bisection algorithm which
produces all real hyperbolic windows between external angles 0 and 1

2
.

Every interval represents a hyperbolic component, and we display the
angles of rays landing at the endpoints as well as the pseudocenter θ∗.
The root of the tree (θ∗ = 1

4
) corresponds to the real slice of the main

cardioid, its child is the “basilica” component of period 2 (θ∗ = 3
8
), then

θ∗ = 7
16

corresponds to the “airplane” component of period 3 etc. Some
branches of the tree do not appear because some pairs of components
have an endpoint in common (due to period doubling).

1.2. Real Julia sets and numbers of bounded type. We shall now see that the

correspondence between parameter spaces of Theorem 1.1 has an analogue in the

dynamical plane. Recall that for each quadratic polynomial fc, the exterior the Julia
6



set J(fc) is uniformized by the Riemann mapping Φc, and each θ gives rise to a ray

Rc(θ) which lands on the boundary of the Julia set. Let Sc be the set of external

rays which land on the real slice of the Julia set:

Sc := {θ ∈ R/Z : Rc(θ) lands on J(fc) ∩ R}.

Inside the real slice of the Julia set lies the Hubbard tree Tc, which in the real case is

just the segment [c, fc(c)]. Let Hc be the set of external rays which land on Tc.

On the other hand, for each positive integer N , the set of numbers of bounded type

BN is the set of numbers in the unit interval with all continued fraction coefficients

bounded by N :

BN := {x = [a1, a2, . . . ] : 1 ≤ ai ≤ N ∀i ≥ 1}.

We can interpolate between the discrete family BN by defining, for each t > 0, the

set of numbers of type bounded by t as the set

B(t) := {x ∈ [0, 1] : Gn(x) ≥ t ∀n ≥ 0}

where G(x) := 1
x
−
[

1
x

]
is the Gauss map. Note that BN = B( 1

N+1
). We prove the

following correspondence (section 14.4):

Theorem 1.4. Let t belong to the set E, and c be the parameter on ∂M∩ R where

the external ray of angle ϕ(t) lands. Then the set of numbers of type bounded by

t is sent via the homeomorphism ϕ to the set of external angles of rays landing on

J(fc) ∩ [c, fc(c)]. More precisely, we have the identity

2ϕ(B(t)) = Hc ∩ [1/2, 1].

As an example, the set of numbers with all partial quotients bounded by 2 is

mapped via ϕ to the set of external angles landing on the Hubbard tree in the Julia
7



set of the “airplane” (the real polynomial fc with a superattracting cycle of period

3).

1.3. Metric properties. In terms of measure theory, we shall see that the bifurca-

tion sets have zero measure, but their dimension is large (section 14.3).

Theorem 1.5. The combinatorial bifurcation sets R and E have zero Lebesgue mea-

sure, but full Hausdorff dimension:

Leb E = Leb R = 0

but

H.dim E = H.dim R = 1.

We shall also see that the dimension of the set R is very unevenly distributed,

since most points are concentrated near the tip of M; to make this precise, we shall

now compare the local dimension of R near a given parameter to the dimension of

the corresponding object in the dynamical plane for that parameter.

Given a parameter c ∈ [−2, 1/4], one can consider the set of external angles which

land on the real slice of the Mandelbrot set, to the right of the chosen parameter c.

A combinatorial model for it is the set

Pc := {θ ∈ S1 : the impression of RM(θ) intersects ∂M∩ [c, 1/4]}.

Note that Pc = R ∩ [−θc, θc], where θc ∈ [0, 1/2] is a characteristic angle of c (see

section 3). The Hausdorff dimension of Pc is a decreasing function of c, and takes

values between 0 (e.g. at the cusp c = 1/4) and 1 (at the tip c = −2).

On the other hand, each real quadratic polynomial fc has a well-defined topological

entropy htop(fc |R) as a map of a real interval. The function htop(fc |R) is continuous

and decreasing in c [MT]. We shall prove the following identity (section 8):

8



Theorem 1.6. Let c ∈ [−2, 1/4]. Then we have

htop(fc |R)

log 2
= H.dim Sc = H.dim Pc.

The first equality establishes a relation between entropy, Hausdorff dimension and

the Lyapunov exponent of the doubling map (in the spirit of the “entropy formulas”

[Ma], [Yo], [LeYo]), while the second one quantifies the fact that the local geometry of

the Mandelbrot set near the parameter c reflects the geometry of the corresponding

Julia set J(fc). The analogous result for continued fractions is the following:

Theorem 1.7 ([CT2], Theorem 2). For each t > 0, we have the identity

H.dim B(t) = H.dim E ∩ [t, 1].

It is worth noting that the dimension of the set Sc also equals the dimension of the

set Hc of angles of rays landing on the Hubbard tree, as well as the dimension of the

set Bc of biaccessible angles (see section 6).

1.4. Entropy along veins of the Mandelbrot set. If the parameter c is not real,

then the real axis is not preserved by fc, but the Hubbard tree Tc is naturally forward-

invariant (see section 4), so one can look at the topological entropy htop(fc |Tc) of the

restriction of the map to the Hubbard tree.

On the other hand, the appropriate generalization of the real axis is a vein, that

is an arc v embedded in M. Given a parameter c ∈ ∂M which can be connected

by a vein v to the center of the main cardioid, we define the set Pc to be the set of

external angles of rays which land on the vein v closer than c to the main cardioid.

In the p
q
-limb, there is a unique parameter cp/q such that the critical point lands

on the β fixed point after q iterates (i.e. f q(0) = β). The vein vp/q joining cp/q to

the center of the main cardioid will be called the principal vein of angle p/q. For
9



all parameters c along the vein vp/q, the Hubbard tree of fc is a star with q prongs

(Proposition 15.3).

It is easy to check that v1/2 is the real axis. Existence of principal veins has been

shown by Branner-Douady [BD] via quasiconformal surgery. We shall extend (by

using a combinatorial version of the Branner-Douady surgery) the previous equality

to principal veins (section 15):

Theorem 1.8. Let v = vp/q be a principal vein in the Mandelbrot set, and c ∈ ∂M

a parameter on the vein v. Then we have the formula

htop(fc |Tc)
log 2

= H.dim Hc = H.dim Pc.

The result is a first step towards understanding the relationship between the en-

tropy of Hubbard trees and the combinatorics and geometry of parameter spaces,

following the program recently laid out by W. Thurston (see section 18.1). We con-

jecture that the same equality holds along every vein.

1.5. Application to α-continued fractions. Let α ∈ [0, 1]. Then the α-continued

fraction transformation Tα is a discontinuous map defined on the interval Iα :=

[α− 1, α] as

Tα(x) :=
1

|x|
− cα,x cα,x :=

⌊
1

|x|
+ 1− α

⌋
.

The family Tα interpolates between well-known maps which generate different types

of continued fraction expansion. Indeed T1(x) = 1
x
− b 1

x
c is the usual Gauss map,

while T0 generates the by-excess continued fraction expansion, and T1/2 generates the

nearest integer continued fraction.

The parameter α is said to satisfy a matching condition when the orbits of the

two endpoints of Iα collide after a finite number of steps, i.e. if there exist integers

M,N such that TNα (α) = TMα (α − 1). It turns out that such a condition is stable
10



under perturbation of the parameter, and infinitely many combinatorial types (N,M)

appear.

Even more remarkably, the complement of all stable regions is precisely the excep-

tional set E [CT]. As a consequence, intervals in the parameter space of α-continued

fractions where a matching between the orbits of the endpoints occurs are in one-to-

one correspondence with real hyperbolic components of the Mandelbrot set (section

20.2):

Theorem 1.9. Let α ∈ [0, 1], and θ := ϕ(α). Then the α-continued fraction trans-

formation Tα satisfies the matching condition if and only if the external ray RM(θ)

lies inside a real hyperbolic window.

The result also has consequences in terms of entropy: indeed, one can consider for

each parameter α the measure-theoretic entropy h(α) of the invariant measure for Tα

in the Lebesgue class, and study the function α 7→ h(α). It follows from Theorem 1.9

that intervals over which the entropy of α-continued fractions is monotone are mapped

to parameter intervals in the space of quadratic polynomials where the topological

entropy is constant (see Figure 4). For instance, the matching interval ([0; 3], [0; 2, 1]),

identified in [LM] and [NN], corresponds to the “airplane component” of period 3 in

the Mandelbrot set.

1.6. Tuning. In the family of quadratic polynomials, Douady and Hubbard [DH]

described the small copies of the Mandelbrot set which appear insideM as images of

tuning operators. Pushing further the correspondence between quadratic polynomials

and continued fractions, we define tuning operators acting on the parameter space

of α-continued fractions; we then use them to explain in further detail the fractal

structure of the entropy function and characterize its plateaux, i.e. the intervals

where it is constant.
11



Figure 4. Correspondence between the parameter space of α-
continued fraction transformations and the Mandelbrot set. On the
top: the entropy of α-continued fraction as a function of α, from [LM];
the strips correspond to matching intervals. At the bottom: a section
of the Mandelbrot set along the real line, with external rays landing on
the real axis. The hyperbolic component at the very right hand side
of the picture has period 6 and is the doubling of the airplane com-
ponent. Matching intervals on the top figure correspond to hyperbolic
components on the bottom via the map ϕ. For instance, the maximal
quadratic interval Ir = ([3, 2, 1, 1, 2, 3, 2, 1, 1, 1, 1]) for r = 13

44
maps to

the cardioid of the small Mandelbrot set in the zoomed box, which has
period 9; the angle of the displayed ray which lands on its cusp has
binary expansion θ = 0.011100101.

12



Our construction is the following: we associate, to each rational number r indexing

a maximal interval, a tuning map τr from the whole parameter space of α-continued

fraction transformations to a subset Wr, called tuning window. Note that τr also

maps the bifurcation set E into itself. A tuning window Wr is called neutral if the

alternating sum of the partial quotients of r is zero.

Theorem 1.10. The function h is constant on every neutral tuning window Wr, and

every plateau of h is the interior of some neutral tuning window Wr.

Even more precisely, we will characterize the set of rational numbers r such that the

interior of Wr is a plateau (section 23.4). On non-neutral tuning windows, instead,

the entropy function is non-constant and h reproduces, on a smaller scale, its behavior

on the whole parameter space [0, 1]. To make this precise, we define the monotonicity

M(f, I) of the monotone function f on the interval I to be +1,−1 or 0 according

to whether f is increasing, decreasing, or constant on I. We can now formulate the

following product formula (section 22):

Theorem 1.11. Let h : [0, 1] → R be the measure-theoretic entropy of α-continued

fractions, and Ir, Ip two maximal quadratic intervals. Then the monotonicity of h on

the tuned interval Iτr(p) is given by

M(h, Iτr(p)) = −M(h, Ir) ·M(h, Ip).

As a consequence, we can also completely classify the local monotonic behavior

of the entropy function α 7→ h(α). A corollary is that the entropy function is non-

monotone in a very strong sense: indeed, the set of parameters α such that the

entropy is not locally monotone at α has Hausdorff dimension 1.

Structure of the thesis. The work is organized as follows. We first provide (sections

2-6) background material on external rays and laminations and discuss the topology
13



of Hubbard trees, in order to to prepare for the proof of the first equality of Theorems

1.6 and 1.8, namely Theorem 7.1 in section 7. In section 8 we introduce the discussion

of entropy in the real quadratic family in more detail, and present the strategy of

proof of Theorem 1.6. Then (section 10) we introduce the combinatorial coding and

prove the second part of Theorem 1.6 in section 12. In section 13 we construct the

exceptional set for continued fractions, and we discuss the main correspondence in

section 14, thus proving Theorems 1.1, 1.3, 1.4 and 1.5. Then we turn to the complex

case, analyzing the principal vein and the combinatorial surgery map (sections 15-

17), giving the proof of the second part of Theorem 1.8 at the end of section 17.

Section 18 presents open questions and pictures on the entropy of Hubbard trees.

The last part (sections 19-24) introduces the theory of α-continued fractions, leading

up to the construction of tuning operators and the classification of the plateaux for

the entropy, hence to the proofs of Theorems 1.9, 1.10 and 1.11.

Some topics in the thesis have appeared in articles and preprints of the author, to

which we sometimes refer for further details. In particular, part of sections 13 and

14 appear in [CT], [BCIT] and [CT2], while sections 19-24 are part of [CT3].

14



2. External rays

Let f(z) be a monic polynomial of degree d. Recall that the filled Julia set K(f)

is the set of points which do not escape to infinity under iteration:

K(f) := {z ∈ C : fn(z) does not tend to ∞ as n→∞}.

The Julia set J(f) is the boundary of K(f). If K(f) is connected, then the comple-

ment of K(f) in the Riemann sphere is simply connected, so it can be uniformized

by the Riemann mapping Φ : Ĉ\D→ Ĉ\K(f) which maps the exterior of the closed

unit disk D to the exterior of K(f). The Riemann mapping is unique once we impose

Φ(∞) = ∞ and Φ′(∞) = 1. With this choice, Φ conjugates the action of f on the

exterior of the filled Julia set to the map z 7→ zd, i.e.

(1) f(Φ(z)) = Φ(zd).

By Carathéodory’s theorem (see e.g. [Po]), the Riemann mapping extends to a con-

tinuous map Φ on the boundary Φ : Ĉ \ D → Ĉ \ int K(f) if and only if the Julia

set is locally connected. If this is the case, the restriction of Φ to the boundary is

sometimes called the Carathéodory loop and it will be denoted as

γ : R/Z→ J(f).

As a consequence of the eq. (1), the action of f on the set of angles is semiconjugate

to multiplication by d (mod 1):

(2) γ(d · θ) = f(γ(θ)) for each θ ∈ R/Z.

In the following we will only deal with the case of quadratic polynomials of the

form fc(z) := z2 + c, so d = 2 and we will denote as

D(θ) := 2 · θ mod 1
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the doubling map of the circle. Moreover, we will add the subscript c when we

need to make the dependence on the polynomial fc more explicit. Given θ ∈ R/Z,

the external ray Rc(θ) is the image of the radial arc at angle 2πθ via the Riemann

mapping Φc : Ĉ \ D→ Ĉ \K(fc):

Rc(θ) := {Φc(ρe
2πiθ)}ρ>1.

The ray Rc(θ) is said to land at x if

lim
ρ→1+

Φc(ρe
2πiθ) = x.

If the Julia set is locally connected, then all rays land; in general, by Fatou’s theorem,

the set of angles for which Rc(θ) does not land has zero Lebesgue measure, and indeed

it also has zero capacity and hence zero Hausdorff dimension (see e.g. [Po]). It is

however known that there exist non-locally connected Julia sets for polynomials [Mi2].

The ray Rc(0) always lands on a fixed point of fc which is traditionally called the β

fixed point and denoted as β. The other fixed point of fc is called the α fixed point.

Note that in the case c = 1
4

one has α = β. Finally, the critical point of fc will be

denoted by 0, and the critical value by c.

Analogously to the Julia sets, the exterior of the Mandelbrot set can be uniformized

by the Riemann mapping

ΦM : Ĉ \ D→ Ĉ \M

with ΦM(∞) =∞, and Φ′(∞) = 1, and images of radial arcs are called external rays.

Every angle θ ∈ R/Z determines an external ray

RM(θ) := ΦM({ρe2πiθ : ρ > 1})
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which is said to land at x if the limit limρ→1+ ΦM(ρe2πiθ) exists. According to the

MLC conjecture [DH], the Mandelbrot set is locally connected, and therefore all rays

land on some point of the boundary of M.

2.1. Biaccessibility and regulated arcs. A point z ∈ J(fc) is called accessible if

it is the landing point of at least one external ray. It is called biaccessible if it is

the landing point of at least two rays, i.e. there exist θ1, θ2 two distinct angles such

that Rc(θ1) and Rc(θ2) both land at z. This is equivalent to say that J(fc) \ {z} is

disconnected.

Let K = K(fc) be the filled Julia set of fc. Assume K is connected and locally

connected. Then it is also path-connected (see e.g. [Wi], Chapter 8), so given any

two points x, y in K, there exists an arc in K with endpoints x, y.

If K has no interior, then the arc is uniquely determined by its endpoints x, y. Let

us now describe how to choose a canonical representative inside the Fatou components

in the case K has interior. In this case, each bounded Fatou component eventually

maps to a periodic Fatou component, which either contains an attracting cycle, or it

contains a parabolic cycle on its boundary, or it is a periodic Siegel disk.

Since we will not deal with the Siegel disk case in the rest of the thesis, let us

assume we are in one of the first two cases. Then there exists a Fatou component

U0 which contains the critical point, and a biholomorphism φ0 : U0 → D to the unit

disk mapping the critical point to 0. The preimages φ−1
0 ({ρe2πiθ : 0 ≤ ρ < 1}) of

radial arcs in the unit disk are called radial arcs in U0. Any other bounded Fatou

component U is eventually mapped to U0; let k ≥ 0 be the smallest integer such that

fkc (U) = U0. Then the map φ := φ0 ◦ fkc is a biholomorphism of U onto the unit disk,

and we define radial arcs to be preimages under φ of radial arcs in the unit disk.

An embedded arc I in K is called regulated (or legal in Douady’s terminology

[Do2]) if the intersection between I and the closure of any bounded Fatou component

is contained in the union of at most two radial arcs. With this choice, given any
17



two points x, y in K, there exists a unique regulated arc in K with endpoints x, y

([Za1], Lemma 1). Such an arc will be denoted by [x, y], and the corresponding open

arc by (x, y) := [x, y] \ {x, y}. A regulated tree inside K is a finite tree whose edges

are regulated arcs. Note that, in the case K has non-empty interior, regulated trees

as defined need not be invariant for the dynamics, because fc need not map radial

arcs to radial arcs. However, by construction, radial arcs in any bounded Fatou

component U different from U0 map to radial arcs in fc(U). In order to deal with U0,

we need one further hypothesis. Namely, we will assume that fc has an attracting or

parabolic cycle of period p with real multiplier. Then we can find a parametrization

φ0 : U0 → D such that the interval I := φ−1
0 ((−1, 1)) is preserved by the p-th iterate

of fc, i.e. fpc (I) ⊆ I. The interval I will be called the bisector of U0. Now note that,

if the regulated arc [x, y] does not contain 0 in its interior and it only intersects the

critical Fatou component U0 in its bisector, then we have

fc([x, y]) = [fc(x), fc(y)].

The spine of fc is the regulated arc [−β, β] joining the β fixed point to its preimage

−β. The biaccessible points are related to the points which lie on the spine by the

following lemma.

Lemma 2.1. Let fc(z) = z2+c be a quadratic polynomial whose Julia set is connected

and locally connected. Then the set of biaccessible points is

B = J(fc) ∩
⋃
n≥0

f−nc ((−β, β)).

Proof. Let f = fc, and x ∈ J(f) ∩ (−β, β). The set V := Rc(0) ∪ [−β, β] ∪ Rc(1/2)

disconnects the plane in two parts, C \ V = A1 ∪ A2. We claim that x is the limit

of points in the basin of infinity U∞ on both sides of V , i.e. for each i = 1, 2 there

exists a sequence {xn}n∈N ⊆ Ai ∩ U∞ with xn → x; since the Riemann mapping Φ
18



extends continuously to the boundary, this is enough to prove that there exist two

external angles θ1 ∈ (0, 1/2) and θ2 ∈ (1/2, 1) such that Rc(θ1) and Rc(θ2) both

land on x. Let us now prove the claim; if it is not true, then there exists an open

neighborhood Ω of x and an index i ∈ {1, 2} such that Ω ∩ Ai is connected and

contained in the interior of the filled Julia set K(f), hence Ω ∩ Ai is contained in

some bounded Fatou component. This implies that Ω ∩ V lies in the closure of a

bounded Fatou component, and x on its boundary. However, this contradicts the

definition of regulated arc, because if U is a bounded Fatou component intersecting a

regulated arc I, then ∂U ∩ I does not disconnect U ∩ I. Suppose now that x ∈ J(f)

is such that fn(x) belongs to (−β, β) for some n. Then by the previous argument

fn(x) is biaccessible, and since f is a local homeomorphism outside the spine, x is

also biaccessible.

Conversely, suppose x is biaccessible, and the two rays at angles θ1 and θ2 land on x,

with 0 < θ1 < θ2 < 1. Then there exists some n for which 1/2 ≤ Dn(θ2)−Dn(θ1) < 1,

hence Rc(D
n(θ1)) and Rc(D

n(θ2)) must lie on opposite sides with respect to the spine,

and since they both land on fn(x), then fn(x) belongs to the spine. Since the point

β is not biaccessible ([Mc], Theorem 6.10), fn(x) must belong to (−β, β). �

Lemma 2.2. We have that α ∈ [0, c].

Proof. Indeed, since α ∈ (−β, 0) ([Za1], Lemma 5), we have −α ∈ (β, 0) and α =

f(−α) ∈ (β, c). Thus, since 0 ∈ (α, β) we have α ∈ (0, c). �

Lemma 2.3. For x ∈ [0, β), we have x ∈ (f(x), β).

Proof. Let us consider the set S = {x ∈ [0, β] : x ∈ (β, f(x))}. The set is open by

continuity of f . Since the β fixed point is repelling, the set S contains points in a

neighborhood of β, so it is not empty. Suppose S 6= [0, β) and let x ∈ ∂S, x 6= β. By

continuity of f , x must be a fixed point of f , but the only fixed point of f in the arc

is β. �
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For more general properties of biaccessibility we refer to [Za1].

3. Laminations

A powerful tool to construct topological models of Julia sets and the Mandelbrot set

is given by laminations, following Thurston’s approach. As we will see, laminations

represent equivalence relations on the boundary of the disk arising from external rays

which land on the same point. We now give the basic definitions, and refer to [Th1]

for further details.

A geodesic lamination λ is a set of hyperbolic geodesics in the closed unit disk D,

called the leaves of λ, such that no two leaves intersect in D, and the union of all

leaves is closed.

A gap of a lamination λ is the closure of a component of the complement of the

union of all leaves. In order to represent Julia sets of quadratic polynomials, we need

to restrict ourselves to invariant laminations.

Let d ≥ 2. The map g(z) := zd acts on the boundary of the unit disk, hence it

induces a dynamics on the set of leaves. Namely, the image of a leaf pq is defined

as the leaf joining the images of the endpoint: g(pq) = g(p)g(q). A lamination λ is

forward invariant if the image of any leaf L of λ still belongs to λ. Note that the

image leaf may be degenerate, i.e. consist of a single point on the boundary of the

disk.

A lamination is invariant if in addition to being forward invariant it satisfies the

additional conditions:

• Backward invariance: if pq is in λ, then there exists a collection of d disjoint

leaves in λ, each joining a preimage of p to a preimage of q.

• Gap invariance: for any gap G, the hyperbolic convex hull of the image of

G0 = G ∩ S1 is either a gap, a leaf, or a single point.
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In this thesis we will only deal with quadratic polynomials, so d = 2 and the invari-

ant laminations for the map g(z) = z2 will be called invariant quadratic laminations.

A leaf of maximal length in a lamination is called a major leaf, and its image a minor

leaf. Typically, a quadratic invariant lamination has 2 major leaves, but the minor

leaf is always unique.

If J(fc) is a Julia set of a quadratic polynomial, one can define the equivalence

relation ∼c on the unit circle ∂D by saying that θ1 ∼c θ2 if the rays Rc(θ1) and Rc(θ2)

land on the same point.

From the equivalence relation ∼c one can construct a quadratic invariant lamina-

tion in the following way. Let E be an equivalence class for ∼c. If E = {θ1, θ2}

contains two elements, then we define the leaf LE as LE := (θ1, θ2). If E = {θ}

is a singleton, then we define LE to be the degenerate leaf LE := {θ}. Finally, if

E = {θ1, . . . , θk} contains more than two elements, with 0 ≤ θ1 < θ2 < · · · < θk < 1,

then we define LE to be the union of the leaves LE := (θ1, θ2)∪ (θ2, θ3)∪· · ·∪ (θk, θ1).

Finally, we let the associated lamination λc be

λc :=
⋃

E equiv. class of ∼c

LE.

The lamination λc is an invariant quadratic lamination. The equivalence relation ∼c

can be extended to a relation ∼=c on the closed disk D by taking convex hulls, and

the quotient of the disk by ∼=c is a model for the Julia set:

Theorem 3.1 ([Do2]). If the Julia set J(fc) is connected and locally connected, then

it is homeomorphic to the quotient of D by the equivalence relation ∼=c.

We define the the characteristic leaf of a quadratic polynomial fc with Julia set

connected and locally connected to be the minor leaf of the invariant lamination λc.

The endpoints of the characteristic leaf are called characteristic angles.
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3.1. The abstract Mandelbrot set. In order to construct a model for the Mandel-

brot set, Thurston [Th1] defined the quadratic minor lamination QML as the union

of the minor leaves of all quadratic invariant laminations (see Figure 1).

As in the Julia set case, the lamination determines an equivalence relation ∼=M on

D by identifying points on the same leaf, and also points in the interior of finite ideal

polygons whose sides are leaves. The quotient

Mabs := D/ ∼=M

is called abstract Mandelbrot set. It is a compact, connected and locally connected

space. Douady [Do2] constructed a continuous surjection

πM :M→Mabs

which is injective if and only if M is locally connected.

The idea behind the construction is that leaves of QML connect external angles

whose corresponding rays in parameter space land on the same point. However, since

we do not know whetherM is locally connected, additional care is required. Indeed,

let ∼M denote the equivalence relation on ∂D induced by the lamination QML, and

θ1 �M θ2 denote that the external rays RM(θ1) and RM(θ2) land on the same point.

The following theorem summarizes a few key results comparing the analytic and

combinatorial models of the Mandelbrot set:

Theorem 3.2. Let θ1, θ2 ∈ R/Z be two angles. Then the following are true:

(1) if θ1 �M θ2, then θ1 ∼M θ2;

(2) if θ1 ∼M θ2 and θ1, θ2 are rational, then θ1 �M θ2;

(3) if θ1 ∼M θ2 and θ1, θ2 are not infinitely renormalizable, then θ1 �M θ2.

Proof. (1) and (2) are contained in ([Th1], Theorem A.3). (3) follows from Yoccoz’s

theorem on landing of rays at finitely renormalizable parameters (see [Hu] for the
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proof). Indeed, Yoccoz proves that external rays RM(θ) with non-infinitely renormal-

izable combinatorics land, and moreover that the intersections of nested parapuzzle

pieces contain a single point. Along the boundary of each puzzle piece lie pairs of

external rays with rational angles (see also [Hu], sections 5 and 12) which land on

the same point, and since the intersection of the nested sequence of puzzle pieces is

a single point c ∈ ∂M, the rays θ1 and θ2 land on the same point c. �

The following criterion makes it possible to check whether a leaf belongs to the

quadratic minor lamination by looking at its dynamics under the doubling map:

Proposition 3.3 ([Th1]). A leaf m is the minor leaf of some invariant quadratic

lamination (i.e. it belongs to QML) if and only if the following three conditions are

met:

(a) all forward images of m have disjoint interiors;

(b) the length of any forward image of m is never less than the length of m;

(c) if m is a non-degenerate leaf, then m and all leaves on the forward orbit of

m are disjoint from the interiors of the two preimage leaves of m of length at

least 1/3.

For the rest of the thesis we shall work with the abstract, locally connected model

of M and study its dimension using combinatorial techniques; only at the very end

(Proposition 17.12) we shall compare the analytical and combinatorial models and

prove that our results hold for the actual Mandelbrot set even without assuming the

MLC conjecture.

4. Hubbard trees

Assume now that the polynomial f = fc(z) = z2 + c has connected Julia set (i.e.

c ∈ M), and no attracting fixed point (i.e. c lies outside the main cardioid). The

critical orbit of f is the set Crit(f) := {fk(0)}k≥0. Let us now give the fundamental
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Definition 4.1. The Hubbard tree T for f is the smallest regulated tree which con-

tains the critical orbit, i.e.

T :=
⋃
i,j≥0

[f i(0), f j(0)].

Note that, according to this definition, the set T need not be closed in general. We

shall establish a few fundamental properties of Hubbard trees.

Lemma 4.2. The following properties hold:

(1) T is the smallest forward-invariant set which contains the regulated arc [α, 0];

(2) T =
⋃
n≥0[α, fn(0)].

Proof. Let now T1 be the smallest forward-invariant set which contains the regulated

arc [α, 0]. By definition, T is forward-invariant and contains [α, 0] since α ∈ [0, c], so

T1 ⊆ T . Let now

T2 :=
⋃
n≥0

[α, fn(0)].

Since [f i(0), f j(0)] ⊆ [α, f i(0)] ∪ [α, f j(0)], then T ⊆ T2. By definition,

T1 =
⋃
n≥0

fn([α, 0]).

Since f i([α, 0]) ⊇ [α, f i(0)], then T2 ⊆ T1, hence T = T1 = T2. �

The tree thus defined need not have finitely many edges. However, in the following

we will restrict ourself to the case when T is a finite tree. Let us introduce the

definition:

Definition 4.3. A polynomial f is topologically finite if the Julia set is locally con-

nected and the Hubbard tree T is homeomorphic to a tree with finitely many edges.

Recall that a polynomial is called postcritically finite if the critical orbit is finite.

Postcritically finite polynomials are also topologically finite, but it turns out that
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Figure 5. The Hubbard tree of the quadratic polynomial with charac-
teristic leaf (19/63, 20/63). The map fc is postcritically finite, and the
critical point belongs to a cycle of period 6. The parameter c belongs
to the principal vein in the 2/5-limb.

the class of topologically finite polynomials is much bigger and indeed it contains all

polynomials along the veins of the Mandelbrot set (see also section 15.1).

Proposition 4.4. Let f have locally connected Julia set. Suppose there is an integer

n ≥ 1 such that fn(0) lies on the regulated arc [α, β], and let N be the smallest such
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integer. Then f is topologically finite, and the Hubbard tree T of f is given by

T =
N⋃
i=0

[α, f i(0)].

Proof. Let TN :=
⋃N
i=0[α, f i(0)]. By Lemma 4.2 (2), TN ⊆ T . Note now that for each

i we have

f([α, f i(0)]) ⊆ [α, c] ∪ [α, f i+1(0)]

thus

f(TN) ⊆ TN ∪ [α, fN+1(0)].

Now, either fN(0) lies in [α,−α], or by Lemma 2.3, fN(0) lies between β and fN+1(0).

In the first case, [α, fN+1(0)] ⊆ [α, c] and in the second case [α, fN+1(0)] ⊆ [α, fN(0)];

in both cases, [α, fN+1(0)] ⊆ TN , so TN is forward-invariant and it contains [α, 0], so

it contains T by Lemma 4.2 (1). �

Proposition 4.5. If the Julia set of f is locally connected and the critical value c is

biaccessible, then f is topologically finite.

Proof. Since c is biaccessible, by Lemma 2.1 there exists n ≥ 0 such that fn(c) belongs

to the spine [−β, β] of the Julia set. Then either fn(c) or fn+1(c) lie on [α, β], so f

is topologically finite by Proposition 4.4. �

Let us define the extended Hubbard tree T̃ to be the union of the Hubbard tree and

the spine:

T̃ := T ∪ [−β, β].

Note the extended tree is also forward invariant, i.e. f(T̃ ) ⊆ T̃ . Moreover, it is

related to the usual Hubbard tree in the following way:
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Lemma 4.6. The extended Hubbard tree eventually maps to the Hubbard tree:

T̃ \ {β,−β} ⊆
⋃
n≥0

f−n(T ).

Proof. Since f([α,−β)) = [α, β), we just need to check that every element z ∈ [α, β)

eventually maps to the Hubbard tree. Indeed, either there exists n ≥ 0 such that

fn(z) ∈ [α, c] ⊆ T , or, by Lemma 2.3, the sequence {fn(z)}z≥0 all lies on [0, β) and

it is ordered along the segment, i.e. for each n, fn+1(z) lies in between 0 and fn(z).

Then the sequence must have a limit point, and such limit point would be a fixed

point of f . However, f has no fixed points on [0, β), contradiction. �

4.1. Valence. If T is a finite tree, then the degree of a point x ∈ T is the number of

connected components of T \ {x}, and is denoted by deg(x). Moreover, let us denote

by deg(T ) denote the largest degree of a point on the tree:

deg(T ) := max{deg(x) : x ∈ T}.

On the other hand, for each z ∈ J(f), we call valence of z the number of external

rays which land on z and denote it as

val(z) := #{θ ∈ R/Z : Rc(θ) lands on z}.

The valence of z also equals the number of connected components of J(f)\{z} ([Mc],

Theorem 6.6), also known as the Urysohn-Menger index of J(f) at z.

Proposition 4.7. Let T be the extended Hubbard tree for a topologically finite qua-

dratic polynomial f . Then the number of rays N landing on x ∈ T is bounded above

by

N ≤ 2 · deg(T ).

The proposition follows easily from the
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Lemma 4.8. Let T be the extended Hubbard tree for f , and x ∈ T a point on the

tree which never maps to the critical point. Then the number of rays N landing on x

is bounded above by

N ≤ max{deg(fn(x)) : n ≥ 0}.

Proof. Note that, since the forward orbit of x does not contain the critical point, fn

is a local homeomorphism in a neighborhood of x; thus, for each n ≥ 0, val(fn(x)) =

val(x) and deg(fn(x)) ≥ deg(x). Suppose now the claim is false: let N be such

that deg(fN(x)) = max{deg(fn(x)) : n ≥ 0} < val(x), and denote y = fN(x).

Then there are two angles θ1, θ2 such that the rays Rc(θ1) and Rc(θ2) both land

at y, and the sector between Rc(θ1) and Rc(θ2) does not intersect the tree. Then,

there exists M ≥ 0 such that the rays Rc(D
M(θ1)) and Rc(D

M(θ2)) lie on opposite

sides of the spine, thus their common landing point z := fM(y) must lie on the

spine. Moreover, since val(z) = val(x) ≥ 2 while only one ray lands on the β fixed

point, z must lie in the interior of the spine. This means that the sector between

the rays Rc(D
M(θ1)) and Rc(D

M(θ2)) intersects the spine, so deg(fM(y)) > deg(y),

contradicting the maximality of N . �

Proof of Proposition 4.7. If val(x) > 0, then x lies in the Julia set J(fc). Now, if the

forward orbit of x does not contain the critical point, the claim follows immediately

from the Lemma. Otherwise, let n ≥ 0 be such that fn(x) = 0 is the critical point.

Note that this n is unique, because otherwise the critical point would be periodic, so

it would not lie in the Julia set. Hence, by applying the Lemma to the critical value

fn+1(x), we have

val(fn+1(x)) ≤ deg(T ).

Finally, since the map fc is locally a double cover at the critical point,

val(x) = val(fn(x)) = 2 · val(fn+1(x)) ≤ 2 · deg(T ).
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5. Topological entropy

Let f : X → X be a continuous map of a compact metric space (X, d). A measure

of the complexity of the orbits of the map is given by its topological entropy. Let us

now recall its definition. Useful references are [dMvS] and [CFS].

Given x ∈ X, ε > 0 and n an integer, we define the ball Bf (x, ε, n) as the set of

points whose orbit remains close to the orbit of x for the first n iterates:

Bf (x, ε, n) := {y ∈ X : d(f i(x), f i(y)) < ε ∀0 ≤ i ≤ n}.

A set E ⊆ X is called (n, ε)-spanning if every point of X remains close to some point

of E for the first n iterates, i.e. if X =
⋃
x∈E Bf (x, ε, n). Let N(n, ε) be the minimal

cardinality of a (n, ε)-spanning set. The topological entropy is the growth rate of

N(n, ε) as a function of n:

Definition 5.1. The topological entropy of the map f : X → X is defined as

htop(f) := lim
ε→0+

lim
n→∞

1

n
logN(n, ε).

When f is a piecewise monotone map of a real interval, it is easier to compute the

entropy by looking at the number of laps. Recall the lap number L(g) of a piecewise

monotone interval map g : I → I is the smallest cardinality of a partition of I in

intervals such that the restriction of g to any such interval is monotone. The following

result of Misiurewicz and Szlenk relates the topological entropy to the growth rate of

the lap number of the iterates of f :

Theorem 5.2 ([MS]). Let f : I → I be a piecewise monotone map of a close bounded

interval I, and let L(fn) be the lap number of the iterate fn. Then the following
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equality holds:

h(f) = lim
n→∞

1

n
logL(fn).

Another useful property of topological entropy is that it is invariant under dynam-

ical extensions of bounded degree:

Proposition 5.3 ([Bo]). Let f : X → X and g : Y → Y be two continuous maps

of compact metric spaces, and let π : X → Y a continuous, surjective map such that

g ◦ π = π ◦ f . Then

htop(g) ≤ htop(f).

Moreover, if there exists a finite number d such that for each y ∈ Y the fiber π−1(y)

has cardinality always smaller than d, then

htop(g) = htop(f).

In order to resolve the ambiguities arising from considering different restrictions

of the same map, if K is an f -invariant set we shall use the notation htop(f,K) to

denote the topological entropy of the restriction of f to K.

Proposition 5.4 ([Do3], Proposition 3). Let f : X → X a continuous map of

a compact metric space, and let Y be a closed subset of X such that f(Y ) ⊆ Y .

Suppose that, for each x ∈ X, the distance d(fn(x), Y ) tends to zero, uniformly on

any compact subset of X \ Y . Then htop(f, Y ) = htop(f,X).

The following proposition is the fundamental step to relate entropy and Hausdorff

dimension of invariant subsets of the circle ([Fu], Proposition III.1; see also [Bi]):

Proposition 5.5. Let d ≥ 1, and Ω ⊂ R/Z be a closed, invariant set for the map

Q(x) := dx mod 1. Then the topological entropy of the restriction of Q to Ω is
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related to the Hausdorff dimension of Ω in the following way:

H.dim Ω =
htop(Q,Ω)

log d
.

6. Invariant sets of external angles

Let fc be a topologically finite quadratic polynomial, and Tc its Hubbard tree. One

of the main players in the rest of the thesis is the set Hc of angles of external rays

landing on the Hubbard tree:

Hc := {θ ∈ R/Z : Rc(θ) lands on Tc}.

Note that, since Tc is compact and the Carathéodory loop is continuous by local

connectivity, Hc is a closed subset of the circle. Moreover, since Tc ∩ J(fc) is fc-

invariant, then Hc is invariant for the doubling map, i.e. D(Hc) ⊆ Hc.

Similarly, we will denote by Sc the set of angles of rays landing on the spine [−β, β],

and Bc the set of angles of rays landing on the set of biaccessible points.

Proposition 6.1. Let fc be a topologically finite quadratic polynomial. Then

H.dim Hc = H.dim Sc = H.dim Bc.

Proof. Lemma 2.1 implies the inclusion

Sc \ {0, 1/2} ⊆ Bc ⊆
∞⋃
n≥0

D−n(Sc)

hence

H.dim Sc ≤ H.dim Bc ≤ sup
n≥0

H.dim D−n(Sc) = H.dim Sc.

Moreover, it is clear that Hc ⊆ Bc, and by Lemma 4.6 one also has

Sc \ {0, 1/2} ⊆
∞⋃
n≥0

D−n(Hc)
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hence H.dim Sc ≤ H.dim Hc ≤ H.dim Bc. �

We will now characterize the set Hc and other similar sets of angles purely in terms

of the dynamics of the doubling map on the circle, as the set of points whose orbit

never hits certain open intervals.

In order to do so, we will make use of the following lemma:

Lemma 6.2. Let X ⊆ S1 be a closed, forward invariant set for the doubling map

D, so that D(X) ⊆ X, and let U ⊆ S1 be an open set, disjoint from X. Suppose

moreover that

(1) D−1(X) \X ⊆ U ;

(2) ∂U ⊆ X.

Then X equals the set of points whose orbit never hits U :

X = {θ ∈ S1 : Dn(θ) /∈ U ∀n ≥ 0}.

Proof. Let θ belong to X. By forward invariance, Dn(θ) ∈ X for each n ≥ 0, and

since X and U are disjoint, then Dn(θ) /∈ U for all n. Conversely, let us suppose that

θ does not belong to X, and let V be the connected component of the complement

of X containing θ; since the doubling map is uniformly expanding, there exists some

n such that fn(V ) is the whole circle, hence there exists an integer k ≥ 1 such that

Dk(V ) ∩ X 6= ∅, but Dk−1(V ) ∩ X = ∅; then, Dk−1(V ) intersects D−1(X) \ X, so

by (1) it intersects U . Moreover, since ∂U ⊆ X we have Dk−1(V ) ∩ ∂U = ∅, so

Dk−1(V ) is an open set which intersects U but does not intersect its boundary, hence

Dk−1(V ) ⊆ U and, since θ ∈ V , we have Dk−1(θ) ∈ U . �

Let us now describe combinatorially the set of angles of rays landing on the

Hubbard tree. Let Tc be the Hubbard tree of fc; since Tc is a compact set, then

Hc = γ−1(Tc) is a closed subset of the circle. Among all connected components of the

complement of Hc, there are finitely many U1, U2, . . . , Ur which contain rays which
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land on the preimage f−1
c (Tc). The angles of rays landing on the Hubbard tree are

precisely the angles whose future trajectory for the doubling map never hits the Ui:

Proposition 6.3 ([TaoL]). Let Tc be the Hubbard tree of fc, and U1, U2, . . . , Ur be

the connected components of the complement of Hc which contain rays landing on

f−1
c (Tc). Then the set Hc of angles of rays landing on Tc equals

Hc = {θ ∈ R/Z : Dn(θ) /∈ Ui ∀n ≥ 0 ∀i = 1, . . . , r}.

Proof. It follows from Lemma 6.2 applied to X = Hc and U = U1 ∪ · · · ∪Ur. Indeed,

D(Hc) ⊆ Hc since Tc∩J(fc) is forward-invariant under fc. The set U is disjoint from

Hc by definition of the Ui. Moreover, if θ belongs to D−1(Hc) \Hc, then Rc(θ) lands

on f−1
c (Tc), so θ belongs to some Ui. Finally, let us check that for each i we have the

inclusion ∂Ui ⊆ Hc. Indeed, if U is non-empty then Hc has no interior (since it is

invariant for the doubling map and does not coincide with the whole circle), so angles

on the boundary of Ui are limits of angles in Hc, so their corresponding rays land on

the Hubbard tree by continuity of the Riemann mapping on the boundary. �

7. Entropy of Hubbard trees

We are now ready to prove the relationship between the topological entropy of a

topologically finite quadratic polynomial fc and the Hausdorff dimension of the set

of rays which land on the Hubbard tree Tc:

Theorem 7.1. Let fc(z) = z2 + c be a topologically finite quadratic polynomial, let

Tc be its Hubbard tree and Hc the set of external angles of rays which land on the

Hubbard tree. Then we have the identity

htop(fc |Tc)
log 2

= H.dim Hc.
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Proof. Let γ : R/Z→ J(fc) the Carathéodory loop. We know that

γ(D(θ)) = fc(γ(θ)).

By Proposition 4.7, the cardinality of the preimage of any point is bounded; hence,

by Theorem 5.3, we have

htop(fc, J(fc) ∩ Tc) = htop(D, γ
−1(J(fc) ∩ Tc)) = htop(D,Hc).

Moreover, Proposition 5.4 implies

htop(fc, J(fc) ∩ Tc) = htop(fc, Tc).

Then we conclude, by the dimension formula of Proposition 5.5, that

H.dim Hc =
htop(D,Hc)

log 2
.

�

The exact same argument applies to any compact, forward invariant set X in the

Julia set:

Theorem 7.2. Let fc be a topologically finite quadratic polynomial, and X ⊆ J(fc)

compact and invariant (i.e. fc(X) ⊆ X). Let define the set

Θc(X) := {θ ∈ R/Z : Rc(θ) lands on X};

then we have the equality

htop(fc |X)

log 2
= H.dim Θc(X).
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8. Entropy formula for real quadratic polynomials

Let us now turn to the main result of the first part of the thesis, namely a for-

mula relating the topological entropy of real quadratic polynomials to the Hausdorff

dimension of a certain section of the combinatorial model for the real slice of the

Mandelbrot set (Theorem 1.6 in the introduction).

A fundamental theme in the study of parameter spaces in holomorphic dynamics

is that the local geometry of the Mandelbrot set near a parameter c reflects the

geometry of the Julia set J(fc), hence it is related to dynamical properties of fc. In

this section we will establish an instance of this principle, by looking at the Hausdorff

dimension of certain sets of external rays.

Recall that a measure of the complexity of a continuous map is its topological

entropy, which is essentially defined as the growth rate of the number of itineraries

under iteration (see section 5).

In our case, the map fc(z) = z2 + c is a degree-two ramified cover of the Riemann

sphere Ĉ, hence a generic point has exactly 2 preimages, and the topological entropy

of fc always equals log 2, independently of the parameter [Ly]. If c is real, however,

then fc can also be seen as a real interval map, and its restriction to the invariant

interval [−β, β] also has a well-defined topological entropy, which we will denote by

htop(fc, [−β, β]). The dependence of htop(fc, [−β, β]) on c is much more interesting:

indeed, it is a continuous, decreasing function of c [MT], and it is constant on each

baby Mandelbrot set [Do3].

Given a subset A of ∂M, one can define the harmonic measure νM as the proba-

bility that a random ray from infinity lands on A:

νM(A) := Leb({θ ∈ S1 : RM(θ) lands on A}).

If one takes A := ∂M ∩ R to be the real slice of the boundary of M, then the

harmonic measure of A is zero. However, the set of rays which land on the real axis
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Figure 6. Topological entropy of the real quadratic family fc(z) :=
z2 + c, as a function of c. For each value of c ∈ [−2,−1], we plot the
growth number ehtop(fc).

has full Hausdorff dimension [Za2]. (By comparison, the set of rays which land on

the main cardioid has zero Hausdorff dimension.) As a consequence, it is more useful

to look at Hausdorff dimension than Lebesgue measure; for each c, let us consider

the section

Pc := {θ ∈ S1 : the impression of RM(θ) intersects ∂M∩ [c, 1/4]}

of all parameter rays which (at least combinatorially) land on the real axis, to the

right of c. The function

c 7→ H.dim Pc

decreases with c, taking values from 1 to 0. In the dynamical plane, one can consider

the set of rays which land on the real slice of J(fc), and let Sc be the set of external

angles of rays landing on J(fc) ∩ R. This way, we construct the the function c 7→

H.dim Sc, which we want to compare to the Hausdorff dimension of Pc.

The main result is an identity relating entropy and dimension:
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Figure 7. A few rays which land on the real slice of the Mandelbrot set.

Theorem 8.1. Let c ∈ [−2, 1/4]. Then we have

htop(fc, [−β, β])

log 2
= H.dim Sc = H.dim Pc.

The first equality is in line with the classical “entropy formula” relating Hausdorff

dimension, entropy and Lyapunov exponents, while the second equality can be seen

as an instance of Douady’s principle relating the local geometry of the Mandelbrot

set to the geometry of the corresponding Julia set. Indeed, we can replace Pc with

the set of angles of rays landing on [c, c + ε] in parameter space, as long as [c, c + ε]

does not lie in a tuned copy of the Mandelbrot set. Note that the set of rays which

possibly do not land has zero capacity, hence the result is independent of the MLC

conjecture.
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A first study of the dimension of the set of angles of rays landing on the real axis

has been done in [Za2], where it is proven that the set of angles of parameter rays

landing on the real slice of M has dimension 1. Zakeri also provides estimates on

the dimension along the real axis, and specifically asks for dimension bounds for

parameters near the Feigenbaum point (−1.75 ≤ c ≤ cFeig, see [Za2], Remark 6.9).

Our result gives an identity rather than an estimate, and the dimension of Sc can be

exactly computed in the case c is postcritically finite (see following examples).

Recall the dimension of Sc also equals the dimension of the set Bc of angles landing

at biaccessible points (Proposition 6.1). Smirnov [Sm] first showed that such set

has positive Hausdorff dimension for Collet-Eckmann maps. More recent work on

biaccessible points is due to Zakeri [Za3] and Zdunik [Zd]. The first equality in

Theorem 8.1 has also been established independently by Bruin-Schleicher [BS].

A precise statement of the asymptotic similarity between M and Julia sets near

Misiurewicz points is proven in [TanL].

Examples

(1) If c = 0, then fnc (z) = z2n has only one lap for each n, hence the entropy is

zero. Moreover, the characteristic ray is θ = 0, hence Pc consists of only one

element and it has zero dimension. Moreover, the Julia set is a circle and the

set of rays landing on the real axis Sc = {0, 1
2
} consists of two elements, hence

the dimension is 0.

(2) If c = −2, then fc is a 2-1 surjective map from [−2, 2] to itself, hence the

entropy is log 2. The Julia set is a real segment, hence all rays land on the

real axis and the Hausdorff dimension of Sc is 1. Similarly, the set of rays Pc is

the set of all parameter rays which land on the real axis, which has Hausdorff

dimension 1.
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(3) The basilica map fc(z) = z2−1 has a superattracting cycle of period 2, and for

each n, fnc has 2n+1 critical points, hence the entropy is limn→∞
log(2n+1)

n
= 0.

The rays which land on the Hubbard tree are just 1
3
, 2

3
, and the set of rays

which land on the real Julia set is countable, hence it has dimension 0. In

parameter space, the only rays which land on the real axis to the right of

c = −1 are θ = 0, 1/3, 2/3, hence their dimension is still zero.

(4) The airplane map has a superattracting cycle of period 3, and its characteristic

angle is θc = 3
7
. The set of angles whose rays land on the Hubbard tree is the

set of binary numbers with expansion which does not contain any sequence

of three consecutive equal symbols. It is a Cantor set which can be generated

by the automaton in Figure 8, and its Hausdorff dimension is log2

√
5+1
2

.

Figure 8. To the right: the combinatorics of the airplane map of
period 3. To the left: the automaton which produces all symbolic
orbits of points on the real slice of the Julia set.

On the other hand, the topological dynamics of the real map is encoded by

the right-hand side diagram: the interval A is mapped onto A ∪ B, and B

is mapped onto A. Then the number of laps of fnc is given by the Fibonacci

numbers, hence the topological entropy is the logarithm of the golden mean.

It is harder to characterize explicitly the set of parameter rays which land
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on the boundary of M to the right of the characteristic ray: however, as a

consequence of Theorem 8.1, the dimension of such set is also log2

√
5+1
2

.

A more complicated example is the Feigenbaum point cFeig, the accumulation point

of the period doubling cascades. As a corollary of Theorem 8.1, we are able to answer

a question of Zakeri ([Za2], Remark 6.9):

Corollary 8.2. The set of biaccessible angles for the Feigenbaum parameter cFeig has

dimension zero:

H.dim BcFeig = 0.

8.1. Sketch of the argument. The proof of Theorem 8.1 is carried in two steps.

We already proved (Theorem 7.1 in section 7) the relationship between topological

entropy htop(fc |Tc) of the map restricted to the Hubbard tree and the Hausdorff

dimension of the set Hc of angles landing on the tree, for all topologically finite

polynomials fc. The bulk of the argument is then proving the identity of Hausdorff

dimensions between the real Julia set and the slices of M:

Theorem 8.3. For any c ∈ [−2, 1
4
], we have the equality

H.dim Sc = H.dim Pc.

It is not hard to show that Pc ⊆ Hc ⊆ Sc for any real parameter c (Corollary

9.7); it is much harder to give a lower bound for the dimension of Pc in terms of

the dimension of Hc; indeed, it seems impossible to include a copy of Hc in Pc when

c belongs to some tuning window, i.e. to some baby Mandelbrot set. However, for

non-renormalizable parameters we can prove the following:

Proposition 8.4. Given a non-renormalizable, real parameter c and another real

parameter c′ > c, there exists a piecewise linear map F : R/Z→ R/Z such that

F (Hc′) ⊆ Pc.
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The proposition immediately implies equality of dimension for all non-renormalizable

parameters. By applying tuning operators, we then get equality for all finitely-

renormalizable parameters, which are dense hence the result follows from continuity.

Proposition 8.4 will be proved in section 11. Its proof relies on the definition

of a class of parameters, which we call dominant, which are a subset of the set

of non-renormalizable parameters. We will show that for these parameters (which

can be defined purely combinatorially) it is easier to construct an inclusion of the

Hubbard tree into parameter space; finally, the most technical part (section 12.3) will

be proving that such parameters are dense in the set of non-renormalizable angles.

9. Combinatorial description: the real case

Suppose c ∈ ∂M∩R. By definition, the dynamic root rc of fc is the critical value

c if c belongs to the Julia set, otherwise it is the smallest value of J(fc) ∩ R larger

than c. This means that rc lies on the boundary of the bounded Fatou component

containing c.

Recall that the impression of a parameter ray RM(θ) is the set of all c ∈ ∂M for

which there is a sequence {wn} such that |wn| > 1, wn → e2πiθ, and Φ−1
M (wn) → c.

We denote the impression of RM(θ) by R̂M(θ). It is a non-empty, compact, connected

subset of ∂M. Every point of ∂M belongs to the impression of at least one parameter

ray. Conjecturally, every parameter ray RM(θ) lands at a well-defined point c(θ) ∈

∂M and R̂M(θ) = c(θ).

In the real case, much more is known to be true. First of all, every real Julia set is

locally connected [LvS]. The following result summarizes the situation for real maps.

Theorem 9.1 ([Za2], Theorem 3.3). Let c ∈ ∂M∩ R. Then there exists a unique

angle θc ∈ [0, 1/2] such that the rays Rc(±θc) land at the dynamic root rc of fc. In

the parameter plane, the two rays RM(±θc), and only these rays, contain c in their

impression.
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The theorem builds on the previous results of Douady-Hubbard [DH] and Tan Lei

[TanL] for the case of periodic and preperiodic critical points and uses density of

hyperbolicity in the real quadratic family to get the claim for all real maps.

To each angle θ ∈ S1 we can associate a length `(θ) as the length (along the circle)

of the chord delimited by the leaf joining θ to 1− θ and containing the angle θ = 0.

In formulas, it is easy to check that

`(θ) :=

 2θ if 0 ≤ θ < 1
2

2− 2θ if 1
2
≤ θ < 1.

For a real parameter c, we will denote as `c the length of the characteristic leaf

`c := `(θc).

The key to analyzing the symbolic dynamics of fc is the following interpretation in

terms of the dynamics of the tent map. Since all real Julia sets are locally connected,

for c real all dynamical rays Rc(θ) have a well-defined limit γc(θ), which belongs to

J(fc). Let us moreover denote by T the full tent map on the interval [0, 1], defined

as T (x) := min{2x, 2− 2x}. The following diagram is commutative:

S1

D

��

`
��

γc
// J(fc)

fc



[0, 1]
T

vv

This means that we can understand the dynamics of fc on the Julia set in terms of

the dynamics of the tent map on the space of lengths. First of all, the set of external

angles corresponding to rays which land on the real slice of the Julia set can be given

the following characterization:
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Proposition 9.2. Let c ∈ [−2, 1
4
]. Then the set Sc of external angles of rays which

land on the real slice J(fc) ∩ R of the Julia set is

Sc = {θ ∈ R/Z : T n(`(θ)) ≤ `c ∀n ≥ 1}.

Proof. Let X be the set of angles of rays landing on the segment [c, β]. Since

f−1
c ([c, β]) = [−β, β], then D−1(X) is the set of angles landing on the spine. Thus,

if we set U := (θc, 1− θc) then the hypotheses of Lemma 6.2 hold, hence we get the

following description:

Sc = {θ ∈ R/Z : Dn(θ) /∈ (θc, 1− θc) ∀n ≥ 1}

hence by taking the length on both sides

θ ∈ Sc ⇔ `(Dn(θ)) ≤ `(θc) ∀n ≥ 1

and by the commutative diagram we have `(Dn(θ)) = T n(`(θ)), which, when substi-

tuted into the previous equation, yields the claim. �

Recall that for a real polynomial fc the Hubbard tree is the segment [c, fc(c)]. Let

us denote as Lc := `(D(θc)) the length of the leaf which corresponds to fc(c) = c2 +c.

The set of angles which land on the Hubbard tree can be characterized as:

Proposition 9.3. The set Hc of angles of external rays which land on the Hubbard

tree for fc is:

Hc := {θ ∈ R/Z : T n(`(θ)) ≥ Lc ∀n ≥ 0}.

Proof. Since the Hubbard tree is [c, fc(c)] and its preimage is [0, c], one can take

U = (D(θc), 1 − D(θc)) (where we mean the interval containing zero) and X = Hc,

and we get by Lemma 6.2

Hc = {θ ∈ S1 : Dn(θ) /∈ U ∀n ≥ 0}
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hence in terms of length

Hc = {θ ∈ S1 : `(Dn(θ)) ≥ `(D(θc)) ∀n ≥ 0}

which yields the result when you substitute `(Dn(θ)) = T n(`(θ)) and Lc = `(D(θc)).

�

9.1. The real slice of the Mandelbrot set. Let us now turn to parameter space.

We are looking for a combinatorial description of the set of rays which land on the

real axis. However, in order to account for the fact that some rays might not land,

let us define the set R of real parameter angles as the set of angles of rays whose

prime-end impression intersects the real axis:

R := {θ ∈ S1 : R̂M(θ) ∩ R 6= ∅}.

The set R is also the closure (in S1) of the union of the angles of rays landing on

the boundaries of all real hyperbolic components. Combinatorially, elements of R

correspond to leaves which are maximal in their orbit under the dynamics of the tent

map:

Proposition 9.4. The set R of real parameter angles can be characterized as

R = {θ ∈ S1 : T n(`(θ)) ≤ `(θ) ∀n ≥ 0}.

Proof. Let θc be the characteristic angle of a real quadratic polynomial. Since the

corresponding dynamical ray Rc(θ) lands on the spine, by Proposition 9.2 applied to

`(θc) = `c we have for each n ≥ 0

T n(`(θc)) ≤ `(θc).

Conversely, if θ does not belong to R then it belongs to the opening of some real

hyperbolic component W . By symmetry, we can assume θ belongs to [0, 1/2]: then
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θ must belong to the interval (α, ω), whose endpoints have binary expansion

α = 0.s1 . . . sn

ω = 0.š1 . . . šns1 . . . sn

where n is the period of W , and s1 = 0 (recall the notation ši := 1− si); in this case

it is easy to check that both `(α) = 2α and `(ω) = 2ω are fixed points of T n, and

T n(x) > x if x ∈ (2α, 2ω). The description is equivalent to the one given in ([Za2],

Theorem 3.7). �

Note moreover that the image of characteristic leaves are the shortest leaves in the

orbit:

Proposition 9.5. The set R \ {0} of non-zero real parameter angles can be charac-

terized as

R \ {0} = {θ ∈ [1/4, 3/4] : T n(`(D(θ))) ≥ `(D(θ)) ∀n ≥ 0}.

Proof. Since θ ∈ R \ {0}, then `(θ) ≥ 2/3, so `(D(θ)) ≤ 1/3. The claim follows then

from the previous proposition by noting that T maps [1/2, 1] homeomorphically to

[0, 1] and reversing the orientation. �

In the following it will be useful to introduce the following slice of R, by taking for

each c ∈ [−2, 1/4] the set of angles of rays whose impression intersects the real axis

to the right of c.

Definition 9.6. Let c ∈ [−2, 1/4]. Then we define the set

Pc := R∩ [1− θc, θc]

where θc ∈ [0, 1/2] is the characteristic ray of fc, and [1 − θc, θc] is the interval

containing 0.
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A corollary of the previous description is that parameter rays landing on ∂M∩R

to the right of c also land on the Hubbard tree of c:

Corollary 9.7. Let c ∈ [−2, 1/4]. Then the inclusion

Pc \ {0} ⊆ Hc

holds.

Proof. Let θ 6= 0 belong to Pc. Then `(θ) ≤ `(θc), hence also `(D(θ)) ≥ `(D(θc)).

Now, by Proposition 9.4,

T n(`(D(θ))) ≥ `(D(θ)) ≥ `(D(θc))

for each n ≥ 0, hence θ belongs to Hc by Proposition 9.3. �

10. Compact coding of kneading sequences

In order to describe the combinatorics of the real slice, we will now associate to each

real external ray an infinite sequence of positive integers. The notation is inspired

by the correspondence with continued fractions established in Theorem 1.1. Indeed,

because of the isomorphism, the set of integer sequences which arise from parameters

on the real slice ofM is exactly the same as the set of sequences of partial quotients

of elements of the bifurcation set E for continued fractions.

Let Σ := (N+)N be the space of infinite sequences of positive integers, and σ : Σ→

Σ be the shift operator. Sequences of positive integers will also be called strings.

Let us now associate a sequence of integers to each angle. Indeed, let θ ∈ R/Z,

and write θ as a binary sequence: if 0 ≤ θ < 1/2, we have

θ = 0. 0 . . . 0︸ ︷︷ ︸
a1

1 . . . 1︸ ︷︷ ︸
a2

0 . . . 0︸ ︷︷ ︸
a3

. . . ai ≥ 1
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while if 1/2 ≤ θ < 1 we have

θ = 0. 1 . . . 1︸ ︷︷ ︸
a1

0 . . . 0︸ ︷︷ ︸
a2

1 . . . 1︸ ︷︷ ︸
a3

. . . ai ≥ 1.

In both cases, let us define the sequence wθ by counting the number of repetitions of

the same symbol:

wθ := (a1, a2, a3, . . . ).

Note moreover that wθ only depends on `(θ), which in both cases is given by

`(θ) = 0. 0 . . . 0︸ ︷︷ ︸
a1−1

1 . . . 1︸ ︷︷ ︸
a2

0 . . . 0︸ ︷︷ ︸
a3

. . . ai ≥ 1.

Note that we have the following commutative diagram:

R/Z

D


`

// [0, 1]

T


// Σ

F





where F ((a1, a2, . . . )) = (a1 − 1, a2, . . . ) if a1 > 1, and F ((1, a2, . . . )) = (a2, . . . ).

If θc is the characteristic angle of a real hyperbolic component, we denote by wc the

string associated to the postcharacteristic leaf Lc = (D(θc), 1−D(θc)). For instance,

the airplane component has root θc = 3/7 = 0.011, so D(θc) = 1/7 = 0.001 and

wc = (2, 1).

10.1. Extremal strings. Let us now define the alternate lexicographic order on the

set of strings of positive integers. Let S = (a1, . . . , an) and T = (b1, . . . , bn) be two

finite strings of positive integers of equal length, and let k := min{i ≥ 1 : ai 6= bi}

the first different digit. We will say that S < T if k ≤ n and either

k is odd and ak > bk

or

k is even and ak < bk.
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For instance, in this order (2, 1) < (1, 2), and (2, 1) < (2, 3). The order can be

extended to an order on the set Σ := (N+)N of infinite strings of positive integers.

Namely, if S = (a1, a2, . . . ) and T = (b1, b2, . . . ) are two infinite strings, then S < T

if there exists some n ≥ 1 for which (a1, a2, . . . , an) < (b1, b2, . . . , bn). We will denote

as S the infinite periodic string (S, S, . . . ).

Note that as a consequence of our ordering we have, for two angles θ and θ′,

wθ < wθ′ ⇔ `(θ) > `(θ′)

and on the other hand, for two real c, c′ ∈ ∂M∩ R,

wc < wc′ ⇔ `(θc) < `(θ′c).

The following is a convenient criterion to compare periodic strings:

Lemma 10.1 ([CT], Lemma 2.12). Let S, T be finite strings of positive integers.

Then

(3) ST < TS ⇔ S < T .

In order to describe the real kneading sequences, we need the

Definition 10.2. A finite string of positive integers S is called extremal if

XY < YX

for every splitting S = XY where X, Y are nonempty strings.

For instance, the string (2, 1, 2) is extremal because (2, 1, 2) < (2, 2, 1) < (1, 2, 2).

Note that a string whose first digit is strictly larger than the others is always extremal.

Extremal strings are very useful because they parametrize purely periodic (i.e.

rational with odd denominator) parameter angles on the real axis:
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Lemma 10.3. A purely periodic angle θ ∈ [1/4, 3/4] belongs to the set R if and only

if there exists an extremal string S for which

wD(θ) = S.

Proof. Let θ ∈ [1/4, 1/2] be purely periodic for the doubling map. Then we can write

its expansion as

θ = 0.01a10a2 . . . 0an−1

with ai ≥ 1, and n even. Then x := `(D(θ)) = 0.0a1−11a2 . . . 1an0, and by Proposition

9.5 the angle θ belongs to R if and only if

T n(x) ≥ x for all n ≥ 0.

By writing out the binary expansion one finds out that this is equivalent to the

statement

0.0ak−11ak+1 . . . 1ak−10 ≥ 0.0a1−11a2 . . . 1an0 for all 1 ≤ k ≤ n

which in terms of strings reads

(ak, . . . , an, a1, . . . , ak−1) ≥ (a1, . . . , an) for all 1 ≤ k ≤ n.

The condition is clearly satisfied if S = (a1, . . . , an) is extremal. Conversely, if the

condition is satisfied then S must be of the form S = P k with P an extremal string.

�

10.2. Dominant strings. The order < is a total order on the strings of positive

integers of fixed given length; in order to be able to compare strings of different

lengths we define the partial order

S << T if ∃i ≤ min{|S|, |T |} s.t. Si1 < T i1
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where Si1 := (a1, . . . , ai) denotes the truncation of S to the first i characters. Let us

note that:

(1) if |S| = |T |, then S < T if and only if S << T ;

(2) if S, T, U are any strings, S << T ⇒ SU << T, S << TU ;

(3) If S << T , then S · z < T · w for any z, w ∈ (N+)N.

Definition 10.4. A finite string S of positive integers is called dominant if it has

even length and

XY << Y

for every splitting S = XY where X, Y are finite, nonempty strings.

Let us remark that every dominant string is extremal, while the converse is not

true. For instance, the strings (5, 2, 4, 3) and (5, 2, 4, 5) are both extremal, but the

first is dominant while the second is not. On the other hand, a string whose first

digit is strictly large than the others is always dominant (as a corollary, there exist

dominant strings of arbitrary length).

Definition 10.5. A real parameter c is dominant if there exists a dominant string

S such that

wc = S.

The airplane parameter θc = 0.011 is dominant because wc = (2, 1), and (2, 1) is

dominant. On the other hand, the period-doubling of the airplane (θc = 0.011100)

is not dominant because its associated sequence is (3), and dominant strings must

be of even length. In general, we will see that tuning always produces non-dominant

parameters.

However, the key result is that dominant parameters are dense in the set of non-

renormalizable angles:
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Proposition 10.6. Let θc ∈ [0, 1/2] be the characteristic angle of a real, non-

renormalizable parameter c, with c 6= −1. Then θc is limit point from below of

characteristic angles of dominant parameters.

Since the proof of the proposition is quite technical, it will be postponed to section

12.3.

11. A copy of the Hubbard tree inside parameter space

We saw that the set of rays which land on the real axis in parameter space also

land in the dynamical plane. In order to establish equality of dimensions, we would

like to prove the other inclusion. Unfortunately, in general there is no copy of Hc

inside Pc (for instance, is c is the basilica tuned with itself, then the Hubbard tree is a

countable set, while only two pairs of rays land in parameter space to the right of c).

However, outside of the baby Mandelbrot sets, one can indeed map the combinatorial

model for the Hubbard tree into the combinatorial model of parameter space:

Proposition 11.1. Given a non-renormalizable, real parameter c and another real

parameter c′ > c, there exists a piecewise linear map F : R/Z→ R/Z such that

F (Hc′) ⊆ Pc.

Proof. Let us denote ` := `(c) and `′ := `(c′) the lengths of the characteristic leaves.

Let us now choose a dominant parameter c′′ in between c and c′ and such that its

corresponding string wc′′ = S with S dominant, in such a way that S is a prefix of wc

and not a prefix of wc′ . Let us denote by `′′ := `(c′′) the length of the characteristic

leaf of c′′.

If S = (s1, s2, . . . , sn) (recall n must be even), let us define the dyadic number

s := 0.01s10s2 . . . 1sn−10sn
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and the “length” of S to be N := s1 + s2 + · · ·+ sn. Then, let us construct the map

(4) F (θ) :=

 s+ 1−θ
2N+1 if 0 ≤ θ < 1

2

(1− s) + θ
2N+1 if 1

2
≤ θ < 1

Let us now check that F maps [0, 1
2
) ∩Hc′ into Pc′′ ⊆ Pc (then the other half follows

by symmetry). In order to verify the claim, let us pick θ ∈ Hc′ , 0 < θ < 1
2
. We need

to check that φ := F (θ) satisfies:

(1) `(φ) ≤ `′′;

(2) T n(`(φ)) ≤ `(φ) ∀n ≥ 0.

(1) Since θ belongs to Hc′ , by Proposition 9.3 we have

`(θ) ≥ Lc′ ≥ Lc′′ .

Moreover, equation (4) implies

`(φ) = 2s+ 2−N(1− `(θ)/2)

while by the definition of s one has

`′′ = 2s+ 2−N(1− Lc′′/2)

hence combining with the previous inequality we get `(φ) ≤ `′′.

(2) If 1 ≤ n < N , then either T n(`(φ)) ≤ 1
2
< `(φ), or T n(`(φ)) is of the form

0.1sk0sk+1 . . . 0sn . . .

which is less than 0.1s10s2 . . . 1sn because of dominance. If instead n > N , T n(`(φ)) =

T n−N−1(`(θ)) ≤ `′, and `′ < `(φ) because `(φ) begins with 0.1s10s2 . . . 0sn , and S is

not a prefix of wθ′ . Finally, let θ̂ := max{θ, 1 − θ} and analyze the N th iterate: we
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have

TN(`(φ)) = θ̂ ≤ 2s+
θ̂

2N
= `(φ)

because θ̂ belongs to Hc′ ⊆ Hc′′ , and max{θ ∈ [0, 1] : θ ∈ Hc′′} = 2s/(1− 2−N). �

12. Renormalization and tuning

The Mandelbrot set has the remarkable property that near every point of its bound-

ary there are infinitely many copies of the whole M, called baby Mandelbrot sets. A

hyperbolic component W of the Mandelbrot set is a connected component of the inte-

rior ofM such that all c ∈ W , the orbit of the critical point is attracted to a periodic

cycle under iteration of fc.

Douady and Hubbard [DH] related the presence of baby copies ofM to renormal-

ization in the family of quadratic polynomials. More precisely, they associated to any

hyperbolic component W a tuning map ιW :M→M which maps the main cardioid

ofM to W , and such that the image of the wholeM under ιW is a baby copy ofM.

The tuning map can be described in terms of external angles in the following terms

[Do1]. Let W be a hyperbolic component, and η0, η1 the angles of the two external

rays which land on the root of W . Let η0 = 0.Σ0 and η1 = 0.Σ1 be the (purely

periodic) binary expansions of the two angles which land at the root of W . Let us

define the map τW : R/Z→ R/Z in the following way:

θ = 0.θ1θ2θ3 . . . 7→ τW (θ) = 0.Σθ1Σθ2Σθ3 . . .

where θ = 0.θ1θ2 . . . is the binary expansion of θ, and its image is given by substituting

the binary string Σ0 to every occurrence of 0 and Σ1 to every occurrence of 1.

Proposition 12.1 ([Do3], Proposition 7). The map τW has the property that, if θ is

a characteristic angle of the parameter c ∈ ∂M, then τW (θ) is a characteristic angle

of the parameter ιW (c).
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If W is a real hyperbolic component, then ιW preserves the real axis. The image

of the tuning operator is the tuning window Ω(W ) with

Ω(W ) := [ω(W ), α(W )]

where

α(W ) := 0.Σ0

ω(W ) := 0.Σ0Σ1.

The point α(W ) will be called the root of the tuning window. Overlapping tuning

windows are nested, and we call maximal tuning window a tuning window which is

not contained in any other tuning window.

Let us describe the behavior of Hausdorff dimension with respect to the tuning

operator:

Proposition 12.2. Let W be a hyperbolic component of period p with root r(W ),

and let c ∈M. Then we have the equalities

H.dim HτW (c) = max
{

H.dim Hr(W ),H.dim τW (Hc)
}

H.dim PτW (c) = max
{

H.dim Pr(W ),H.dim τW (Pc)
}
.

Moreover,

H.dim τW (Hc) =
1

p
H.dim Hc.

Proof. Let c′ := τW (c). The Julia set of fc′ is constructed by taking the Julia set of

fr(W ) and inserting a copy of the Julia set of fc inside every bounded Fatou component.

Hence in particular, the extended Hubbard tree of J(fc′) contains a topological copy

T1 of the extended Hubbard tree of fr(W ) which contains the critical value c′. The

set of angles which land on T1 are precisely the image τW (Hext
c ) via tuning of the

set Hext
c of angles which land on the extended Hubbard tree of Hc. Let θ ∈ Hc′ be

an angle whose ray lands on the Hubbard tree of fc′ . Then either θ also belongs to
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Hr(W ) or it lands on a small copy of the extended Hubbard tree of fr(W ), hence it

eventually maps to T1. Hence we have the inclusions

Hr(W ) ∪ τW (Hc) ⊆ Hc′ ⊆ Hr(W ) ∪
⋃
n≥0

D−n(τW (Hext
c ))

from which the claim follows, recalling that Hext
c \ {−β, β} ⊆

⋃
n≥0D

−n(Hc).

In parameter space, one notices that the set of rays landing on the vein v for c′

either land between 0 and r(W ), or between r(W ) and c′. In the latter case, they

land on the small copy of the Mandelbrot set with root r(W ), so they are in the

image of τW . Hence

Pc′ = Pr(W ) ∪ τW (Pc)

and the claim follows. The last claim follows by looking at the commutative diagram

Hc

D

�� τW
// τW (Hc).

Dp



Since τW is injective and continuous restricted to Hc (because Hc does not contain

dyadic rationals) we have by Proposition 5.3

htop(D,Hc) = htop(D
p, τW (Hc))

and, since Hc is forward invariant we can apply Proposition 5.5 and get

H.dim τW (Hc) =
htop(D

p, τW (Hc))

p log 2
=

1

p

htop(D,Hc)

log 2
=

1

p
H.dim Hc

from which the claim follows.

�

12.1. Scaling and continuity at the Feigenbaum point. Among all tuning oper-

ators is the operator τW where W is the basilica component of period 2 (the associated
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strings are Σ0 = 01, Σ1 = 10). We will denote this particular operator simply with

τ . The fixed point of τ is the external angle of the Feigenbaum point cFeig.

Let us explicitly compute the dimension at the Feigenbaum parameter. Indeed,

let c0 be the airplane parameter of angle θ0 = 3/7, and consider the sequence of

parameters of angles θn := τn(θ0) given by successive tuning.

The set Hc0 is given by all angles with binary sequences which do not contain 3

consecutive equal symbols, hence the Hausdorff dimension is easily computable (see

example 4 in the introduction):

H.dim Hθ0 = log2

√
5 + 1

2
.

Now, by repeated application of Proposition 12.2 we have

H.dim Hθn =
H.dim Hθ0

2n
.

Note that the angles θn converge from above to the Feigenbaum angle θF , also

H.dim HcFeig = 0; moreover, since θn is periodic of period 2n,

θn − θF � 2−2n

and together with

(5) H.dim Hθn − H.dim HθF =
H.dim Hθ0

2n

we have proved the

Proposition 12.3. For the Feigenbaum parameter cFeig we have

H.dim ScFeig = 0
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and moreover, the entropy function θ 7→ h(θ) is not Hölder-continuous at the Feigen-

baum point. Similarly, the dimension of the set of biaccessible angles for the Feigen-

baum parameter is 0.

Note that it also follows that the entropy h(c) := htop(fc, [−β, β]) as a function of

the parameter c has vertical tangent at c = cFeig, as shown in Figure 6. Indeed, if cn →

cFeig is the sequence of period doubling parameters converging to the Feigenbaum

point, it is a deep result [Ly2] that |cn − cFeig| � λ−n, where λ ∼= 4.6692 . . . is the

Feigenbaum constant; hence, by equation (5), we have

h(cn)− h(cFeig)

|cn − cFeig|
�
(
λ

2

)n
→∞.

12.2. Proof of Theorem 8.3. Let us now turn to the proof of equality of dimensions

between Hc and Pc. Recall we already established Pc ⊆ Hc, hence we are left with

proving that for all real parameters c ∈ ∂M∩ R,

H.dim Hc ≤ H.dim Pc.

By Proposition 12.3, the inequality holds for the Feigenbaum point and for all c >

cFeig. Moreover, by Proposition 11.1 and continuity of entropy ([MT], see also section

16), we have the inequality for any c ∈ ∂M∩ R which is non-renormalizable. Let

now τ be the tuning operator whose fixed point is the Feigenbaum point: since the

root of its tuning window is the basilica map which has zero entropy, by Proposition

12.2 we have, for each n ≥ 0 and each c ∈M,

(6) H.dim Hτn(c) = H.dim τn(Hc) H.dim Pτn(c) = H.dim τn(Pc).

Now, each renormalizable parameter c ∈ M ∩ (−2, cFeig) is either of the form

c = τn(c0) with c0 non-renormalizable, or c = τn(τW (c0)) with W a real hyperbolic
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component such that its root r(W ) is outside the baby Mandelbrot set determined

by the image of τ .

(1) In the first case we note that (since tuning operators behave well under the

operation of concatenation of binary strings), by applying the operator τn

to both sides of the inclusion of Proposition 11.1 we get for each c′ > c0 a

piecewise linear map F0 such that

F0(τn(Hc′)) ⊆ τn(Pc0)

hence, by continuity of entropy and of tuning operators,

H.dim Hc = sup
c′>c0

H.dim Hτn(c′) = H.dim τn(Hc′) ≤ H.dim τn(Pc0) = H.dim Pc.

(2) In the latter case c = τn(τW (c0)), by Proposition 12.2 we get

τn(PτW (c0)) = τn(Pr(W )) ∪ τn(τW (Pc0))

and since the period of W is larger than 2 we have the inequality

H.dim τn(τW (Pc0)) ≤ H.dim τn+1(Pc0) ≤ H.dim τn+1(R) ≤ τn(Pr(W ))

where in the last inequality we used the fact that the set of rays τ(R) land

to the right of the root r(W ). Thus we proved that

H.dim τn(PτW (c0)) = H.dim τn(Pr(W ))

and the same reasoning for Hc yields

H.dim τn(HτW (c0)) = H.dim τn(Hr(W )).

Finally, putting together the previous equalities with eq.(6) and applying

the case (1) to τn(r(W )) (recall r(W ) is non-renormalizable), we have the
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equalities

H.dim Pc = H.dim τn(PτW (c0)) = H.dim τn(Pr(W )) = H.dim Pτn(r(W )) =

= H.dim Hτn(r(W )) = H.dim τn(Hr(W )) = H.dim τn(HτW (c0)) = H.dim Hc.

12.3. Density of dominant parameters. In order to prove Proposition 10.6, we

will need the following definitions: given a string S, the set of its prefixes-suffixes is

PS(S) := {Y : Y is both a prefix and a suffix of S} =

= {Y : Y 6= ∅,∃ X,Z s.t. S = XY = Y Z}.

Note that an extremal string S of even length is dominant if and only if PS(S) is

empty. Moreover, let us define the set of residual suffixes as

RS(S) := {Z : S = Y Z, Y ∈ PS(S)}.

Proof of Proposition 10.6. By density of the roots of the maximal tuning windows in

the set of non-renormalizable angles, it is enough to prove that every θ ∈ (0, 1
2
) which

is root of a maximal tuning window, θ 6= 1/3, can be approximated from the right by

dominant points. Hence we can assume wθ = S, S an extremal string of even length,

and 1 is not a prefix of S. If S is dominant, a sequence of approximating dominant

parameters is given by the strings

Sn11, n ≥ 1.

The rest of the proof is by induction on |S|. If |S| = 2, then S itself is dominant

and we are in the previous case. If |S| > 2, either S is dominant and we are done, or

PS(S) 6= ∅ and also RS(S) 6= ∅. Let us choose Z? ∈ RS(S) such that

Z? := min{Z : Z ∈ RS(S)}
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and Y? ∈ PS(S) such that S = Y?Z?. Let α(Y?) be the root of the maximal tuning

window Y? belongs to. Then by Lemma 12.7, Z? > α(Y?), and by minimality

α(Y?) < Z ∀Z ∈ RS(S).

Now, since Y? has odd length and belongs to the window of root α(Y?), then one can

write α(Y?) = P with Y? << P , hence also S << P . Moreover,

|P | ≤ |Y?|+ 1 ≤ |S|

and actually |Y?| + 1 < |S| because otherwise the first digit of Y? would appear

twice at the beginning of S, contradicting the fact that S is extremal. Suppose now

α(Y?) 6= 1. Then |P | < |S| and by induction there exists γ = T such that T is

dominant,

α(Y?) < T < Z ∀Z ∈ RS(S)

and γ can also be chosen close enough to α(Y?) so that P is prefix of T , which implies

S << T.

By Lemma 12.5, SnTm is a dominant string for m large enough, of even length if

m is even, and arbitrarily close to S as n tends to infinity. If α(Y?) = 1, the string

Sn12m is also dominant for n, m large enough. �

Lemma 12.4. If S is an extremal string and Y ∈ PS(S), then Y is an extremal

string of odd length.

Proof. Suppose S = XY = Y Z. Then by extremality XY < YX, hence XY Y <

Y XY and, by substituting Y Z for XY , Y ZY < Y Y Z. If |Y | were even, it would

follow that ZY < Y Z, which contradicts the extremality of S = Y Z < ZY . Hence

|Y | is odd. Suppose now Y = AB, with A and B non-empty strings. Then S =

XAB < BXA. By considering the first k := |Y | characters on both sides of this
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equation, Y = AB = Sk1 ≤ (BXA)k1 = BA. If Y = AB = BA, then Y = P k for some

string P , hence by Lemma 10.1 we have PZP k−1 < P kZ = S, which contradicts the

extremality of S, hence AB < BA and Y is extremal. �

Lemma 12.5. Let S be an extremal string of even length, and T be a dominant

string. Suppose moreover that

(1) S << T ;

(2) T < Z ∀Z ∈ RS(S).

Then, for any n ≥ 1 and for m sufficiently large, SnTm is a dominant string.

Proof. Let us check that SnTm by checking all its splittings. We have four cases:

(1) From (1), we have

SnTm << T a, a ≥ 1

SnTm << SbTm, b < n.

(2) If S = XY , XY << YX by extremality, hence

SnTm << Y SbTm ∀b ≥ 1.

(3) Since T is dominant, T << U whenever T = QU , thus

SnTm << T << U.

(4) One is left to prove that SnTm << Y Tm whenever S = XY . If Y /∈ PS(S),

then XY << Y and the proof is complete. Otherwise, S = XY = Y Z,

|Y | ≡ 1 mod 2 by Lemma 12.4. Moreover, since Y Z < ZY , by a few repeated

applications of Lemma 10.1, we have ZSn−1 > Z, hence (2) implies T <

ZSn−1, and by Lemma 12.6 we have ZSn−1T > T , hence for m large enough

ZSn−1Tm >> Tm and then

SnTm << Y Tm.
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�

Lemma 12.6. Let Y , Z be finite strings of positive integers such that Y < Z. Then

ZY > Y .

Proof. By Lemma 10.1, for any k ≥ 0 we have

Y k < Z ⇒ Y kZ < ZY k

hence, by taking the limit as k → ∞, ZY ≥ Y . Equality cannot hold because

otherwise Y and Z have to be multiple of the same string, which contradicts the

strict inequality Y < Z. �

Lemma 12.7. Let θ be a non-renormalizable, real parameter angle such that wθ = S

and S is an extremal string of even length, and let Y ∈ PS(S), S = Y Z. Let φ the

parameter angle such that wφ = Y , and let Ω = [ω, α] be the maximal tuning window

which contains φ. Then if wα = S0, we have

Z > S0.

Proof. Since φ lies in the tuning window Ω, Y is a concatenation of the strings S0

and S1. As a consequence, Y S0 is also a concatenation of strings S0 and S1, so

Y S0 ≥ S1S0. Moreover, by Lemma 10.1, S < Y < S0. We now claim that

β := ZY > S0.

Indeed, suppose β ≤ S0; then, S = Y β ≥ Y S0 ≥ S1S0, which combined with the fact

that S < S0 implies θ lies in the tuning window Ω, contradicting the fact that θ is

non-renormalizable.

Now, suppose Z ≤ S0; then Z ≤ S0 ≤ ZY , which implies Z has to be prefix of S0,

hence Z = Sk0V with V prefix of S0, V 6= ∅ since |Z| is odd. If S0 6= (1, 1), then S0 is
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extremal and, by Lemma 10.1, Z = Sk0V > S0, contradiction. In the case S0 = (1, 1),

then Z must be just a sequence of 1’s of odd length, which forces S = 1, hence S

cannot be extremal. �
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13. The exceptional set for continued fractions

We will now start by constructing the exceptional set E for continued fractions.

Let S = (s1, . . . , sn) be a finite string of positive integers: we will use the notation

[S] := [s1, . . . , sn] =
1

s1 + 1

...+ 1
sn

.

Moreover, S will be the periodic infinite string SSS... and [S] the quadratic irra-

tional with purely periodic continued fraction [s1, . . . , sn]. The symbol |S| will denote

the length of the string S. We will denote the denominator of the rational number r

as den(r).

13.1. Pseudocenters. Let us start out by defining a useful tool in our analysis of

intervals defined by continued fractions.

Lemma 13.1. Let J = (α, β), α, β ∈ R, |α − β| < 1. Then there exists a unique

rational p/q ∈ J such that q = min{q′ ≥ 1 : p′/q′ ∈ J}.

Proof. Let d := min{q ≥ 1 : p/q ∈ J}. If d = 1 we are done. Let d > 1 and assume

by contradiction that c
d

and c+1
d

, both belong to J . Then there exists k ∈ Z such

that k
d−1

< c
d
< c+1

d
< k+1

d−1
, hence cd− c− 1 < kd < cd− c, which is a contradiction

since kd is an integer. �

Definition 13.2. The number p
q

which satisfies the properties of the previous lemma

will be called the pseudocenter of J .

Lemma 13.3. Let α, β ∈ (0, 1) be two irrational numbers with continued fraction

expansions β = [S, b0, b1, b2, . . . ] and α = [S, a0, a1, a2, . . . ], where S stands for a

finite string of positive integers. Assume b0 > a0. Then the pseudocenter of the

interval J with endpoints α and β is

r = [S, a0 + 1](= [S, a0, 1]).
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Proof. Suppose there exists s ∈ Q ∩ J with den(s) < den (r). Since s ∈ J , then

s = [0;S, s0, s1, . . . , sk] with a0 ≤ s0 ≤ b0 and k ≥ 0. The choice s0 ≥ a0 + 1 gives

rise to den(s) ≥ den(r), so s0 = a0. On the other hand, [S, a0] does not belong to the

interval, so k ≥ 1 and s1 ≥ 1, still implying den(s) ≥ den(r). �

13.2. Quadratic intervals.

Definition 13.4. Let 0 < a < 1 be a rational number with continued fraction expan-

sion

a = [a1, . . . , aN ] = [a1, . . . , aN − 1, 1], aN ≥ 2.

We define the quadratic interval Ia associated to a to be the open interval with end-

points

(7) [a1, . . . , aN−1, aN ] and [a1, . . . , aN−1, aN − 1, 1].

Moreover, we define I1 := (
√

5−1
2
, 1] (recall that

√
5−1
2

= [1]).

The exceptional set E is defined as the complement of all quadratic intervals:

E := [0, 1] \
⋃

r∈Q∩(0,1]

Ir.

Note that the ordering of the endpoints in (7) depends on the parity of N : given

a ∈ Q, we will denote by A+ and A− the two strings of positive integers which

represent a as a continued fraction, with the convention that A+ is the string of even

length and A− the string of odd length, so that

Ia = ([A−], [A+]), a = [A+] = [A−].

Example

If a = 1
3

= [3] = [2, 1], [A+] = [2, 1], [A−] = [3], Ia = (
√

13−3
2

,
√

3−1
2

).

Note that a is the pseudocenter of Ia, hence by uniqueness Ia = Ia′ ⇔ a = a′.
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Lemma 13.5. Quadratic intervals satisfy the following properties:

(1) If ξ ∈ Ia, then a is a convergent to ξ.

(2) If Ia ∩ Ib 6= ∅, then either a is a convergent to b or b is a convergent to a.

(3) If Ia ( Ib then b is convergent to a, hence den(a) < den(b).

Proof. (1) Since ξ ∈ Ia, either ξ = [a1, . . . , aN , . . . ] or ξ = [a1, . . . , aN − 1, . . . ]. In

the first case the claim holds; in the second case one has to notice that neither

[a1, . . . , aN − 1] nor all elements of the form [a1, . . . , aN − 1, k, . . . ] with k ≥ 2 belong

to Ia, so k = 1 and a is a convergent of ξ.

(2) Fix ξ ∈ Ia∩ Ib. By the previous point, both a and b are convergents of ξ, hence

the rational with the shortest expansion is a convergent of the other.

(3) From (1) since a ∈ Ia ⊆ Ib. �

Definition 13.6. A quadratic interval Ia is maximal if it is not properly contained

in any Ib with b ∈ Q ∩ (0, 1].

The interest in maximal quadratic intervals lies in the

Proposition 13.7. Every quadratic interval Ia is contained in a unique maximal

quadratic interval.

A good way to visualize the family of quadratic intervals is to plot, for any rational

a, the geodesic γa on the hyperbolic upper half plane with the same endpoints as Ia,

as in Figure 2 in the introduction: one can see the maximal intervals corresponding

to the “highest” geodesics, in such a way that every γa has some maximal geodesic

(possibly itself) above it and no two maximal γa intersect.

The proof of Proposition 13.7 will be given in two lemmas:

Lemma 13.8. Every quadratic interval Ia is contained in some maximal quadratic

interval.
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Proof. If Ia were not contained in any maximal interval, then there would exist an

infinite chain Ia ( Ia1 ( Ia2 ( . . . of proper inclusions, hence by the lemma every ai is

a convergent of a, but rational numbers can only have a finite number of convergents.

�

Lemma 13.9. If Ia is maximal then for all a′ ∈ Q ∩ (0, 1)

Ia ∩ Ia′ 6= ∅ ⇒ Ia′ ⊂ Ia,

and equality holds iff a = a′. In particular, distinct maximal intervals do not intersect.

Proof. We need the following lemma, for the proof of which we refer to ([CT], section

4):

Lemma 13.10. If Ia ∩ Ib 6= ∅, Ia \ Ib 6= ∅ and Ib \ Ia 6= ∅, then either Ia or Ib is not

maximal.

Let now Ia0 be the maximal interval which contains Ia′ . Since Ia ∩ Ia0 6= ∅, by

Lemma 13.10 either Ia ⊆ Ia0 or Ia0 ⊆ Ia, hence by maximality Ia = Ia0 and Ia′ ⊆ Ia.

Since a is the pseudocenter of Ia, Ia = Ia′ ⇒ a = a′. �

13.3. The bisection algorithm. We will now describe an algorithmic way to pro-

duce all maximal intervals. This will also provide an alternative proof of the fact the

E has zero measure.

Let F be a family of disjoint open intervals which accumulate only at 0, i.e. such

that for every ε > 0 the set {J ∈ F : J ∩ [ε, 1] 6= ∅} is finite, and denote F =
⋃
J∈F J .

The complement (0, 1] \ F will then be a countable union of closed disjoint intervals

Cj, which we refer to as gaps. Note that some Cj may well be a single point. To any

gap which is not a single point we can associate its pseudocenter c ∈ Q as defined in

the previous sections, and moreover consider the interval Ic associated to this rational

value. The following proposition applies.
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Proposition 13.11. Let Ia and Ib be two maximal intervals such that the gap between

them is not a single point, and let c be the pseudocenter of the gap. Then Ic is a

maximal interval and it is disjoint from both Ia and Ib.

Proof. Pick Ic0 maximal such that Ic ⊆ Ic0 , so by Lemma 13.5 den(c0) ≤ den(c). On

the other hand, since maximal intervals do not intersect, then Ic0 is contained in the

gap and since c is pseudocenter, then den(c) ≤ den(c0) and equality holds only if

c = c0. �

The proposition implies that if we add to the family of maximal intervals F all

intervals which arise as gaps between adjacent intervals then we will get another

family of maximal (hence disjoint) intervals, and we can iterate the procedure.

For instance, let us start with the collection F1 := {I1/n, n ≥ 1}. All these intervals

are maximal, since the continued fraction of their pseudocenters has only one digit

(apply Lemma 13.5).

Let us now construct the families of intervals Fn recursively as follows:

Gn := {C connected component of (0, 1] \ Fn}

Fn+1 := Fn ∪ {Ir : r pseudocenter of C,C ∈ Gn, C not a single point}

(where Fn denotes the union of all intervals belonging to Fn).

It is thus clear that the union F∞ :=
⋃
Fn will be a countable family of maximal

intervals. The union of all elements of F∞ will be denoted by F∞; its complement

(the set of numbers which do not belong to any of the intervals produced by the

algorithm) has the following property:

Lemma 13.12. The set (0, 1) \ F∞ consists of irrational numbers of bounded type;

more precisely, the elements of ( 1
n+1

, 1
n
] \ F∞ have partial quotients bounded by n.

Proof. Let γ = [c1, c2, ..., cn, ...] /∈ F∞; we claim that ck ≤ c1 for all k ∈ N. Since

γ /∈ F∞, ∀n ≥ 1 we can choose Jn ∈ Gn such that γ ∈ Jn. Clearly, Jn+1 ⊆ Jn.
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Furthermore, γ cannot be contained in either I 1
c1

nor I 1
c1+1

, so all Jn are produced

by successive bisection of the gap ([c1, 1], [c1]), hence by Lemma 13.3 for every n, the

endpoints of Jn are quadratic irrationals with continued fraction expansion bounded

by c1. It may happen that there exists n0 such that Jn = {γ} ∀n ≥ n0, so γ is

an endpoint of Jn0 , hence it is irrational and c1-bounded. Otherwise, let pn/qn be

the pseudocenter of Jn; by uniqueness of the pseudocenter, diam Jn ≤ 2/qn, and

qn+1 > qn since Jn+1 ⊆ Jn. This implies γ cannot be rational, since the minimum

denominator of a rational sitting in Jn is qn → +∞. Moreover, diam Jn → 0, so

γ is limit point of endpoints of the Jn, which are c1-bounded, hence γ is also c1-

bounded. �

Proposition 13.13. The family F∞ is precisely the family of all maximal intervals;

hence F∞ = [0, 1] \ E.

Proof. If Ic a maximal interval does not belong to F∞, then its pseudocenter belongs

to the complement of F∞, but the previous lemma asserts that this set does not

contain any rational. �

Note that Proposition 13.13 and Lemma 13.12 imply that the exceptional set E

consists of numbers of bounded type, hence it has zero measure.

13.4. Maximal intervals and strings. In order to deal with strings representing

continued fractions, recall the total ordering on the space of finite strings of given

length (section 10): given two distinct finite strings S and T of equal length, let

l := min{i : Si 6= Ti}. We will set

S < T :=

 Sl < Tl if l ≡ 0 mod 2

Sl > Tl if l ≡ 1 mod 2.
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The exact same definition also gives a total ordering on the space of infinite strings.

Note that if S and T have equal length L ∈ N ∪ {∞},

S < T ⇔ [S] < [T ]

i.e. this ordering can be obtained by pulling back the order structure on R, via

identification of a string with the value of the corresponding continued fraction.

The set of pseudocenters of maximal quadratic intervals is a canonically defined

subset of Q ∩ (0, 1) and will be denoted by

QE := {r ∈ (0, 1) : Ir is maximal}.

Using the order on the set of strings, we can give an explicit characterization of the

continued fraction expansion of those rationals which are pseudocenters of maximal

intervals:

Proposition 13.14 ([CT], Proposition 4.5). A rational number r = [S] belongs to

QE if and only if, for any splitting S = AB of S into two strings A, B of positive

length, either

AB < BA

or A = B with |A| odd.

We shall sometimes refer to QE as the set of extremal rational values. Using the

criterion, for instance, one can check that [3, 2] belongs to QE (because (3, 2) < (2, 3)),

and so does [3, 3], while [2, 2, 1, 1] does not (indeed, (2, 1, 1, 2) < (2, 2, 1, 1)).

13.5. An alternative description. A striking feature of the exceptional set E is

that, even though it was defined in terms of quadratic intervals and bisection algo-

rithm, it has an equivalent characterization in terms of the dynamics of the Gauss

map G. Indeed, it coincides with the set of points which are closer to zero than all

their forward iterates:
70



Proposition 13.15. The set E can be described as

E = {x ∈ [0, 1] : Gk(x) ≥ x ∀k ∈ N}.

The proof is a simple consequence of Proposition 13.14: see [BCIT], Lemma 3.3.

We shall see that the set E arises in several contexts related to the dynamics

of continued fractions. In particular, it is the bifurcation set for the family of α-

continued fractions (see section 19) and for the set of numbers of generalized bounded

type (see section 14.4). We shall now see a third interpretation, related to Sturmian

sequences (and hence to geodesics on the flat torus).

13.6. The recurrence spectrum of Sturmian sequences. Let α ∈ R \ Q. A

Sturmian sequence of slope α is a binary sequence of the type

(8) Sα,β = bα(n+ 1) + βc − bαn+ βc or Sα,β = dα(n+ 1) + βe − dαn+ βe

where β is some other real value. Sturmian sequences have also a geometric inter-

pretation: they can be viewed as cutting sequences of half-lines on the plane with

respect to the integral lattice Z2.

Given a sequence X (finite or infinite) and a positive integer m, the set of m-factors

of X is the set of substrings of X of length m:

Fm(X) := {S = (xn+1, . . . , xn+m) : 0 ≤ n < |X| −m+ 1}.

The recurrence function of a binary sequence X ∈ {0, 1}N is the function RX : N →

N ∪ {+∞} defined by1

RX(n) := inf{m ∈ N : ∀S ∈ Fm(X), Fn(S) = Fn(X)}

1We follow the usual convention inf ∅ = +∞.
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while the recurrence quotient of X is the maximal linear growth rate of RX(n):

RX := lim sup
n→+∞

RX(n)

n
.

It is well-known that the recurrence quotient of a Sturmian sequence Sα,β depends

only on the continued fraction expansion of its slope α = [a0; a1, a2, ...]. In fact, the

following formula holds ([Cas], Corollary 1):

RSα,β = ρ(α) := 2 + lim sup
k→+∞

[ak; ak−1, ak−2, ..., a1].

So, if lim sup ak = N , then ρ(α) ∈ (N + 2, N + 3); if otherwise α has unbounded

partial quotients, then ρ(α) = +∞. The recurrence spectrum of Sturmian sequences

is defined by

RS := {ρ(α), α ∈ R \Q};

it follows immediately from ([Cas], Theorem 1) and Proposition 13.15 that we have

the following characterization of RS in terms of E :

RS =

{
2 +

1

x
: x ∈ E

}
.

14. The correspondence

In this section we will establish the isomorphism between the combinatorial bi-

furcation set R of the real quadratic family and the exceptional set E for continued

fractions, thus proving Theorem 1.1, and then draw consequences on the structure of

these sets.
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Let T, F,G denote respectively the tent map, the Farey map and the Gauss map,

given by2

T (x) :=


2x if 0 ≤ x < 1

2

2(1− x) if 1
2
≤ x ≤ 1

F (x) :=


x

1− x
if 0 ≤ x < 1

2

1− x
x

if 1
2
≤ x ≤ 1

and G(0) := 0, G(x) :=
{

1
x

}
, x 6= 0.

The action of F and T can be nicely illustrated with different symbolic codings of

numbers. Given x ∈ [0, 1] we can expand it in (at least) two ways: using a continued

fraction expansion, i.e.

x =
1

a1 +
1

a2 +
1

a3 +
1

. . .

≡ [a1, a2, a3, . . . ] , ai ∈ N

and a binary expansion, i.e.

x =
∑
i≥1

bi 2
−i ≡ 0.b1 b2 . . . , bi ∈ {0, 1}

The action of T on binary expansions is as follows: for ω ∈ {0, 1}N,

(9) T (0. 0ω) = 0. ω T (0. 1ω) = 0. ω̂

where ω̂ = ω̂1ω̂2 . . . and 0̂ = 1, 1̂ = 0. The actions of F and G are given by

F ([a1, a2, a3, . . . ]) = [a1 − 1, a2, a3, . . . ] if a1 > 1, while F ([1, a2, a3, ...]) = [a2, a3, ...],

and G([a1, a2, a3, . . . ]) = [a2, a3, . . . ]. As a matter of fact, the map G is obtained by

2Here bxc and {x} denote the integer and the fractional part of x, respectively, so that x = bxc+{x}.
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accelerating the dynamics of F :

(10) G(x) = F b1/xc(x) if x 6= 0.

Now, given x = [a1, a2, a3, . . . ], one may ask what is the number obtained by in-

terpreting the partial quotients ai as the lengths of successive blocks in the dyadic

expansion of a real number in [0, 1]; this defines Minkowski’s question mark function

? : [0, 1]→ [0, 1]

(11) ?(x) =
∑
k≥1

(−1)k−1 2−(a1+···+ak−1) = 0. 00 . . . 0︸ ︷︷ ︸
a1−1

11 . . . 1︸ ︷︷ ︸
a2

00 . . . 0︸ ︷︷ ︸
a3

· · ·

0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

(a) Tent map

0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

(b) Minkowski map

0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

(c) Farey map

Figure 9. The tent, Minkowski and Farey maps.

The question mark function ?(x) has the following properties (see [Sa]):

• it is strictly increasing from 0 to 1 and Hölder continuous of exponent β =

log 2

2 log
√
5+1
2

;

• x is rational iff ?(x) is of the form k/2s, with k and s integers;

• x is a quadratic irrational iff ?(x) is a (non-dyadic) rational;

• ?(x) is a singular function: its derivative vanishes Lebesgue-almost every-

where;

• it satisfies the functional equation ?(x)+?(1− x) = 1.
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14.1. From continued fractions to kneading sequences. We are now ready to

prove Theorem 1.1, namely that the map ϕ : [0, 1]→ [1
4
, 1

2
] given by

x = [a1, a2, a3, ...] 7→ ϕ(x) = 0.0 11 . . . 1︸ ︷︷ ︸
a1

00 . . . 0︸ ︷︷ ︸
a2

11 . . . 1︸ ︷︷ ︸
a3

. . .

is an orientation-reversing homeomorphism which takes E onto R∩
(
0, 1

2

]
.

Proof of Theorem 1.1. The key step is that Minkowski’s question mark function con-

jugates the Farey and tent maps, i.e.

(12) ?(F (x)) = T (?(x)) ∀x ∈ [0, 1].

Recall that by Proposition 9.5 the bifurcation set for the real quadratic family is

characterized as

R \ {0} = {θ ∈ R/Z : T n(`(D(θ))) ≥ `(D(θ)) ∀n ≥ 0}

while by Proposition 13.15

E = {x ∈ [0, 1] : F n(x) ≥ x ∀n ≥ 0}.

Hence, since the Minkowski map is a conjugacy, each θ ∈ R/Z belongs to R if and

only if

`(D(θ)) =?(x)

for some x ∈ E . The claim follows by writing out explicitly the question mark function

as in eq. (11). �

In the following subsections we will investigate a few consequences of such a cor-

respondence.
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14.2. Binary pseudocenters and real hyperbolic components. In section 13,

we described an algorithm which produces all connected components of the com-

plement of the exceptional set E by taking successive pseudocenters of nested gaps.

Using the correspondence of Theorem 1.1 we shall now describe an algorithm to pro-

duce all real hyperbolic components by successive bisections. The equivalent concept

to the pseudocenter of section 13.1 is the following:

Definition 14.1. The binary pseudocenter of a real interval [a, b] with |a − b| < 1

is the unique dyadic rational number θ∗ = p/2q with shortest binary expansion (i.e.

with smallest q) among all numbers in (a, b).

E.g., the pseudocenter of the interval [13
15
, 14

15
] is 7

8
= 0.111, since 13

15
= 0.1101 and

14
15

= 0.1110. As a consequence, the set of all real hyperbolic components can be

generated by a bisection algorithm:

Theorem 14.2. Let c1 < c2 be two real parameters on the boundary of M, with

external angles 0 ≤ θ2 < θ1 ≤ 1
2
. Let θ∗ be the pseudocenter of the interval [θ2, θ1],

and let

θ∗ = 0.s1s2 . . . sn−1sn

be its binary expansion, with sn = 1. Then the hyperbolic component of smallest

period in the interval [θ2, θ1] is the interval of external angles [α2, α1] with

α1 := 0.s1s2 . . . sn−1

α2 := 0.s1s2 . . . sn−1š1š2 . . . šn−1

where ši := 1− si.

Example

Suppose we want to find all hyperbolic components between the airplane parameter

(of period 3) and the basilica parameter (of period 2). The ray landing on the root
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of the airplane component has angle θ1 = 3
7
, while the ray landing immediately to

the left of the basilica has angle θ2 = 2
5
. Let us apply the algorithm:

θ2 = 2
5

= 0.011001100110 . . .

θ1 = 3
7

= 0.011011011011 . . .

θ∗ = 0.01101

hence α1 = 0.0110 = 2
5

and α2 = 0.01101001 = 7
17

and we get the component of period

4 which is the doubling of the basilica. Note we do not always get the doubling of

the previous component; indeed, the next step is

θ2 = 7
17

= 0.011010010110 . . .

θ1 = 3
7

= 0.011011011011 . . .

θ∗ = 0.011011

hence α1 = 0.01101 and we get a component of period 5. Iteration of the algo-

rithm eventually produces all hyperbolic components. We conjecture that a similar

algorithm holds in every vein.

Proof of Theorem 14.2. The algorithm is a translation, via the correspondence ϕ, of

the bisection algorithm of Proposition 13.11, and it produces all connected compo-

nents of the complement of R, i.e. all real hyperbolic components by Proposition

13.13. �

14.3. Measure and dimension. We now prove that the bifurcation sets E and

R both have zero Lebesgue measure and their Hausdorff dimension is equal to 1,

establishing Theorem 1.5.
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Proof of Theorem 1.5. Let us recall the dynamical characterization of E (Proposition

13.15):

E = {x ∈ [0, 1] : Gn(x) ≥ x ∀n ≥ 0}.

Let us now fix t > 0. If x ∈ E ∩ [t, 1], we have by the above characterization that

Gn(x) ≥ x ≥ t

for all n ≥ 0, hence the orbit of any element of E ∩ [t, 1] never enters the interval

[0, t), so by ergodicity of the Gauss map the set E ∩ [t, 1] has measure zero. The exact

same argument, replacing the Gauss map with the tent map, which is also ergodic,

gives the proof of the fact that R has measure zero.

In order to discuss the Hausdorff dimension of E , let us denote by BN the set

BN := {x = [a1, a2, . . . ] : 1 ≤ ak ≤ N ∀N ≥ 1}

of numbers with continued fraction bounded by N . Now fix N and note that, if

x = [N + 1, a1, a2, . . . ]

with all ak ≤ N , then we have the inequality

Gn(x) = [an, an+1, . . . ] ≥ minBN = [N, 1] > [N + 1, a1, . . . ] = x

so x belongs to E . This means the map FN(x) := 1/(N + 1 +x) is a bi-Lipschitz map

which maps BN into E , so

(13) FN(BN) ⊆ E

and

H.dim E ≥ H.dim BN
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for each N ; the fact that limN→∞H.dim BN = 1 yields the claim that the Hausdorff

dimension of E equals 1.

We can use our dictionary to obtain the analogous result for R; indeed, the equiv-

alent of BN is the set

CK := {x ∈ [0, 1/2] : x does not contain K + 1 consecutive equal digits}

where x is the binary expansion of x; if we then define the map

ΦK(x) :=
1

2
− x

2K+2

by using the correspondence of Theorem 1.1, the inclusion of eq. (13) becomes

ΦK(CK) ⊆ R

so R contains a Lipschitz copy of CK for every K. Now, the set CK is self-similar,

therefore its Hausdorff dimension can be computed by standard techniques (see [Fa],

Theorem 9.3). More precisely, if aK(n) is the number of binary sequences of n digits

whose first digit is 1 and do not contain K + 1 consecutive equal digits, one has the

following linear recurrence: 3

(14) aK(n+K) = aK(n+K − 1) + ...+ aK(n+ 1) + aK(n)

which implies that for any fixed integer K ≥ 2 the Hausdorff dimension of CK is

log2(λK), where λK is the only positive real root of the characteristic polynomial

PK(t) := tK − (tK−1 + ...+ t+ 1).

3Sequences satisfying this relation are known as multinacci sequences, being a generalization of the
usual Fibonacci sequence; the positive roots of their characteristic polynomials are Pisot numbers.
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Figure 10. Comparison between the set E and a horoball packing.

A simple estimate on the unique positive root of PK yields

H.dim R = lim
K→+∞

H.dim CK = 1.

�

Remark 14.3. The inclusion (13) can be interpreted geometrically by saying that for

every p
q
∈ QE ∩

(
1

N+1
, 1
N

)
B

(
p

q
,

1

(N + 2)q2

)
⊆ Ip/q ⊆ B

(
p

q
,

1

(N − 1)q2

)
where B(x, r) denotes the euclidean ball of center x and radius r. This means that in

any fixed subinterval ( 1
N+1

, 1
N

) the size of the geodesic over Ip/q is comparable to the

diameter of the horocycles ∂B(p
q

+ ı
Nq2

, 1
Nq2

) (which, for any fixed N , all lie in the

same SL2(Z)-orbit). The picture shows this comparison for N = 10.

14.4. Numbers of generalized bounded type and real Julia sets. We will now

see how the correspondence of Theorem 1.1 does not only induce an isomorphism

between bifurcation sets in parameter space, but it also induces a correspondence

between the combinatorial model of any real Julia set and certain sets of numbers with

bounded continued fraction. This will prove Theorem 1.4 stated in the introduction.
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Definition 14.4. For each t > 0, the set B(t) of numbers of type bounded by t is

the set

B(t) := {x ∈ [0, 1] : Gn(x) ≥ t ∀n ≥ 0}.

Note that if t = 1
N+1

, then B( 1
N+1

) is exactly the set BN of numbers whose continued

fraction expansion has all partial quotients ai bounded by N . Thus, the family

{B(t)}t>0 interpolates between the usual countable family of numbers of bounded

type.

Let us start by proving some elementary properties of the family B(t).

Lemma 14.5. The sets B(t) have the following properties:

(i) B(0) = [0, 1]; B(t) = ∅ if t > g =
√

5−1
2

, in fact t 7→ B(t) is monotone

decreasing;

(ii) B(t) is forward-invariant for the Gauss map G;

(iii) B(t) is closed and, if t > 0, with no interior and of zero Lebesgue measure;

(iv) the union
⋃
t>0 B(t) is the set of bounded type numbers;

(v)
⋂
t′<t B(t′) = B(t);

(vi) E = {t ∈ [0, 1] : t ∈ B(t)}.

Proof. Points (i), (ii), (iv), (v), (vi) are immediate by definition.

(iii) Let us consider the Farey map F : [0, 1]→ [0, 1]

F (x) :=


x

1−x if 0 ≤ x ≤ 1
2

1−x
x

if 1
2
< x ≤ 1

One can easily check that if x := [a1, a2, a3, ...] then F (x) = [a1 − 1, a2, a3, ...] if

a1 > 1 (while F (x) = [a2, a3, ...] in the case x := [1, a2, a3, ...]) and so it is clear that

for each x ∈ [0, 1]

inf
k≥1

Gk(x) = inf
k≥1

F k(x).
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Therefore one can write

(15) B(t) = {x ∈ [0, 1] : F k(x) ≥ t ∀k ∈ N}

which is closed by continuity of F . For t > 0, B(t) has no interior because it does

not contain any rational number, and it has measure zero by ergodicity of the Gauss

map. �

Given a family K(t) of compact sets, we define the bifurcation locus of K(t) to be

the set ot t for which the function

t 7→ K(t)

is not locally constant at t. We have the following

Proposition 14.6. The set E is the bifurcation locus of the family {B(t)}0≤t<1.

In order to prove the proposition and establish a few basic relations between B(t)

and E , let us define for each 0 ≤ t ≤ g the function

m(t) := minB(t).

We shall list some elementary properties of m.

Lemma 14.7. The function t 7→ m(t) is monotone increasing and

(i) For any 0 ≤ t ≤ g, m(t) ∈ E;

(ii) t ≤ m(t) ∀t ∈ [0, g];

(iii) t = m(t) ⇐⇒ t ∈ E;

(iv) the function m is left-continuous: m(t) = supt′<tm(t′) = limt′→t−m(t′);

(v) if (α, β) is a connected component of [0, g] \ E then

m(t) = β

B(t) = B(β)
∀t ∈ (α, β].
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Proof. (i): since m(t) ∈ B(t), Gn(m(t)) ≥ m(t), hence m(t) ∈ E . (ii): x ∈ B(t) ⇒

x ≥ t, hence m(t) ≥ t. (iii) is a consequence of Lemma 14.5-(vi):

t = m(t) ⇐⇒ t ∈ B(t) ⇐⇒ t ∈ E .

(iv) follows from Lemma 14.5-(v). (v): let us pick t such that α < t < β. Since (α, β)

is a connected component of [0, g] \ E we have β ∈ E and so β ∈ B(β) ⊂ B(t), and

β ≥ minB(t) = m(t).

On the other hand, since (α, β) ∩ E = ∅ and m(t) ∈ E ∩ [t, 1] it follows that

m(t) ≥ β.

We have thus proved that m(t) = β. Now, from (ii) and monotonicity, B(m(t)) ⊆

B(t). Moreover, if x ∈ B(t), by G-invariance Gn(x) ∈ B(t), hence Gn(x) ≥ m(t) and

x ∈ B(m(t)), hence B(t) = B(m(t)) = B(β). �

Note that from Lemma 14.7 it also follows that

m(t) = min(E ∩ [t, 1]).

Proof of Proposition 14.6. By Lemma 14.7-(v), the function t 7→ B(t) is locally con-

stant outside E . On the other hand, if t ∈ E , then t ∈ B(t) by definition, but t /∈ B(t′)

for any t′ > t, so t must belong to the bifurcation set. �

We finally turn to the isomorphism between set of numbers of bounded type and the

Hubbard trees of real Julia sets. Let us recall the statement of Theorem 1.4, namely

that there is an explicit isomorphism between the set Hc of angles of rays landing on

the Hubbard tree of fc (for c real), and the set B(t) of numbers of type bounded by t

when the characteristic angle of fc equals ϕ(t) (and ϕ is the isomorphism of Theorem

1.1).
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Proof of Theorem 1.4. Let c ∈ [−2, 1/4] be a real parameter on the boundary of the

Mandelbrot set with characteristic angle θc ∈ [0, 1/2]. By Proposition 9.3, the set of

angles landing on the Hubbard tree is given by

Hc = {θ ∈ S1 : T n(`(θ)) ≥ Lc ∀n ≥ 0}

with Lc := `(D(θc)). If we let x :=?−1(`(θ)) and t :=?−1(`(D(θc))), then we have, by

the conjugacy of eq. (12) and the characterization of B(t) in terms of the Farey map

(eq. (15)),

θ ∈ Hc ⇔ x ∈ B(t)

hence by following through the definition of ϕ we get

Hc ∩ [1/2, 1] = 2ϕ(B(t)).

Note that the “upper part” of Hc can be obtained by symmetry:

Hc ∩ [0, 1/2] = 1− 2ϕ(B(t)).

�
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15. The complex case

The result of Theorem 1.6 lends itself to a natural generalization for complex

quadratic polynomials, which we will now describe and then prove in the following

sections.

In the real case, we related the entropy of the restriction of fc on an invariant

interval to the Hausdorff dimension of a certain set of angles of external rays landing

on the real slice of the Mandelbrot set.

In the case of complex quadratic polynomials, the real axis is no longer invariant,

but we can replace it with the Hubbard tree (section 4) Tc. In particular, recall that

we defined the polynomial fc to be topologically finite if the Julia set is connected

and locally connected and the Hubbard tree is homeomorphic to a finite tree (see

Figure 11, left). We thus define the entropy htop(fc |Tc) of the restriction of fc to the

Hubbard tree, and we want to compare it to the Hausdorff dimension of some subset

of combinatorial parameter space.

Figure 11. To the left: the Hubbard tree of the complex polynomial
of period 4 and characteristic angles θ = 3/15, 4/15. To the right: the
vein joining the center of the main cardioid with the main antenna in
the 1/3-limb (θ = 1/4), and external rays landing on it.
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In parameter space, a generalization of the real slice is a vein: a vein v is an

embedded arc in M, joining a parameter c ∈ ∂M with the center of the main

cardioid. Given a vein v and a parameter c on v, we can define the set Pc as the set

of external angles of rays which land (at least combinatorially) on v closer than c to

the main cardioid:

Pc := {θ ∈ R/Z : R̂M(θ) intersects v ∩ [0, c]}

where [0, c] is the segment of vein joining c to the center of the main cardioid (see

Figure 11, right), and R̂M(θ) is the impression of the ray RM(θ).

In the p
q
-limb, there is a unique parameter cp/q such that the critical point lands on

the β fixed point after q iterates (i.e. f q(0) = β). The vein vp/q joining cp/q to c = 0

will be called the principal vein of angle p/q. Note that v1/2 is the real section ofM.

We can thus extend the result of Theorem 1.6 to principal veins:

Theorem 15.1. Let v = vp/q be principal vein in the Mandelbrot set, and c ∈ v∩∂M

a parameter along the vein. Then we have the equalities

htop(fc |Tc)
log 2

= H.dim Hc = H.dim Pc.

We conjecture that the previous equality holds along any vein v. Note that the

statement can be given in more symmetric terms in the following way. If one defines

for each A ⊆M,

ΘM(A) := {θ ∈ S1 : RM(θ) lands on A}

and similarly, for each A ⊆ J(fc),

Θc(A) := {θ ∈ S1 : Rc(θ) lands on A}
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then Theorem 15.1 is equivalent to the statement

H.dim Θc([0, c]) = H.dim ΘM([0, c]).

In the following sections we will develop in detail the tools needed to prove Theorem

15.1. In particular, in section 16 we prove continuity of entropy along principal veins

by developing a generalization of kneading theory to tree maps. Then (section 17)

we develop the combinatorial surgery map, which maps the combinatorial model of

real Hubbard trees to Hubbard trees along the vein. Finally (section 17.5), we use

the surgery to transfer the inclusion of Hubbard tree in parameter space of section

11 from the real vein to the other principal veins.

15.1. Veins. A vein in the Mandelbrot set is a continuous, injective arc inside M.

Branner and Douady [BD] showed that there exists a vein joining the parameter at

angle θ = 1/4 to the main cardiod ofM. In his thesis, J. Riedl [Ri] showed existence

of veins connecting any tip at a dyadic angle θ = p
2q

to the main cardioid. Another

proof of this fact is due to J. Kahn (see [Do2], Section V.4, and [Sch], Theorem 5.6).

Riedl also shows that the quasiconformal surgery preserves local connectivity of Julia

sets, hence by using the local connectivity of real Julia sets [LvS] one concludes that

all Julia sets of maps along the dyadic veins are locally connected ([Ri], Corollary

6.5) .

Let us now see how to define veins combinatorially just in terms of laminations.

Recall that the quadratic minor lamination QML is the union of all minor leaves of

all invariant laminations corresponding to all quadratic polynomials. The degenerate

leaf {0} is the natural root of QML. No other leaf of QML contains the angle 0 as

its endpoint. Given a rooted lamination, we define a partial order on the set of leaves

by saying that `1 < `2 if `1 separates `2 from the root.
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Definition 15.2. Let ` be a minor leaf. Then the combinatorial vein defined by ` is

the set

P (`) := {`′ ∈ QML : {0} < `′ ≤ `}

of leaves which separate ` from the root of the lamination.

15.2. Principal veins. Let p
q

be a rational number, with 0 < p < q and p, q coprime.

The p
q
-limb in the Mandelbrot set is the set of parameters which have rotation number

p
q

around the α fixed point. In each limb, there exists a unique parameter c = cp/q such

that the critical point maps to the β fixed point after exactly q steps, i.e. f qc (0) = β.

For instance, c1/2 = −2 is the Chebyshev polynomial. These parameters represent

the “highest antennas” in the limbs of the Mandelbrot set. The principal vein vp/q is

the vein joining cp/q to the main cardioid. We shall denote by τp/q the external angle

of the ray landing at cp/q in parameter space.

Proposition 15.3. Each parameter c ∈ vp/q is topologically finite, and the Hubbard

tree Tc is a q-pronged star. Moreover, the valence of any point x ∈ Tc is at most 2q.

Proof. Let τ be the point in the Julia set of fc where the ray at angle τp/q lands.

Since c ∈ [α, τ ], then f q−1(c) ∈ [α, β], hence by Lemma 4.4 the extended Hubbard

tree is a q-pronged star. The unique point with degree larger than 1 is the α fixed

point, which has degree q, so the second claim follows from Lemma 4.8. �

Note that, by using combinatorial veins, the statement of Theorem 15.1 can be

given in purely combinatorial form as follows. Given a set λ of leaves in the unit

disk, let us denote by H.dim λ the Hausdorff dimension of the set of endpoints of

(non-degenerate) leaves of λ. Moreover, if the leaf ` belongs to QML we shall denote

as λ(`) the invariant quadratic lamination which has ` as minor leaf. The statement

of the theorem then becomes that, for each ` ∈ P (τp/q), the following equality holds:

H.dim P (`) = H.dim λ(`).
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We conjecture that the same equality holds for every ` ∈ QML. In the following

sections we will develop the proof of Theorem 15.1.

16. Kneading theory for Hubbard trees

In this section we will analyze the symbolic dynamics of some continuous maps

of trees, in order to compute their entropy as zeros of some power series. As a

consequence, we will see that the entropy of Hubbard trees varies continuously along

principal veins. We will also look at the question of producing piecewise linear,

uniformly expanding models of tree maps. Our work is a generalization to tree

maps of Milnor and Thurston’s kneading theory [MT] for interval maps. The general

strategy is similar to [BdC], but our view is towards application to Hubbard trees.

16.1. Counting laps and entropy. Let f : T → T be a continuous map of a finite

tree T . We will assume f is a local homeomorphism onto its image except at one

point, which we call the critical point. At the critical point, the map is a branched

cover of degree 2. Let us moreover assume T is a rooted tree, i.e. it has a distinguished

end β. The choice of a root defines a partial ordering on the tree; namely, x < y if x

disconnects y from the root.

Let Cf be a finite set of points of T such that T \ Cf is a union of disjoint open

intervals Ik, and the map f is monotone on each Ik with respect to the above-

mentioned ordering. The critical point and the branch points of the tree are included

in Cf .

For each subtree J ⊆ T , the number of laps of the restriction of fn to J is defined

as `(fn |J) := #(J ∩
⋃n−1
i=0 f

−i(Cf )) + #Ends(J) − 1, in analogy with the real case.

Denote `(fn) := `(fn |T ). The growth number s of the map f : T → T is the

exponential growth rate of the number of laps:
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(16) s := lim
n→∞

n
√
`(fn).

Lemma 16.1 ([BdC], Lemma 4.1). The limit in eq. (16) exists, and it is related to

the topological entropy htop(f |T ) in the following way:

s = ehtop(f |T ).

The proof is the same as in the analogous result of Misiurewicz and Szlenk for

interval maps ([dMvS], Theorem II.7.2). In order to compute the entropy of f , let us

define the generating function

L(t) := 1 +
∞∑
n=1

`(fn)tn

where `(fn) is the number of laps of fn on all T . Moreover, for a, b ∈ T , let us denote

as `(fn |[a,b]) the number of laps of the restriction of fn to the interval [a, b]. Thus

we can construct for each x ∈ T the function

L(x, t) := 1 +
∞∑
n=1

`(fn |[β,x])t
n

and for each n we shall denote Ln,x := `(fn |[β,x]). Let us now relate the generating

function L to the kneading sequence.

Before doing so, let us introduce some notation; for x /∈ Cf , the sign ε(x) ∈

{±1} is defined according as to whether f preserves or reverses the orientation of a

neighbourhood of x. Finally, let us define

ηk(x) := ε(x) · · · ε(fk−1(x))
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for k ≥ 1, and η0(x) := 1. Moreover, let us introduce the notation

χk(x) :=

 1 if f(x) ∈ Ik

0 if f(x) /∈ Ik

and χ̂k(x) := 1− χk(x).

Let us now focus on the case when T is the Hubbard tree of a quadratic polynomial

along the principal vein vp/q. Then we can set Cf := {α, 0} the union of the α fixed

point and the critical point, so that

T \ Cf = I0 ∪ I1 ∪ · · · ∪ Iq

where the critical point separates I0 and I1, and the α fixed point separates I1, I2, . . . , Iq.

The dynamics is the following:

• f : Ik 7→ Ik+1 homeomorphically, for 1 ≤ k ≤ q − 1;

• f : Iq 7→ I0 ∪ I1 homeomorphically;

• f(I0) ⊆ I0 ∪ I1 ∪ I2.

We shall now write a formula to compute the entropy of f on the tree as a function

of the itinerary of the critical value.

Proposition 16.2. Suppose the critical point for f is not periodic. Then we have

the equality

L(c, t)

[
1− 2tΘ1(t) +

4t2

1 + t
Θ2(t)

]
= Θ3(t)

as formal power series, where

Θ1(t) :=
∞∑
k=0

ηk(c)χ̂0(fk(c))tk

Θ2(t) :=
∞∑
k=0

ηk(c)χ2(fk(c))tk
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depend only on the itinerary of the critical value c, and Θ3(t) is some power series with

real, non-negative, bounded coefficients. (Note that, in order to deal with the prefixed

case, we extend the definitions of ε, χ̂0 and χ2 by setting ε(α) = χ̂0(α) = χ2(α) = 1.)

Proof. We can compute the number of laps recursively. Let us suppose x ∈ T such

that fn(x) 6= 0 for all n ≥ 0. Then for n ≥ 2 we have the following formulas:

`(fn |[β,x]) =



`(fn−1 |[β,f(x)]) if x ∈ I0 ∪ {0}

−`(fn−1 |[β,f(x)]) + 2`(fn−1 |[β,c]) + 1 if x ∈ I1

`(fn−1 |[β,f(x)]) + 2`(fn−1 |[β,c])− 2`(fn−1 |[β,α]) if x ∈ I2 ∪ · · · ∪ Iq−1 ∪ {α}

−`(fn−1 |[β,f(x)]) + 2`(fn−1 |[β,c]) + 1 if x ∈ Iq

Now, recalling the notation Ln,x := `(fn |[β,x]), the previous formula can be rewritten

as

Ln,x = ε(x)Ln−1,f(x) + 2χ̂0(x)Ln−1,c − 2χ2(x)Ln−1,α +
1− ε(x)

2
.

Moreover, for n = 1 we have

L1,x = ε(x) + 2χ̂0(x) +
1− ε(x)

2
+R(x)

where

R(x) :=


1 if x ∈ Iq

−1 if x = α

0 otherwise.

Hence by multiplying every term by tn and summing up we get

L(x, t) = tε(x)L(f(x), t) + 2tχ̂0(x)L(c, t)− 2tχ2(x)L̃(α, t) + S(x, t)

with S(x, t) := 1−ε(x)
2

t
1−t + tR(x) + 1. If we now apply the formula to fk(x) and

multiply everything by ηk(x)tk we have for each k ≥ 0

ηk(x)tkL(fk(x), t)− ηk(x)ε(fk(x))tk+1L(fk+1(x), t) =
92



= 2tk+1ηk(x)χ̂0(fk(x))L(c, t)− 2tk+1ηk(x)χ2(fk(x))L̃(α, t) + ηk(x)tkS(fk(x), t)

so, by summing over all k ≥ 0, the left hand side is a telescopic series and we are left

with

(17) L(x, t) = 2tΘ1(x, t)L(c, t)− 2tΘ2(x, t)L̃(α, t) + Θ3(x, t)

where we used the notation L̃(x, t) :=
∑∞

n=1 `(f
n |[β,x])t

n and

Θ3(x, t) :=
∞∑
k=0

ηk(x)S(fk(x), t)tk = 1 +
∞∑
k=1

1 + ηk−1(x)(ε(fk−1(x)) + 2R(fk−1(x)))

2
tk

is a power series whose coefficients are all real and lie between 0 and 1. The claim

now follows by plugging in the value x = c in eq. (17), and using Lemma 16.3 to

write L̃(α, t) in terms of L(c, t).

�

Lemma 16.3. We have the following equalities of formal power series:

(1)

L̃(α, t) =
2tL(c, t)

1 + t

(2)

L(t)tq−1 =
(1− tq)L(c, t)

1 + t
+ P (t)

where P (t) is a polynomial.

Proof. (1) We can compute `(fn |[β,α]) recursively, since we have for n ≥ 2

`(fn |[β,α]) = 2`(fn−1 |[β,c])− `(fn−1 |[β,α])

while `(f |[β,α]) = 2, hence by multiplying each side by tn and summing over n we get

L̃(α, t) = 2tL(c, t)− tL̃(α, t)
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and the claim holds.

(2) If we let L[α,c](t) := 1 +
∑∞

n=1 `(f
n |[α,c])tn, we have by (1) that

L[α,c](t) =
(1− t)L(c, t)

1 + t
.

Now, since the Hubbard tree can be written as the union T =
⋃q−1
i=0 [α, f i(c)], for each

n ≥ 1 we have

`(fn |T ) =

q−1∑
i=0

`(fn |[α,f i(c)]) =

q−1∑
i=0

`(fn+i |[α,c])

hence multiplying both sides by tn+q−1 and summing over n we get

L(t)tq−1 = (1 + t+ · · ·+ tq−1)L[α,c](t) + P (t)

for some polynomial P (t). The claim follows by substituting L[α,c](t) using (1). �

Proposition 16.4. Let s be the growth number of the tree map f : T → T . If s > 1,

then the smallest positive, real zero of the function

∆(t) := 1 + t− 2t(1 + t)Θ1(t) + 4t2Θ2(t)

lies at t = 1
s
. If s = 1, then ∆(t) has no zeros inside the interval (0, 1).

Proof. Recall s := limn→∞
n
√
`(fn), so the convergence radius of the series L(t) is

precisely r = 1
s
. By Proposition 16.2,

L(c, t) =
Θ3(t)(1 + t)

∆(t)

can be continued to a meromorphic function in the unit disk, and by Lemma 16.3,

also L(t) can be continued to a meromorphic function in the unit disk, and the set

of poles of the two functions inside the unit disk coincide (note both power series

expansions begin with 1, hence they do not vanish at 0).
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Let us now assume s > 1. Then L(c, t) must have a pole on the circle |t| = 1
s
,

and since the coefficients of its power series are all positive, it must have a pole on

the positive real axis. This implies ∆(1/s) = 0. Moreover, since Θ3(t) has real non-

negative coefficients, it cannot vanish on the positive real axis, hence ∆(t) 6= 0 for

0 < t < 1/s.

If instead s = 1, L(c, t) is holomorphic on the disk, so for the same reason ∆(t)

cannot vanish inside the interval (0, 1). �

16.2. Continuity of entropy along veins.

Theorem 16.5. Let v = vp/q be the principal vein in the p/q-limb of the Mandel-

brot set. Then the entropy htop(fc |Tc) of fc restricted to its Hubbard tree depends

continuously, as c moves along the vein, on the angle of the external ray landing at

c.

Proof. Let ` ∈ P (τp/q) be the minor leaf associated to the parameter c ∈ ∂M,

` = (θ−, θ+). Since the entropy does not change under period doubling, we may

assume that c is not the period doubling of some other parameter along the vein;

thus, there exist {`n}n≥1 ⊆ P (τp/q) a sequence of leaves of QML which tends to `.

Since c ∈ ∂M, the orbit fnc (0) never goes back to 0, so we can apply Propositions

16.2 and 16.4. Thus we can write

(18) L(c, t) =
F (t)

∆(t)

and the entropy htop(fc |Tc) is then log s, where 1/s is the smallest real positive root of

∆(t). Finally note that both F (t) and L(c, t) have real non-negative coefficients, and

do not vanish at t = 0. The coefficients of ∆(t) and F (t) depend on the coefficients

of Θ1(t), Θ2(t) and Θ3(t), which in turn depend only on the itinerary of the angle θ−

with respect to the doubling map D and the partition given by the complement, in
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the unit circle, of the set

{θ1, . . . , θq, τp/q, τp/q + 1/2}

where θ1, . . . , θq are the angles of rays landing on the α fixed point. Let ∆n(t), Fn(t)

denote the functions ∆(t), F (t) of equation 18 relative to the parameter corresponding

to the leaf `n. If fnc (0) 6= α for all n ≥ 0, then Dn(θ−) always lies in the interior

of the partition, so if θ−n is sufficiently close to θ−, its itinerary will share a large

initial part with the itinerary of θ−, hence the power series for ∆(t) and ∆n(t) share

arbitrarily many initial coefficients and their coefficients are uniformly bounded, so

∆n(t) converges uniformly on compact subsets of the disk to ∆(t), and similarly

Fn(t) → F (t). Let us now suppose, possibly after passing to a subsequence, that

s−1
n → s−1

∗ . Then by uniform convergeence on compact subsets of D, s−1
∗ is either 1

or a real, non-negative root of ∆(t), so in either case

lim inf
n→∞

s−1
n ≥ s−1.

Now, if we have s−1
∗ < s−1, then by Rouché’s theorem ∆n must have a non-real

zero zn inside the disk of radius s−1
n with zn → s−1

∗ , hence by definition of sn and

equation 18 one also has Fn(zn) = 0, but since F has real coefficients then also its

conjugate zn is a zero of Fn, hence in the limit s−1
∗ is a real, non-negative zero of F

with multiplicity two, but this is a contradiction because the derivative F ′(t) also has

real, non-negative coefficients so it does not vanish on the interval [0, 1). This proves

the claim

lim
n→∞

s−1
n = s−1

and continuity of entropy follows.

Things get a bit more complicated when some iterate fnc (0) maps to the α fixed

point. In this case, the iterates of θ under the doubling map hit the boundary of

the partition, hence its itinerary is no longer stable under perturbation. However,
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a simple check proves that even in this case the coefficients for the function ∆n(t)

still converge to the coefficients of ∆(t). Indeed, if n is the smallest step k such that

fkc (c) = α, then for each k ≥ n we have ε(fkc (c)) = χ̂0(fkc (c)) = χ2(fkc (c)) = 1. On

the other hand, as θ−n tends to θ−, the itinerary of the critical value with respect to

the partition I0 ∪ I1 ∪ · · · ∪ Iq approaches a preperiodic cycle of period q, where the

period is either (I2, I2, . . . , I2, I3, I1) or (I1, I2, I2, . . . , I2, I3). In both cases one can

check by explicit computation that the coefficients in the power series expansion of

∆n(t) converge to the coefficients of ∆(t). �

16.3. Piecewise linear models. Let us now provide a complementary point of view

on the problem of finding the entropy of a tree map, by explicitly constructing a

semiconjugacy to a piecewise linear model. Since the results are not needed for the

rest of the proof of the main theorem, we will not give complete proofs. Suppose

there is a semiconjugacy χ of f onto a piecewise linear model φ : T ′ → T ′ acting on

a finite tree T ′ homeomorphic to T . That is, χ : T → T ′ is a continuous map such

that χ ◦ f = φ ◦ χ.

The tree T can be written as a finite union of intervals T =
⋃n
k=1 Ik on which f

is monotone. Each x ∈ T has a well-defined itinerary itin(x) ∈ {1, . . . , n}N obtained

by keeping track of which part of the tree the orbit of x visits:

itin(x) = {si}i≥0 si = k ⇔ f i(x) ∈ Ik.

Let us call kneading sequence the itinerary of the critical value. Similarly, the map

φ : T ′ → T ′ can be defined as a piecewise linear map with derivative of constant

absolute value λ. That is, we can write T ′ =
⋃n
k=1 Jk as a union of intervals with

Jk = χ(Ik), and on each Jk the dynamics has the form

φ|Jk(x) := εkλx+ ak
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with εk ∈ {±1} and ak ∈ R. This way, the points on T ′ can also be given an itinerary

with respect to the partition
⋃n
k=1 Jk. In order to construct the semiconjugacy, we

want to map x to the point x′ ∈ T ′ with the same itinerary, i.e. such that

itinf (x) = itinφ(x′).

The semiconjugacy maps x ∈ T to x′ = K(x, λ) given by the formula:

K(x, λ) = −
∞∑
k=1

as(k)εs(1) · · · εs(k)λ
−k

where {s(1), s(2), . . . , } is the itinerary of x.

The value of the entropy can be computed by imposing that the critical value

maps to the critical value. This yields an equation in λ which depends only on the

kneading sequence. The largest positive real solution λ ≥ 1 is the growth rate of f ,

i.e. λ = ehtop(f).

Example

Let f(z) be a quadratic polynomial along the principal vein in the 1/3-limb of the

Mandelbrot set (the vein constructed by Douady-Branner). Let us consider the tree

T obtained by joining the α fixed point with the tips at angles 1/4, 1/2 and 0. The

tree is a tripod, it is forward invariant in the sense that f(T ) ⊆ T and it contains

the Hubbard tree. Moreover, the entropy of the map restricted to T is the same as

the entropy of the restriction to the Hubbard tree.

The piecewise linear model is made of 4 pieces (labeled as 1, 2, 3, 4 in the picture

on the left).
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Figure 12. On the left: the combinatorics of the piecewise linear tree
model for f . On the right: the graph of the piecewise linear model,
represented as a (discontinuous) interval map.

By separating the identifications at the α fixed point, we get the following model

for the piecewise linear map φ (Figure 12, right):

φ(x) :=



λx+ 1 if 1
1−λ ≤ x ≤ 0

−λx+ 1 if 0 < x ≤ 1
1+λ

−λx+ λ2−λ+2
λ2−λ if 1

1+λ
< x ≤ λ2−λ+2

λ3−λ

λx+ λ2+3
1−λ2 if λ2−λ+2

λ3−λ < x ≤ λ2+λ+2
λ3−λ .

Otherwise said, the coefficients of φ are the following:

ε1 = +1 a1 = 1

ε2 = −1 a2 = 1

ε3 = −1 a3 = λ2−λ+2
λ2−λ

ε4 = +1 a4 = λ2+3
1−λ2 .

Since in our model the critical value has coordinate x = 1, then the entropy is given

by the equation

K(c, λ) = 1.
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Note that the kneading sequence can be computed in terms of external angles. Indeed,

given an external angle θ of a ray landing on the critical value c, the itinerary of c is

given by the itinerary of θ under the doubling map with respect to the partition:

P1 = [5/8, 1/8]

P2 = (1/8, 1/7] ∪ {2/7} ∪ [4/7, 5/8)

P3 = (1/7, 2/7)

P4 = (2/7, 4/7).

For instance, if the external angle of the critical point is 1/5, then its itinerary is

(3, 4, 1, 2) hence the image of the critical value is

K(c, λ) =
λ2−λ+2
λ2−λ λ−1 + λ2+3

1−λ2λ
−2 + λ−3 − λ−4

1− λ−4
= 1

hence once gets as a solution the growth rate λ ∼= 1.39534.

0.14 0.16 0.18 0.20 0.22 0.24
1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

Figure 13. A picture of the entropy along the Douady-Branner vein.

17. Combinatorial surgery

The goal of this section is to transfer the result about the real line to the principal

veins vp/q; in order to do so, we will define a surgery map (inspired by the construction

of Branner-Douady [BD] for the 1/3-limb) which carries the combinatorial principal

vein in the real limb to the combinatorial principal vein in the p/q-limb.
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Figure 14. The function K(θ, λ) as a function of the external angle
θ, for fixed λ = 1.39534. The restriction of K(θ, λ) to the set of angles
of rays landing on the tree is the semiconjugacy to the piecewise linear
model.

17.1. Orbit portraits. Let 0 < p < q, with p, q coprime. There exists a unique set

Cp/q of q points on the unit circle which is invariant for the doubling map D and such

that the restriction ofD on Cp/q preserves the cyclic order of the elements and acts as a

rotation of angle p/q. That is Cp/q = {x1, . . . , xq}, where 0 ≤ x1 < x2 < · · · < xq < 1

are such that D(xi) = xi+p (where the indices are computed mod q).

The p/q-limb in the Mandelbrot set is the set of parameters c for which the set of

angles of rays landing on the α fixed point in the dynamical plane for fc is precisely

Cp/q (for a reference, see [Mi1]). In Milnor’s terminology, the set Cp/q is an orbit

portrait : we shall call it the α portrait.

Given p/q, there are exactly two rays landing on the intersection of the p/q-limb

with the main cardioid: let us denote these two rays as θ0 and θ1. The angle θ0

can be found by computing the symbolic coding of the point p/q with respect to the

rotation of angle p/q on the circle and using the following partition:

A0 :=

(
0, 1− p

q

]
A1 :=

(
1− p

q
, 1

]
.

For instance, if p/q = 2/5, we have that the orbit is (2/5, 4/5, 1/5, 3/5, 0), hence the

itinerary is (0, 1, 0, 0, 1) and the angle is θ0 = 0.01001 = 9/31. The other angle θ1 is
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obtained by the same algorithm but using the partition:

A0 :=

[
0, 1− p

q

)
A1 :=

[
1− p

q
, 1

)
(hence if p/q = 2/5, we have the itinerary (0, 1, 0, 1, 0) and θ1 = 0.01010 = 10/31.)

Let us denote as Σ0 the first q − 1 binary digits of the expansion of θ0, and Σ1 the

first q − 1 digits of the expansion of θ1.

17.2. The surgery map. Branner and Douady [BD] constructed a continuous em-

bedding of the 1/2-limb of the Mandelbrot set into the 1/3-limb, by surgery in the

dynamical plane. The image of the real line under this surgery map is a continuous

arc inside the Mandelbrot set, joining the parameter at angle θ = 1/4 with the cusp

of M. Let us now describe, for each p/q-limb, the surgery map on a combinatorial

level.

In order to construct the surgery map, let us first define the following coding for

external angles: for each θ 6= 1
3
, 2

3
, we set

Ap/q(θ) :=



0 if 0 ≤ θ < 1
3

Σ0 if 1
3
< θ < 1

2

Σ1 if 1
2
≤ θ < 2

3

1 if 2
3
< θ < 1.

Then we can define the following map on the set of external angles:

Definition 17.1. Let 0 < p < q, with p, q coprime. The combinatorial surgery map

Ψp/q : R/Z→ R/Z is defined on the set of external angles as follows.

• If θ does not land on a preimage of the α fixed point (i.e. Dk(θ) 6= 1
3
, 2

3
for all

k ≥ 0), we define Ψp/q(θ) as the number with binary expansion

Ψp/q(θ) := 0.s1s2s3 . . . with sk := Ap/q(D
k(θ)).
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• Otherwise, let h be the smallest integer such that Dh(θ) ∈ {1
3
, 2

3
}. Then we

define

Ψp/q(θ) := 0.s1s2 . . . sh−1sh

with sk := Ap/q(D
k(θ)) for k < h and sh :=

 Σ01 if Dh(θ) = 1
3

Σ10 if Dh(θ) = 2
3
.

Intuitively, the surgery takes the Hubbard tree of a real map, which is a segment,

breaks it into two parts [c, α] and [α, f(c)] and maps them to two different branches

of a q-pronged star (see Figure 15).

Figure 15. The surgery map Ψ1/3. The original tree (left) is a seg-
ment, which gets “broken” at the α fixed point and a new branch is
added so as to form a tripod (right). External rays belonging to the
sectors P1, P2, P3, P4 are mapped to sectors Q1, Q2, Q3, Q4 respectively.

The image of 1/2 under Ψp/q is the external angle of the “tip of the highest antenna”

inside the p/q-limb and is denoted as τp/q := Ψp/q(1/2) = 0.Σ1.

Let us now fix a rotation number p/q and denote the surgery map Ψp/q simply as

Ψ.

Lemma 17.2. The map Ψ is strictly increasing (hence injective), in the sense that

if 0 ≤ θ < θ′ < 1, then 0 ≤ Ψ(θ) < Ψ(θ′) < 1.
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Proof. Let us consider the partitions P1 := [0, 1/3), P2 := [1/3, 1/2), P3 := [1/2, 2/3),

P4 := [2/3, 1) and Q1 := [0, 0.0Σ1), Q2 := [0.Σ01, 0.Σ1), Q3 := [0.Σ1, 0.Σ10), Q4 :=

[0.1Σ0, 1). It is elementary (even though a bit tedious) to check that the map Ψ

respects the partitions, in the sense that Ψ(Pi) ⊆ Qi for each i = 1, 2, 3, 4. Indeed,

we know

D(P1) ⊆ P1 ∪ P2 ∪ P3

D(P2) = P4

D(P3) = P1

D(P4) ⊆ P2 ∪ P3 ∪ P4

so the binary expansion of any element Ψ(θ) is represented by an infinite path in the

graph
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??��������
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��

Σ1

__@@@@@@@@

Let us now check for instance that Ψ(P1) ⊆ Q1. Indeed, if θ ∈ P1 then in the above

graph the coding of ϕ(θ) starts from 0 and hence by looking at the graph can be

either of the form

Ψ(θ) = 0.(0Σ1)k0nΣ0 · · · < 0.0Σ1 k ≥ 0, n ≥ 1

or

Ψ(θ) = 0.(0Σ1)k0nΣ1 · · · < 0.0Σ1 k ≥ 0, n ≥ 2

so in both cases 0 ≤ Ψ(θ) < 0.0Σ and the claim is proven.

Then, given 0 ≤ θ < θ′ < 1, let k the smallest integer such that Dk(θ) and Dk(θ′)

lie in two different elements of the partition
⋃
i Pi. Since the map Dk is increasing

and the preimage of 0 lies on the boundary of the partition, we have Dk(θ) ∈ Pi and
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Dk(θ′) ∈ Pj with i < j, so Ψ(Dk(θ)) < Ψ(Dk(θ′)) because the first one belongs to Qi

and the second one to Qj, hence we have

Ψ(θ) = 0.s1s2 . . . sk−1Ψ(Dk(θ)) < 0.s1s2 . . . sk−1Ψ(Dk(θ′)) = Ψ(θ′).

�

We can also define the map Ψ on the set of real leaves by defining the image of a leaf

to be the leaf joining the two images (if ` = (θ1, θ2), we set Ψ(`) := (Ψ(θ1),Ψ(θ2))).

From the previous lemma it follows monotonicity on the set of leaves:

Lemma 17.3. The surgery map Ψ = Ψp/q is strictly increasing on the set of leaves.

Indeed, if {0} ≤ `1 < `2 ≤ {1/2}, then {0} ≤ Ψ(`1) < Ψ(`2) ≤ {τp/q}.

Let us now denote by Θ0 := 0.1Σ0 and Θ1 := 0.0Σ1 the two preimages of θ0 and

θ1 which lie in the portrait Cp/q. Note that D(Θi) = θi for i = 0, 1.

17.3. Forbidden intervals. The leaves (θ0, θ1) and (Θ0,Θ1) divide the circle in three

parts. Let us denote by ∆0 the part containing 0, and as ∆1 the part containing τp/q.

Moreover, for 2 ≤ i ≤ q − 1, let us denote ∆i := Di−1(∆1). With this choice, the

intervals ∆0,∆1, . . . ,∆q−1 are the connected components of the complement of the α

portrait Cp/q.

Let us also denote by Ĉp/q := Cp/q+
1
2

the set of angles of rays landing on the preim-

age of the α fixed point, and ∆̂i := ∆i +
1
2

for 0 ≤ i ≤ q− 1, so that ∆̂0, ∆̂1, . . . , ∆̂q−1

are the connected components of the complement of Ĉp/q.

The forbidden interval Ip/q is then defined as

Ip/q :=

q−2⋃
i=1

∆̂i.
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Figure 16. Left: the α fixed portrait Cp/q when p/q = 2/5, with

the complementary intervals ∆i. Right: The portraits Cp/q and Ĉp/q,
with the Hubbard tree drawn as dual to the lamination. The numbers
indicate the position of the iterates of the critical value.

The name “forbidden interval” arises from the fact that this interval is avoided by

the trajectory of an angle landing on the Hubbard tree of some parameter on the

vein vp/q. Indeed, the following characterization is true:

Proposition 17.4. Let ` ∈ P (τp/q) be the characteristic leaf of a parameter c on the

principal vein vp/q, with ` = (θ−, θ+), and let J := (Dq−1(θ−), Dq−1(θ+)) the interval

delimited by Dq−1(`) and containing 0. Then the set of rays landing on the Hubbard

tree of c is characterized as

Hc := {θ ∈ S1 : Dn(θ) /∈ Ip/q ∪ J ∀n ≥ 0}.

Proof. It follows from the description of Hc in Proposition 9.3 together with the fact

that the Hubbard tree is a q-pronged star. �

The explicit characterization also immediately implies that the sets Hc are increas-

ing along principal veins:
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Proposition 17.5. Let ` < `′ be the characteristic leaves of parameters c, c′ which

belong to the principal vein vp/q.

(1) Then we have the inclusion

Hc ⊆ Hc′ ;

(2) if Tc and Tc′ are the respective Hubbard trees, we have

htop(fc |Tc) ≤ htop(fc |Tc′ ).

Proof. (1) Let J be the interval containing 0 delimited by Dq−1(`), and J ′ the interval

delimited by Dq−1(`′). Since ` < `′ < {τp/q}, one has {0} < Dq−1(`′) < Dq−1(`), so

J ′ ⊆ J . If θ ∈ Hc, then by Proposition 17.4 its orbit avoids Ip/q ∪ J , hence it also

avoids Ip/q ∪ J ′ so it must belong to Hc′ .

(2) From (1) and Theorem 7.1,

htop(fc |Tc) = H.dim Hc · log 2 ≤ H.dim Hc′ · log 2 = htop(fc′ |Tc′ ).

�

Monotonicity of entropy along arbitrary veins is proven, for postcritically finite

parameters, in Tao Li’s thesis [TaoL]. Recently, a very elegant argument for mono-

tonicity along veins without the restriction to postcritically finite parameters was

found by Tan Lei.

17.4. Surgery in the dynamical and parameter planes. The usefulness of the

surgery map comes from the fact that it maps the real vein in parameter space to

the other principal veins, and also the Hubbard trees of parameters along the real

vein to Hubbard trees along the principal veins. As we will see in this subsection,

the correspondence is almost bijective.
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Let Z denote the set of angles which never map to the endpoints of fixed leaf

`0 = (1/3, 2/3):

Z := {θ ∈ S1 : Dn(θ) 6= 1/3, 2/3 ∀n ≥ 0}.

Moreover, we denote by Ω the set of angles which never map to either the forbidden

interval Ip/q or the α portrait Cp/q:

Ω := {θ ∈ ∆0 ∪∆1 : Dn(θ) /∈ Ip/q ∪ Cp/q ∀n ≥ 0}.

It is easy to check the following

Lemma 17.6. The map Ψ is continuous on Z, and the image Ψ(Z) is contained in

Ω. Given θ ∈ Ω, let 0 = n0 < n1 < n2 < . . . be the return times of θ to ∆0 ∪ ∆1.

Then the map

Φ(θ) := 0.s0s1s2 . . . with sk =

 0 if Dnk(θ) ∈ [0,Θ1) ∪ (θ0, τp/q)

1 if Dnk(θ) ∈ [τp/q, θ1) ∪ (Θ0, 1)

defined on Ω is an inverse of Ψ, in the sense that Φ ◦Ψ(θ) = θ for all θ ∈ Z.

Proposition 17.7. The surgery map Ψ = Ψp/q maps the real combinatorial vein bi-

jectively onto the principal combinatorial vein P (τp/q) in the p/q-limb, up to a count-

able set of prefixed parameters; indeed, one has the inclusions

P (τp/q) \
⋃
n≥0

D−n(Cp/q) ⊆ Ψ(P (1/2)) ⊆ P (τp/q).

Proof. Let m ∈ P (1/2) be a minor leaf, and M1, M2 its major leaves. By the

criterion of Proposition 3.3, all the elements of the forward orbit of m have disjoint

interior, and their interior is also disjoint from m, M1 and M2, so the set of leaves

{Dn(m) : n ≥ 0} ∪ {M1,M2} (which may be finite or infinite) is totally ordered,

and they all lie between {0} and {1/2}. Indeed, they are all smaller than m, which
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is also the shortest leaf of the set. Now, by Lemma 17.3, the set

{Ψ(Dn(m)) : n ≥ 0} ∪ {Ψ(M1),Ψ(M2)}

is also totally ordered, and all its elements have disjoint interior and lie between

{0} and Ψ(m). Note that all leaves smaller than `0 := (1/3, 2/3) map under Ψ to

leaves smaller than (Θ0,Θ1), and all leaves larger than `0 map to leaves larger than

Ψ(`0) = (θ0, θ1). Note moreover that if a leaf L is larger than (θ0, θ1), then its length

increases under the first q − 1 iterates (i.e. until it comes back to ∆0):

`(Dk(L)) = 2k`(L) 0 ≤ k ≤ q − 1.

As a consequence, the shortest leaf in the set

S := {Dn(Ψ(m)) : n ≥ 0} ∪ {Ψ(M1),Ψ(M2)}

is Ψ(m), and its images all have disjoint interiors, hence by Proposition 3.3 we have

that Ψ(m) belongs to QML, and it is smaller than τp/q by monotonicity of Ψ. Con-

versely, any leaf ` of P (τp/q) whose endpoints never map to the fixed orbit portrait

Cp/q belongs to Ω, hence Ψ(`) is well-defined and, since Ψ preserves the ordering, it

belongs to P (1/2) by Proposition 3.3. �

Proposition 17.8. Let c ∈ [−2, 1/4] be a real parameter, with characteristic leaf

`, and let c′ be a parameter with characteristic leaf `′ = Ψ(`). Moreover, let us set

H̃c′ := Hc′ ∩ (∆0 ∪∆1) \
⋃
nD

−n(Cp/q). Then the inclusions

H̃c′ ⊆ Ψ(Hc) ⊆ Hc′

hold. As a consequence,

H.dim Ψ(Hc) = H.dim Hc′ .
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Proof. Let θ ∈ Hc and ` := (θ, 1 − θ) be its associated real leaf and let `c the

postcharacteristic leaf for fc. Let us first assume Dn(θ) 6= 1/3, 2/3 for all n. Then by

Lemma 17.6 Ψ(θ) lies in Ω, so its orbit always avoids Ip/q. Moreover, by Proposition

9.3

Dn(`) ≥ `c for all n ≥ 0.

Then, by monotonicity of the surgery map (Lemma 17.3)

Ψ(Dn(`)) ≥ Ψ(`c) for all n ≥ 0.

Moreover, given N ≥ 0 either

DN(Ψ(`)) /∈ ∆0 ∪∆1

or one can write

DN(Ψ(`)) = Ψ(Dn(`))

for some integer n, so the orbit of Ψ(θ) always avoids the interval delimited by the

leaf Ψ(`c), hence by Proposition 9.3 we have Ψ(θ) ∈ Hc′ . The case when Dn(θ) hits

{1/3, 2/3} is analogous, except that the leaf ` is eventually mapped to the leaf (θ0, θ1)

which belongs to the α portrait.

Conversely, let θ′ ∈ H̃c′ and `′ be its corresponding leaf. Then by Proposition 17.4

it never maps to Ip/q, so by Lemma 17.6 there exists θ ∈ Z such that θ′ = Ψ(θ). Let

` := (θ, 1 − θ) be its corresponding real leaf. Moreover, also by Proposition 17.4 all

iterates of `′ are larger than Ψ(`c), so by monotonicity of the surgery map all iterates

of ` are larger than `c, so, by Proposition 9.3, θ lies in Hc. The equality of dimensions

arises from the fact that for 2 ≤ i ≤ q − 1 one has

Hc′ ∩∆i = Dq−1(Hc′ ∩∆1)

and the doubling map preserves Hausdorff dimension. �

110



Finally, we need to check that the surgery map behaves well under renormalization.

Indeed we have the

Lemma 17.9. Let W be a real hyperbolic component, and Ψ the surgery map. Then

for each θ ∈ R,

Ψ(τW (θ)) = τΨ(W )(θ)

where Ψ(W ) is the hyperbolic component whose endpoints are the images via surgery

of the endpoints of W .

Proof. Let θ = 0.θ1θ2 . . . be the binary expansion of θ. Denote as θ− = 0.S0, θ+ =

0.S1 the angles of parameter rays landing at the root ofW , and as Θ− := Ψ(θ−) = 0.T0

and Θ+ := Ψ(θ+) = 0.T1 the angles landing at the root of Ψ(W ). Finally, let p := |S0|

denote the the period of W . Then τW (θ) has binary expansion

τW (θ) = 0.Sθ1Sθ2 . . .

By using the fact that either θ− ≤ θ+ < 1/3 or 2/3 < θ− ≤ θ+, one checks that for

each 0 ≤ k < p, the points

Dk(0.Sθ1Sθ2 . . . )

and

Dk(0.Sθ1)

lie in the same element of the partition
⋃4
i=1 Pi. As a consequence, by definition of

the surgery map Ψ, we get that

Ψ(τW (θ)) = 0.Tθ1Tθ2 . . .

and the claim follows.

�

17.5. Proof of Theorem 15.1.
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Definition 17.10. The set Dp/q of dominant parameters along vp/q is the image of

the set of (real) dominant parameters D under the surgery map:

Dp/q := Ψp/q(D).

We can now use the surgery map to transfer the inclusion of the Hubbard trees of

real maps in the real slice of the Mandelbrot set to an inclusion of the Hubbard trees

in the set of angles landing on the vein in parameter space.

Proposition 17.11. Let c ∈ vp/q be a parameter along the vein with non-renormalizable

combinatorics, and c′ another parameter along the vein which separates c from the

main cardioid (i.e. if ` and `′ are the characteristic leaves, `′ < ` ≤ {τp/q}). Then

there exists a piecewise linear map F : R/Z→ R/Z such that

F (H̃c′) ⊆ Pc.

Proof. Let θ ∈ [0, τp/q] be a characteristic angle for c. Let us first assume that the

forward orbit of θ never hits Cp/q. Then by Proposition 17.7 there exists an angle

θR ∈ [0, 1/2]∩R such that θ = Ψ(θR), and by Lemma 17.9 θR is not renormalizable.

Then, by Proposition 11.1, there exist a θ′R < θR arbitrarily close to θR (and by

continuity of Ψ we can choose it so that Ψ(θ′R) lands on the vein closer to c than c′)

and a piecewise linear map FR of the circle such that

(19) FR(Hθ′R
) ⊆ PθR .

We claim that the map F := Ψ ◦ FR ◦Ψ−1 satisfies the claim. Indeed, if ξ ∈ [0, 1/2)

recall that the map FR constructed in Proposition 11.1 has the form

FR(ξ) = s+ ξ · 2−N
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where s is a dyadic rational number andN is some positive integer. Thus, DN(FR(ξ)) =

ξ, so also

Ψ(ξ) = Ψ(DN(FR(ξ))) = DM(Ψ(FR(ξ)))

for some integer M . Thus we can write for ξ ∈ Hθ′R
∩ Z

Ψ(FR(ξ)) = t+ Ψ(ξ) · 2−M

where t is a dyadic rational number, and t and M only depend on s and the element

of the partition
⋃
Pi to which ξ belongs. Thus we have proven that F = Ψ◦FR ◦Ψ−1

is piecewise linear. Now, by Proposition 17.8, eq. (19), and Proposition 17.7 we have

the chain of inclusions

Ψ ◦ FR ◦Ψ−1(H̃c′) ⊆ Ψ ◦ FR(Hθ′R
) ⊆ Ψ(PθR) ⊆ Pc.

Finally, if the forward orbit of θ hits Cp/q, then by density one can find an angle

θ̃ ∈ (θ′, θ) such that its forward orbit does not hit Cp/q, and apply the previous

argument to the parameter c̃ with characteristic angle θ̃, thus getting the inclusion

F (H̃c′) ⊆ Pc̃ ⊆ Pc.

�

Proof of Theorem 15.1. Let c be a parameter along the vein vp/q. Then by Theorem

5.5

htop(fc |Tc)
log 2

= H.dim Hc.

We shall prove that the right hand side equals H.dim Pc. Now, since Pc ⊆ Hc, it is

immediate that

H.dim Pc ≤ H.dim Hc
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hence we just have to prove the converse inequality. Let us now assume c ∈ vp/q non-

renormalizable. Then by Proposition 17.11 for each c′ ∈ [0, c] we have the inclusion

F (H̃c′) ⊆ Pc

so, since F is linear hence it preserves Hausdorff dimension, we have

H.dim Hc′ = H.dim H̃c′ ≤ H.dim Pc

and as a consequence

H.dim Pc ≥ sup
c′∈[0,c]

H.dim Hc′

where [0, c] is the segment of the vein vp/q joining 0 with c. Now by continuity of

entropy (Theorem 16.5)

sup
c′∈[0,c]

H.dim Hc′ = H.dim Hc

hence the claim is proven for all non-renormalizable parameters along the vein. Now,

the general case follows as in the proof of Theorem 8.3 by successively renormalizing

and using the formulas of Proposition 12.2. �

So far we have worked with the combinatorial model for the veins, which conjec-

turally coincide with the set of angles of rays which actually land on the vein. Finally,

the following proposition proves that the vein and its combinatorial model actually

have the same dimension, independently of the MLC conjecture.

Proposition 17.12. Let c ∈ vp/q ∩ ∂M and ` its characteristic leaf. Let

P c := {θ ∈ S1 : RM(θ) lands on v ∩ [0, c]}

be the set of angles of rays landing on the vein v closer than c to the main cardioid,

and

Pc := {θ ∈ S1 : θ is endpoint of some `′ ∈ QML, `′ ≤ `}
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its combinatorial model. Then the two sets have equal dimension:

H.dim P c = H.dim Pc.

Proof. Fix a principal vein vp/q, and let τW be the tuning operator relative to the

hyperbolic component of period q in vp/q; moreover, denote as τ the tuning operator

relative to the hyperbolic component of period 2. Let P fr
c the set of angles which

belong to the Pc with finitely renormalizable combinatorics; then Proposition 3.2

yields the inclusions

H.dim P fr
c ⊆ H.dim P c ⊆ H.dim Pc

hence to prove the proposition it is sufficient to prove the equality

H.dim P fr
c = H.dim Pc.

Let now cn := τW (τn(−2)) the tips of the chain of nested baby Mandelbrot sets which

converge to the Feigenbaum parameter in the p/q-limb, and let `n be the characteristic

leaf of cn. Then if H.dim Pc > 0, there exists a unique n ≥ 1 such that `n < ` ≤ `n−1,

hence by monotonicity and by Theorem 15.1 we know

H.dim Pc ≥ H.dim Pcn =
1

2nq
.

Now, each element of Pc is either of the form τW τ
n−1(c′) with c′ non-renormalizable,

or of the form τW (τn−1(τV (c′))) where V is some hyperbolic window of period larger

than 2. However, we know by Proposition 12.2 that the image of τW ◦ τn−1 ◦ τV has

Hausdorff dimension at most 1
q·2n−1·3 < H.dim Pc, hence one must have

H.dim Pc = H.dim {θ ∈ P c : θ = τW τ
n−1(θ′), θ′ non-renormalizable} ≤ H.dim P fr

c

which yields the claim. �
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Figure 17. Entropy of Hubbard trees as a function of the external
angle (by W. Thurston).

18. Further developments

18.1. Thurston’s point of view. The results of the thesis relate to recent work

of W. Thurston, who looked at the entropy of Hubbard trees as a function of the

external angle. Indeed, every external angle θ of the Mandelbrot set combinatorially

determines a lamination (see section 3) and the lamination determines an abstract

Hubbard tree, of which we can compute the entropy h(θ).

Thurston produced very interesting pictures, suggesting that the complexity of the

Mandelbrot set is encoded in the combinatorics of the Hubbard tree, and the variation

in entropy reflects the geometry of M.

In this sense, Theorems 1.6 and 1.8 contribute to this program: in fact, the entropy

grows as one goes further from the center ofM (see also [TaoL]), and our results make

precise the relationship between the increase in entropy and the increased hairiness

of the Mandelbrot set.

Bruin and Schleicher [BS] recently proved that entropy is continuous as a function

of the external angle.

Note that Thurston’s approach is in some sense dual to ours, since we look at the

variation of entropy along the veins, i.e. from “inside” the Mandelbrot set as opposed

to from “outside” as a function of the external angle.
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We point out that the idea of the pseudocenter described in the introduction (see

also sections 13 and 14) seems also to be fruitful to study the entropy of the Hubbard

tree as a function of the external angle: indeed, we conjecture that the maximum

of the entropy on any wake is achieved precisely at its pseudocenter. Let us denote

by h(θ) the entropy of the Hubbard tree corresponding to the parameter of external

angle θ.

Conjecture 18.1. Let θ1 < θ2 be two external angles whose rays RM(θ1), RM(θ2)

land on the same parameter in the boundary of the Mandelbrot set. Then the maxi-

mum of entropy on the interval [θ1, θ2] is attained at its pseudocenter:

max
θ∈[θ1,θ2]

h(θ) = h(θ∗)

where θ∗ is the pseudocenter of the interval [θ1, θ2].

The study of the entropy of Hubbard trees of polynomials is a very recent field, thus

many questions are completely open. In the following, we present a few observations.

18.2. Galois conjugates. If c is a postcritically finite parameter, then its Hubbard

tree is a finite tree and its dynamics can be encoded by a finite Markov chain. The

topological entropy is then just the leading eigenvalue of the transition matrix of

the Markov chain, and the characteristic polynomial of such a matrix also has other

roots. Hence, for each parameter one can consider the set of all Galois conjugates

of the entropy, and take the union all such sets over all possible postcritically finite

quadratic polynomials. Thurston started the exploration of such object and produced

the picture in Figure 18 [Th2].

Note that because of renormalization the picture is closed under taking nth-roots,

which immediately proves that the set accumulates on the unit circle. Also, by using

the entropy as a parameter, one can prove that the part of the picture outside the

unit disk is path-connected.
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Figure 18. Galois conjugates of entropies of real quadratic maps.

A similar construction can be done for arbitrary veins. Namely, given a vein v one

can consider all postcritically finite parameters on v, and construct the Markov chain

for each Hubbard tree and then plot the union of all the roots of the characteristic

polynomials. Here we show the pictures for the principal veins in the 1/3, 1/5 and

1/11-limbs (Figures 19, 20 and 21).

It would be very interesting to explain the fractal structure of such pictures, as well

as studying the examples which produce the Galois conjugates of smallest absolute

value.

18.3. A combinatorial bifurcation measure. The monotonicity statement in Tao

Li’s thesis allows us to define a transverse measure on the quadratic minor lamination

QML. Let `1 < `2 be two ordered leaves of QML, corresponding to two parameters

c1 and c2, and let γ be a tranverse arc connecting `1 and `2. Then one can assign the

measure of the arc γ to be the difference between the entropy of the two Hubbard
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Figure 19. Galois conjugates of entropies of maps along the vein v1/3.

Figure 20. Galois conjugates of entropies of maps along the vein v1/5.
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Figure 21. Galois conjugates of entropies of maps along the vein v1/11.

trees:

µ(γ) := h(fc2 |Tc2 )− h(fc1 |Tc1 ).

By Tao Li’s and our results, such a measure can be interpreted as a transverse bifur-

cation measure: in fact, as one crosses more and more leaves from the center of the

Mandelbrot set to the periphery, i.e. as the map fc undergoes more and more bifur-

cations, one picks up more and more measure. The measure can also be interpreted

as the derivative of the entropy in the direction transverse to the leaves: note also

that, since period doubling bifurcations do not change the entropy, µ is non-atomic.

The dual to the lamination is an R-tree, and the transverse measure µ defines

a metric on such a tree. By pushing it forward to the actual Mandelbrot set, one

endows the union of all veins in M with the structure of a metric R-tree. It would

be very interesting to analyze the properties of such transverse measure, and also

comparing it to the other existing notions of bifurcation measure.
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19. Dynamics of α-continued fractions

It is a well-known fact that the continued fraction expansion of a real number can

be analyzed in terms of the dynamics of the interval map G(x) := 1
x
−b 1

x
c, known as

the Gauss map. A generalization of this map is given by the family of α-continued

fraction transformations Tα, which will be the object of study of the present section.

For each α ∈ [0, 1], the map Tα : [α − 1, α]→ [α − 1, α] is defined as Tα(0) = 0 and,

for x 6= 0,

Tα(x) :=
1

|x|
− cα,x

where cα,x =
⌊

1
|x| + 1− α

⌋
is a positive integer.

-1.0 -0.5 0.0 0.5 1.0

-1.0

-0.5

0.0

0.5

1.0

-0.6 -0.4 -0.2 0.0 0.2
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-0.2

0.0

0.2

Figure 22. The graph of the α-continued fraction maps Tα. To the
left: the graphs of 1/|x| − c for c integer. Each value of α determines a
square of unit side length, which we take as the domain of Tα. To the
right: the graph of Tα for α = 3/10.

Each of these maps is associated to a different continued fraction expansion algo-

rithm, and the family Tα interpolates between maps associated to well-known expan-

sions: T1 = G is the usual Gauss map which generates regular continued fractions,

while T1/2 is associated to the continued fraction to the nearest integer, and T0 gener-

ates the by-excess continued fraction expansion. For more about α-continued fraction

expansions, their metric properties and their relations with other continued fraction
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expansions we refer to [Na], [Sc], [IK]. This family has also been studied in relation

to the Brjuno function [MMY], [MCM].

Every Tα has infinitely many branches, and, for α > 0, all branches are expansive

and Tα admits an invariant probability measure absolutely continuous with respect to

Lebesgue measure. Hence, each Tα has a finite measure-theoretic entropy h(α) with

respect to such invariant measure: the entropy of the map Tα is proportional to the

speed of convergence of the corresponding expansion algorithm (known as α-euclidean

algorithm) [BDV], and to the exponential growth rate of the partial quotients in the

α-expansion of typical values [NN].

Nakada [Na], who first investigated the properties of this family of continued frac-

tion algorithms, gave an explicit formula for h(α) for 1
2
≤ α ≤ 1, from which it is

evident that entropy displays a phase transition phenomenon when the parameter

equals the golden mean g :=
√

5−1
2

(see also Figure 23, left):

(20) h(α) =


π2

6 log(1+α)
for

√
5−1
2

< α ≤ 1

π2

6 log
√
5+1
2

for 1
2
≤ α ≤

√
5−1
2
.

Several authors have studied the behavior of the metric entropy of Tα as a function

of the parameter α ([Ca], [LM], [NN], [KSS]); in particular Luzzi and Marmi [LM]

first produced numerical evidence that the entropy is continuous, although it displays

many more (even if less evident) phase transition points and it is not monotone on

the interval [0, 1/2]. Subsequently, Nakada and Natsui [NN] identified a dynamical

condition that forces the entropy to be, at least locally, monotone: indeed, they noted

that for some parameters α, the orbits under Tα of α and α−1 collide after a number

of steps, i.e. there exist N,M such that:

(21) TN+1
α (α) = TM+1

α (α− 1)
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and they proved that, whenever the matching condition (21) holds, h(α) is monotone

on a neighbourhood of α. They also showed that h has mixed monotonic behavior

near the origin: namely, for every δ > 0, in the interval (0, δ) there are intervals on

which h(α) is monotone, others on which h(α) is increasing and others on which h(α)

is decreasing.

In [CT] it is proven that the set of parameters for which (21) holds actually has full

measure in parameter space. Moreover, such a set is the union of countably many

open intervals, called maximal quadratic intervals. Each maximal quadratic interval

Ir is labeled by a rational number r and can be thought of as a stability domain in

parameter space: indeed, the number of steps M,N it takes for the orbits to collide

is the same for each α ∈ Ir, and even the symbolic orbit of α and α − 1 up to the

collision is fixed (compare to mode-locking phenomena in the theory of circle maps).

For this reason, the complement of the union of all Ir is called the bifurcation set or

exceptional set E .

Numerical experiments [LM], [CMPT] show the entropy function h(α) displays self-

similar features: the main goal of this section is to prove such self-similar structure

by exploiting the self-similarity of the bifurcation set E .

The way to study the self-similar structure was suggested to us by the unexpected

isomorphism between E and the real slice of the boundary of the Mandelbrot set

(Theorem 1.1). In the family of quadratic polynomials, Douady and Hubbard [DH]

described the small copies of the Mandelbrot set which appear inside the large Man-

delbrot set as images of tuning operators : we define a similar family of operators

using the dictionary of section 14.

Our construction is the following: we associate, to each rational number r indexing

a maximal interval, a tuning map τr from the whole parameter space of α-continued

fraction transformations to a subset Wr, called tuning window. Note that τr also

maps the bifurcation set E into itself. A tuning window Wr is called neutral if the
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alternating sum of the partial quotients of r is zero. Let us define a plateau of a real-

valued function as a maximal, connected open set where the function is constant.

In the following sections we will prove Theorem 1.10 of the introduction, namely

that the function h is constant on every neutral tuning window Wr, and every plateau

of h is the interior of some neutral tuning window Wr. Even more precisely, we will

characterize the set of rational numbers r such that the interior of Wr is a plateau

(see Theorem 23.14). A particular case of the theorem is the following recent result

[KSS]:

h(α) =
π2

6 log(1 + g)
∀α ∈ [g2, g],

and (g2, g) is a plateau (i.e. h is not constant on [t, g] for any t < g2).

On non-neutral tuning windows, instead, entropy is non-constant and h reproduces,

on a smaller scale, its behavior on the whole parameter space [0, 1]. Let us reformulate

Theorem 1.11 of the introduction:

Theorem 19.1. If h is increasing on a maximal interval Ir, then the monotonicity

of h on the tuning window Wr reproduces the behavior on the interval [0, 1], but with

reversed sign: more precisely, if Ip is another maximal interval, then

(1) h is increasing on Iτr(p) iff it is decreasing on Ip;

(2) h is decreasing on Iτr(p) iff it is increasing on Ip;

(3) h is constant on Iτr(p) iff it is constant on Ip.

If, instead, h is decreasing on Ir, then the monotonicity of Ip and Iτr(p) is the same.

As a consequence, we can also completely classify the local monotonic behavior of

the entropy function α 7→ h(α):

Theorem 19.2. Let α be a parameter in the parameter space of α-continued fractions.

Then:

(1) if α /∈ E, then h is monotone on a neighbourhood of α;
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Figure 23. An illustration of Theorem 19.1 is given in the picture: on
the left, you see the whole parameter space [0, 1], and the graph of h.
Colored strips correspond to three maximal intervals. On the right, x

ranges on the tuning window W1/3 = [5−
√

3
22

,
√

3−1
2

) relative to r = 1/3.
Maximal intervals on the left are mapped via τr to maximal intervals
of the same color on the right. As prescribed by Theorem 19.1, the
monotonicity of h on corresponding intervals is reversed. Note that in
the white strips (even if barely visible on the right) there are infinitely
many maximal quadratic intervals.

(2) if α ∈ E, then either

(i) α is a phase transition: h is constant on the left of α and strictly mono-

tone (increasing or decreasing) on the right of α;

(ii) α lies in the interior of a neutral tuning window: then h is constant on

a neighbourhood of α;

(iii) otherwise, h has mixed monotonic behavior at α, i.e. in every neighbour-

hood of α there are infinitely many intervals on which h is increasing,

infinitely many on which it is decreasing and infinitely many on which it

is constant.

Note that all cases occur for infinitely many parameters: more precisely, (1) oc-

curs for a set of parameters of full Lebesgue measure; (2)(i) for a countable set of

parameters; (2)(ii) for a set of parameters whose Hausdorff dimension is positive, but

smaller than 1
2
; (2)(iii) for a set of parameters of Hausdorff dimension 1. Note also

that all phase transitions are of the form α = τr(g), i.e. they are tuned images of the

phase transition at α = g which is described by formula (20). The largest parameter
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for which (2)(iii) occurs is indeed α = g2, which is the left endpoint of the neutral

tuning window W1/2. Moreover, there is an explicit algorithm to decide, whenever α

is a quadratic irrational, which of these cases occurs.

20. Background and definitions

The continued fraction expansion of a number

x =
1

a1 + 1
a2+...

will be denoted by x = [a1, a2, . . . ], and the nth convergent of x will be denoted

by pn
qn

:= [a1, ..., an]. Often we will also use the compact notation x = [S] where

S = (a1, a2, . . . ) is the (finite or infinite) string of partial quotients of x.

If S is a finite string, its length will be denoted by |S|. A string A is a prefix of

S if there exists a (possibly empty) string B such that S = AB; A is a suffix of S if

there exists a (possibly empty) string B such that S = BA; A is a proper suffix of S

if there exists a non-empty string B such that S = BA.

20.1. Fractal sets defined by continued fractions. We can define an action of

the semigroup of finite strings (with the operation of concatenation) on the unit

interval. Indeed, for each S, we denote by S · x the number obtained by appending

the string S at the beginning of the continued fraction expansion of x; by convention

the empty string corresponds to the identity.

We shall also use the notation fS(x) := S · x; let us point out that the Gauss map

G(x) :=
{

1
x

}
acts as a shift on continued fraction expansions, hence fS is a right

inverse of G|S| (G|S| ◦ fS(x) = x). It is easy to check that concatenation of strings

corresponds to composition (ST ) · x = S · (T · x); moreover, the map fS is increasing

if |S| is even, decreasing if it is odd. It is not hard to see that fS is given by the
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formula

(22) fS(x) =
pn−1x+ pn
qn−1x+ qn

where pn
qn

= [a1, . . . , an] and pn−1

qn−1
= [a1, . . . , an−1]. The map fS is a contraction of the

unit interval: indeed, by taking the derivative in the previous formula and using the

relation qnpn−1 − pnqn−1 = (−1)n (see [IK]), f ′S(x) = (−1)n

(qn−1x+qn)2
, hence

(23)
1

4q(S)2
≤ |f ′S(x)| ≤ 1

q(S)2
∀x ∈ [0, 1]

where q(S) = qn is the denominator of the rational number whose continued fraction

expansion is S.

A common way of defining Cantor sets via continued fraction expansions is the

following:

Definition 20.1. Given a finite set A of finite strings of positive integers, the regular

Cantor set defined by A is the set

K(A) := {x = [W1,W2, . . . ] : Wi ∈ A ∀i ≥ 1}.

For instance, the case when the alphabet A consists of strings with a single digit

gives rise to sets of continued fractions with restricted digits [He].

An important geometric invariant associated to a fractal subset K of the real line

is its Hausdorff dimension H.dim K. In particular, a regular Cantor set is generated

by an iterated function system, and its dimension can be estimated in a standard way

(for basic properties about Hausdorff dimension we refer to Falconer’s book [Fa], in

particular Chapter 9).

Indeed, if the alphabet A = {S1, . . . , Sk} is not redundant (in the sense that no

Si is prefix of any Sj with i 6= j), the dimension of K(A) is bounded in terms of the
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smallest and largest contraction factors of the maps fW ([Fa], Proposition 9.6):

(24)
logN

− logm1

≤ H.dim K(A) ≤ logN

− logm2

where m1 := inf W∈A
x∈[0,1]

|f ′W (x)|, m2 := sup W∈A
x∈[0,1]

|f ′W (x)|, and N is the cardinality of A.

20.2. Maximal intervals and matching. Let us now relate the previous construc-

tion to the dynamics of α-continued fractions. The main result of [CT] is that for

all parameters α belonging to a maximal quadratic interval Ir, the orbits of α and

α − 1 under the α-continued fraction transformation Tα coincide after a finite num-

ber of steps, and this number of steps depends only on the usual continued fraction

expansion of the pseudocenter r:

Theorem 20.2 ([CT], Theorem 3.1). Let Ir be a maximal quadratic interval, and

r = [a1, . . . , an] with n even. Let

(25) N =
∑
i even

ai M =
∑
i odd

ai.

Then for all α ∈ Ir,

(26) TN+1
α (α) = TM+1

α (α− 1).

Equation (26) is called matching condition. Notice that N and M are the same

for all α which belong to the open interval Ir. Indeed, even more is true, namely the

symbolic orbits of α and α − 1 up to steps respectively N and M are constant over

all the interval Ir ([CT], Lemma 3.7). Thus we can regard each maximal quadratic

interval as a stability domain for the family of α-continued fraction transformations,

and the complement E as the bifurcation locus.

One remarkable phenomenon, which was first discovered by Nakada and Natsui

([NN], Theorem 2), is that the matching condition locally determines the monotonic

behavior of h(α):
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Proposition 20.3 ([CT], Proposition 3.8). Let Ir be a maximal quadratic interval,

and let N,M be as in Theorem 20.2. Then:

(1) if N < M , the entropy h(α) is increasing for α ∈ Ir;

(2) if N = M it is constant on Ir;

(3) if N > M it is decreasing on Ir.

21. Tuning

Let us now define tuning operators acting on parameter space, inspired by the

analogy with complex dynamics. We will then see how such operators are responsible

for the self-similar structure of the entropy.

21.1. Tuning windows. Let r ∈ QE be the pseudocenter of the maximal interval

Ir = (α1, α0); if r = [S0] = [S1] are the even and odd expansions of r, then αi = [Si]

(i = 0, 1). Let us also set ω := [S1S0] and define the tuning window generated by r

as the interval

Wr := [ω, α0).

The value α0 will be called the root of the tuning window. For instance, if r = 1
2

=

[2] = [1, 1], then ω = [2, 1] = g2 and the root α0 = [1] = g.

The following proposition describes in more detail the structure of the tuning

windows: a value x belongs to B(ω) ∩ [ω, α0] if and only if its continued fraction is

an infinite concatenation of the strings S0, S1.

Proposition 21.1. Let r ∈ QE, and let Wr = [ω, α0). Then

B(ω) ∩ [ω, α0] = K(Σ)

where K(Σ) is the regular Cantor set on the alphabet Σ = {S0, S1}.
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For instance, if r = 1
2
, then W 1

2
= [g2, g), and B(g2) ∩ [g2, g] is the set of numbers

whose continued fraction expansion is an infinite concatenation of the strings S0 =

(1, 1) and S1 = (2).

21.2. Tuning operators. For each r ∈ QE we can define the tuning map τr : [0, 1]→

[0, r] as τr(0) = ω and

(27) τr([a1, a2, . . . ]) = [S1S
a1−1
0 S1S

a2−1
0 . . . ].

Note that this map is well-defined even on rational values (where the continued

fraction representation is not unique); for instance, τ1/3([3, 1]) = [3, 2, 1, 2, 1, 3] =

[3, 2, 1, 2, 1, 2, 1] = τ1/3([4]).

It will be sometimes useful to consider the action that τr induces on finite strings

of positive integers: with a slight abuse of notation we shall denote this action by the

same symbol τr.

Lemma 21.2. For each r ∈ QE, the map τr is strictly increasing (hence injective).

Moreover, τr is continuous at all irrational points, and discontinuous at every positive

rational number.

The first key feature of tuning operators is that they map the bifurcation set into

a small copy of itself:

Proposition 21.3. Let r ∈ QE. Then

(i) τr(E) = E ∩Wr, and τr is a homeomorphism of E onto E ∩Wr;

(ii) τr(QE) = QE ∩Wr \ {r}.

Let us moreover notice that tuning windows are nested:

Lemma 21.4. Let r, s ∈ QE. Then the following are equivalent:

(i) Wr ∩Ws 6= ∅ with r < s;
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(ii) r = τs(p) for some p ∈ QE;

(iii) Wr ⊆ Ws.

21.3. Proofs.

Proof of Lemma 21.2. Let us first prove that τr preserves the order between irrational

numbers. Pick α, β ∈ (0, 1) \Q, α 6= β. Then

α := [P, a, a2, a3, ...], β := [P, b, b2, b3, ...]

where P is a finite string of positive integers (common prefix), and we may assume

also that a < b. Then

τr(α) := [τr(P ), S1, S
a−1
0 , S1, ...], τr(β) := [τr(P ), S1, S

b−1
0 , S1, ...].

Since |Sa−1
0 | is even and S1 << S0, we get Sa−1

0 S1 << Sb−1
0 S1, whence S1S

a−1
0 S1 >>

S1S
b−1
0 S1. Therefore, since |P | ≡ |τr(P )| mod 2, we get that either |P | is even,

α > β and τr(α) > τr(β), or |P | is odd , α < β and τr(α) < τr(β), so we are done.

The continuity of τr at irrational points follows from the fact that if β ∈ (0, 1) \ Q

and x is close to β then the continued fraction expansions of x and β have a long

common prefix, and, by definition of τr, then their images will also have a long prefix

in common, and will therefore be close to each other. Finally, let us check that the

function is increasing at each rational number c > 0. This follows from the property:

(28) sup
α∈R\Q
α<c

τr(α) < τr(c) < inf
α∈R\Q
α>c

τr(α).

Let us prove the left-hand side inequality of (28) (the right-hand side one has essen-

tially the same proof). Suppose c = [S], with |S| ≡ 1 mod 2. Then every irrational

α < c has an expansion of the form α = [S,A] with A an infinite string. Hence

τr(α) = [τr(S), τr(A)], and it is not hard to check that sup τr(α) = [τr(S), S1, S0] <

[τr(S)] = τr(c). Discontinuity at positive rational points also follows from (28). �
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To prove Propositions 21.1 and 21.3 we first need some lemmas.

Lemma 21.5. Let r = [S0] = [S1] ∈ QE and y be an irrational number with continued

fraction expansion y = [B, S∗, . . . ], where B is a proper suffix of either S0 or S1, and

S∗ equal to either S0 or S1. Then y > [S1].

Proof. If B = (1) then there is hardly anything to prove (by Prop. 13.14, the first

digit of S1 is strictly greater than 1). If not, then one of the following is true:

(1) S0 = AB and A is a prefix of S1 as well;

(2) S1 = AB and A is a prefix of S0 as well.

By Proposition 13.14, in the first case we get that BA ≥ AB = S0 >> S1, while in

the latter BA >> AB = S1; so in both cases BA >> S1 and the claim follows. �

Lemma 21.6. Let r ∈ QE, and x, y ∈ [0, 1] \Q. Then

Gk(x) ≥ y ∀k ≥ 0

if and only if

Gk(τr(x)) ≥ τr(y) ∀k ≥ 0.

Proof. Since τr is increasing, Gk(x) ≥ y if and only if τr(G
k(x)) ≥ τr(y) if and only

if GNk(τr(x)) ≥ τr(y) for Nk = |S0|(a1 + · · ·+ ak) + (|S1| − |S0|)k.

On the other hand, if h is not of the form Nk, G
h(τr(x)) = [B, S∗, . . . ] with B a

proper suffix of either S0 or S1, and S∗ equal to either S0 or S1. By Lemma 21.5 it

follows immediately that

Gh(τr(x)) > [S1] ≥ τr(y).

�
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Proof of Proposition 21.1. Let us first prove that, if x ∈ B(ω)∩ [ω, α0] then x = S · y

with y ∈ B(ω) ∩ [ω, α0] and S ∈ {S0, S1}; then the inclusion

B(ω) ∩ [ω, α0] ⊂ K(Σ)

will follow by induction. If x ∈ B(ω) ∩ [ω, α0] then the following alternative holds

(x > r) x = S0 · y and S0 · y = x < α0 = S0 · α0, therefore y ≤ α0;

(x < r) x = S1 · y and S1 · y = x > ω = S1 · α0, therefore y ≤ α0;

Note that, since the map y 7→ S · y preserves or reverses the order depending on the

parity of |S|, in both cases we get to the same conclusion. Moreover, since B(ω) is

forward-invariant with respect to the Gauss map and x ∈ B(ω), then y = Gk(x) ∈

B(ω) as well, hence y ∈ B(ω) ∩ [ω, α0].

To prove the other inclusion, let us first remark that every x ∈ K(Σ) satisfies

ω ≤ x ≤ α0. Now, let k ∈ N; either Gk(x) ∈ K(Σ), and hence Gk(x) ≥ ω, or

Gk(x) = [B, S∗, ...] satisfies the hypotheses of Lemma 21.5, and hence we get that

y > [S1] > ω. Since Gk(x) ≥ ω holds for any k, then x ∈ B(ω). �

Proof of Proposition 21.3. (i) Recall the notation Wr = [ω, α0), and let v ∈ E ∩Wr.

By the inclusion of E ∩ [ω, 1] in B(ω) we have E ∩ Wr ⊆ B(ω) ∩ [ω, α0), hence,

by Proposition 21.1, v ∈ K(Σ). Moreover, v < r because E ∩ [r, α0) = ∅. As

a consequence, the continued fraction expansion of v is an infinite concatenation

of strings in the alphabet {S0, S1} starting with S1. Now, if the expansion of v

terminates with S0, then Gk(v) = ω for some k, hence v must coincide with ω =

[S1S0], so v = τr(0) and we are done. Otherwise, there exists some x ∈ [0, 1) such

that v = τr(x): then by Lemma 21.6 we get that

Gk(v) ≥ v ∀k ≥ 0⇒ Gk(x) ≥ x ∀k ≥ 0

which means x belongs to E .
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Viceversa, let us pick x := τr(v) with v ∈ E . By definition of τr, x ∈ Wr. Moreover,

since v belongs to E , Gn(v) ≥ v for any n, hence by Lemma 21.6 also τr(v) belongs

to E . The fact that τr is a homeomorphism follows from bijectivity and compactness.

(ii) Let p ∈ QE and Ip = (α1, α0) the maximal quadratic interval generated by p;

by point (i) above also the values βi := τr(αi), (i = 0, 1) belong to E ∩Wr. Since τr

is strictly increasing, no other point of E lies between β1 and β0, hence (β1, β0) = Is

for some s ∈ QE ∩ [ω, r). Since τr(p) is a convergent to both τr(α0) and τr(α1), then

τr(p) = s.

To prove the converse, pick s ∈ QE∩[ω, r) and denote Is = (β1, β0). Again by point

(i), βi := τr(αi) for some α0, α1 ∈ E , and (α1, α0) is a component of the complement of

E , hence there exists p ∈ QE such that Ip = (α1, α0). As a consequence, s = τr(p). �

Proof of Lemma 21.4. Let us denote Ws = [ω(s), α0(s)), Wr = [ω(r), α0(r)), Wp =

[ω(p), α0(p)). Suppose (i): then, since the closures of Wr and Ws are not disjoint,

ω(s) ≤ α0(r). Moreover, ω(s) ∈ E and E ∩ (r, α0(r)] = {α0(r)}, hence ω(s) ≤ r

because ω(s) cannot coincide with α0(r), not having a purely periodic continued

fraction expansion. Hence r ∈ Ws and, by Proposition 21.3, there exists p ∈ QE such

that r = τs(p).

Suppose now (ii). Then, since r = τs(p), also α0(r) = τs(α0(p)) ≤ s < α0(s), and

ω(r) = τs(ω(p)) ∈ Ws, which implies (iii).

(iii) ⇒ (i) is clear. �

22. Tuning and monotonicity of entropy: proof of Theorem 19.1

Definition 22.1. Let A = (a1, ..., an) be a string of positive integers. Then its

matching index JAK is the alternating sum of its digits:

(29) JAK :=
n∑
j=1

(−1)j+1aj.
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Moreover, if r = [S0] is a rational number between 0 and 1 and S0 is its continued

fraction expansion of even length, we define the matching index of r to be

JrK := JS0K.

The reason for this terminology is the following. Suppose r ∈ QE is the pseu-

docenter of the maximal quadratic interval Ir: then by Theorem 20.2, a matching

condition (26) holds, and by formula (25)

(30) JrK =
n∑
j=1

(−1)j+1aj = M −N

where r = [S0] and S0 = (a1, . . . , an). This means, by Proposition (20.3), that the

entropy function h(α) is increasing on Ir iff JrK > 0, decreasing on Ir iff JrK < 0, and

constant on Ir iff JrK = 0.

Lemma 22.2. Let r, p ∈ QE. Then

(31) Jτr(p)K = −JrKJpK.

Proof. The double bracket notation behaves well under concatenation, namely:

JABK :=

 JAK + JBK if |A| even

JAK− JBK if |A| odd.

Let p = [a1, ..., an] and r = [S0] be the continued fraction expansions of even length

of p, r ∈ QE; using the definition of τr we get

Jτr(p)K =
n∑
j=1

(−1)j+1 (JS1K− (aj − 1)JS0K)

and, since n = |A| is even, the right-hand side becomes JS0K
∑n

j=1(−1)jaj, whence

the thesis. �
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Definition 22.3. A quadratic interval Ir is called neutral if JrK = 0. Similarly, a

tuning window Wr is called neutral if JrK = 0.

As an example, the rational r = 1
2

= [2] = [1, 1] generates the neutral tuning

window W1/2 = [g2, g).

Proof of Theorem 19.1. Let Ir be a maximal quadratic interval over which the

entropy is increasing. Then, by Theorem 20.2 and Proposition 20.3, for α ∈ Ir, a

matching condition (26) holds, with M −N > 0. This implies by (30) that JrK > 0.

Let now Ip be another maximal quadratic interval. By Proposition 21.3 (ii), Iτr(p) is

also a maximal quadratic interval, and by Lemma 22.2

Jτr(p)K = −JrKJpK.

Since JrK > 0, then Jτr(p)K and JpK have opposite sign. In terms of the monotonicity

of entropy, this means the following:

(1) if the entropy is increasing on Ip, then by (30) JpK > 0, hence Jτr(p)K < 0,

which implies (again by (30)) that the entropy is decreasing on Iτr(p);

(2) if the entropy is decreasing on Ip, then JpK < 0, hence Jτr(p)K > 0 and the

entropy is increasing on Iτr(p);

(3) if the entropy is constant on Ip, then JpK = 0, hence Jτr(p)K = 0 and the

entropy is constant on Iτr(p).

If, instead, the entropy is decreasing on Ir, then JrK > 0, hence Jτr(p)K and JpK have

the same sign, which similarly to the previous case implies that the monotonicity of

entropy on Ip and Iτr(p) is the same. �

Remark 22.4. The same argument as in the proof of Theorem 19.1 shows that, if

r ∈ QE with JrK = 0, then the entropy on Iτr(p) is constant for each p ∈ QE (no

matter what the monotonicity is on Ip).
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23. Plateaux: proof of Theorem 1.10

The goal of this section is to prove Theorem 23.14, which characterizes the plateaux

of the entropy and has as a consequence Theorem 1.10 in the introduction. Mean-

while, we introduce the set of untuned parameters and dominant parameters.

23.1. The importance of being Hölder. The first step in the proof of Theorem

1.10 is proving that the entropy function h(α) is indeed constant on neutral tuning

windows:

Proposition 23.1. Let r ∈ QE generate a neutral maximal interval, i.e. JrK = 0.

Then the entropy function h(α) is constant on Wr.

By Remark 22.4, we already know that the entropy is locally constant on all con-

nected components of Wr \ E , which has full measure in Wr. However, since Wr ∩ E

has, in general, positive Hausdorff dimension, in order to prove that the entropy is

actually constant on the whole Wr one needs to exclude a devil staircase behavior.

We shall exploit the following criterion:

Lemma 23.2. Let f : I → R be a Hölder-continuous function of exponent η ∈ (0, 1),

and assume that there exists a closed set C ⊆ I such that f is locally constant at all

x /∈ C. Suppose moreover H.dim C < η. Then f is constant on I.

Proof. Suppose f is not constant: then by continuity f(I) is an interval with non-

empty interior, hence H.dim f(I) = 1. On the other hand, we know f is constant on

the connected components of I \ C, so we get f(I) = f(C), whence

H.dim f(C) = H.dim f(I) = 1.

But, since f is η-Hölder continuous, we also get (e.g. by [Fa], Proposition 2.3)

H.dim f(C) ≤ H.dim C

η
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and thus η ≤ H.dim C, contradiction. �

Let us know check the hypotheses of Lemma 23.2 are met in our case; the first one

is given by the following

Theorem 23.3 ([Ti]). For all fixed 0 < η < 1/2, the function α 7→ h(α) is locally

Hölder-continuous of exponent η on (0, 1].

We are now left with checking that the Hausdorff dimension of E∩Wr is sufficiently

small:

Lemma 23.4. For all r ∈ QE, an upper bound to the Hausdorff dimension of E ∩Wr

is

H.dim E ∩Wr ≤
log 2

log 5
< 1/2.

Proof. Let r ∈ QE, r = [S0] = [S1] and Wr = [ω, α]. By the inclusion of E ∩ [ω, 1] in

B(ω) and Proposition 21.1,

E ∩Wr ⊂ B(ω) ∩ [ω, α] = K(Σ), with Σ = {S0, S1}.

Note we also have K(Σ) = K(Σ2) with Σ2 = {S0S0, S1S0, S1S0, S1S1} and, by virtue

of (23) we have the estimate

|f ′SiSj(x)| ≤ 1

q(SiSj)2
, i, j ∈ {0, 1}.

On the other hand, setting Z0 = (1, 1) and Z1 = (2) we can easily check that

q(SiSj) ≥ q(ZiZj) = 5 ∀i, j ∈ {0, 1};

whence |f ′SiSj(x)| ≤ 1
25

and, by formula (24), we get our claim. �

Proposition 23.1 now follows from Lemma 23.2, Theorem 23.3 and Lemma 23.4.
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23.2. Untuned parameters. The set of untuned parameters is the complement of

all tuning windows:

UT := [0, g] \
⋃

r∈Q∩(0,1)

Wr.

Note that, since Ir ⊆ Wr, UT ⊆ E . Moreover, we say that a rational a ∈ QE is

untuned if it cannot be written as a = τr(a0) for some r, a0 ∈ QE. We shall denote by

QUT the set of all a ∈ QE which are untuned. Let us start out by seeing that each

pseudocenter of a maximal quadratic interval admits an “untuned factorization”:

Lemma 23.5. Each r ∈ QE can be written as:

(32) r = τrm ◦ · · · ◦ τr1(r0), with ri ∈ QUT ∀i ∈ {0, 1, ...,m}.

Note that m can very well be zero (when r is already untuned).

Proof. A straightforward check shows that the tuning operator has the following

associativity property:

(33) ττp(r)(x) = τp ◦ τr(x) ∀p, r ∈ QE, x ∈ (0, 1).

For s = [a1, ..., am] ∈ QE we shall set ‖s‖1 :=
∑m

1 ai; this definition does not depend

on the representation of s, moreover

‖τp(s)‖1 = ‖p‖1‖s‖1 ∀p, s ∈ QE.

The proof of (32) follows then easily by induction on N = ‖r‖1, using the fact that

max(‖p‖1, ‖s‖1) ≤ ‖τp(s)‖1/2. �

As a consequence of the following proposition, the connected components of the

complement of UT are precisely the tuning windows generated by the elements of

QUT :

Proposition 23.6. The set UT is a Cantor set: indeed,
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(i)

UT = [0, g] \
⋃

r∈QUT

Wr;

(ii) if r, s ∈ QUT with r 6= s, then Wr and Ws are disjoint;

(iii) if x ∈ UT \ UT , then there exists r ∈ QUT such that x = τr(0).

Proof. (i). It is enough to prove that every tuning window Wr is contained in a tuning

window Ws, with s ∈ QUT . Indeed, let r ∈ QE; either r ∈ QUT or, by Lemma 23.5,

there exists p ∈ QE and s ∈ QUT such that r = τs(p), hence Wr ⊆ Ws.

(ii). By Lemma 21.4, if the closures of Wr and Ws are not disjoint, then r = τs(p),

which contradicts the fact r ∈ QUT .

(iii). By (i) and (ii), UT is a Cantor set, and each element x which belongs to

UT \ UT is the left endpoint of some tuning window Wr with r ∈ QUT , which is

equivalent to say x = τr(0). �

Lemma 23.7. The Hausdorff dimension of UT is full:

H.dim UT = 1.

Proof. By the properties of Hausdorff dimension,

H.dim E = max{H.dim UT, sup
r∈QUT

H.dim E ∩Wr}.

Now, by [CT], H.dim E = 1, and, by Lemma 23.4, H.dim E ∩ Wr <
1
2
, hence the

claim. �

23.3. Dominant parameters. Recall that a finite string of positive integers and

even length is dominant if it is smaller than all its proper suffixes (Definition 10.4).

A related definition is the following:

Definition 23.8. A quadratic irrational α ∈ [0, 1] is a dominant parameter if its

continued fraction expansion is of the form α = [S] with S a dominant string.
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For instance, (2, 1, 1, 1) is dominant, while (2, 1, 1, 2) is not (it is not true that

(2, 1, 1, 2) << (2)). In general, all strings whose first digit is strictly greater than

the others are dominant, but there are even more dominant strings (for instance

(3, 1, 3, 2) is dominant).

Remark 23.9. By Proposition 13.14, if S is dominant then [S] ∈ QE.

A very useful feature of dominant strings is that they can be easily used to produce

other dominant strings:

Lemma 23.10. Let S0 be a dominant string, and B a proper suffix of S0 of even

length. Then, for any m ≥ 1, Sm0 B is a dominant string.

Proof. Let Y be a proper suffix of Sm0 B. There are three possible cases:

(1) Y is a suffix of B, hence a proper suffix of S0. Hence, since S0 is dominant,

S0 >> Y and Sm0 B >> Y .

(2) Y is of the form Sk0B, with 1 ≤ k < m. Then by dominance S0 >> B, which

implies Sm−k0 B >> B, hence Sm0 B >> Sk0B.

(3) Y is of the form CSk0B, with 0 ≤ k < m and C a proper suffix of S0. Then

again the claim follows by the fact that S0 is dominant, hence S0 >> C.

�

Lemma 23.11. A dominant string S0 cannot begin with two equal digits.

Proof. By definition of dominance, S0 cannot consist of just k ≥ 2 equal digits.

Suppose instead it has the form S0 = (a)kB with k ≥ 2 and B non empty and which

does not begin with a. Then by dominance (a)kB << B, hence a << B since B does

not begin with a. However, this implies aB << aa and hence aB << (a)kB = S0,

which contradicts the definition of dominance because aB is a proper suffix of S0. �

The reason why dominant parameters turn out to be so useful is that they can

approximate untuned parameters. Indeed, by Proposition 10.6, the set of dominant
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parameters is dense in UT \{g}. More precisely, every parameter in UT \{g} is limit

point from the right of dominant parameters.

Proposition 23.12. Every element β ∈ UT \ {g} is limit point of non-neutral max-

imal quadratic intervals.

Proof. We shall prove that either β ∈ UT \ {g}, and β is limit point from the right

of non-neutral maximal quadratic intervals, or β = τs(0) for some s ∈ QUT , and β is

limit point from the left of non-neutral maximal quadratic intervals.

If β ∈ UT then, by Proposition 10.6, β is the limit point from the right of a

sequence αn = [An] with An dominant. If JAnK 6= 0 for infinitely many n, the claim

is proven. Otherwise, it is sufficient to prove that every dominant parameter αn such

that JAnK = 0 is limit point from the right of non-neutral maximal intervals. Let

S0 be a dominant string, with JS0K = 0, and let α := [S0]. First of all, the length

of S0 is bigger than 2: indeed, if S0 had length 2, then condition JS0K = 0 would

force it to be of the form S0 = (a, a) for some a, which contradicts the definition of

dominant. Hence, we can write S0 = AB with A of length 2 and B of positive, even

length. Then, by Lemma 23.10, Sm0 B is also dominant, hence pm := [Sm0 B] ∈ QE by

Remark 23.9. Moreover, α < pm since S0 << B. Furthermore, S0 cannot begin with

two equal digits (Lemma 23.11), hence JAK 6= 0 and JSm0 BK = JBK = JS0K− JAK 6= 0.

Thus the sequence Ipm is a sequence of non-neutral maximal quadratic intervals which

tends to β from the right, and the claim is proven.

If β ∈ UT \ UT , then by Proposition 23.6 (iii) there exists s ∈ QUT such that

β = τs(0). Since UT is a Cantor set and β lies on its boundary, β is the limit point

(from the left) of a sequence of points of UT , hence the claim follows by the above

discussion. �

23.4. Characterization of plateaux.
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Definition 23.13. A parameter x ∈ E is finitely renormalizable if it belongs to

finitely many tuning windows. This is equivalent to say that x = τr(y), with y ∈

UT . A parameter x ∈ E is infinitely renormalizable if it lies in infinitely many

tuning windows Wr, with r ∈ QE. Untuned parameters are also referred to as non

renormalizable.

We are finally ready to prove Theorem 1.10 stated in the introduction, and indeed

the following stronger version:

Theorem 23.14. An open interval U ⊆ [0, 1] of the parameter space of α-continued

fraction transformations is a plateau for the entropy function h(α) if and only if it is

the interior of a neutral tuning window U =
◦
Wr, with r of either one of the following

types:

(NR) r ∈ QUT , JrK = 0 (non-renormalizable case)

(FR) r = τr1(r0) with

 r0 ∈ QUT , Jr0K = 0

r1 ∈ QE, Jr1K 6= 0
(finitely renormalizable case).

Proof. Let us pick r which satisfies (NR), and let Wr = [ω, α0) be its tuning window.

By Proposition 23.1, since JrK = 0, the entropy is constant on Wr. Let us prove that

it is not constant on any larger interval. Since r ∈ QUT , by Proposition 23.6, α0

belongs to UT . If α0 = g, then by the explicit formula (20) the entropy is decreasing

to the right of α0. Otherwise, by Proposition 23.12, α0 is limit point from the right of

non-neutral maximal quadratic intervals, hence entropy is not constant to the right

of α0. Moreover, by Proposition 23.6, ω belongs to the boundary of UT , hence, by

Proposition 23.12, it is limit point from the left of non-neutral intervals. This means

that the interior of Wr is a maximal open interval of constance for the entropy h(α),

i.e. a plateau.
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Now, suppose that r satisfies condition (FR), with r = τr1(r0). By the (NR)

case, the interior of Wr0 is a plateau, and Wr0 is limit point from both sides of non-

neutral intervals. Since τr1 maps non-neutral intervals to non-neutral intervals and

is continuous on E , then Wr is limit point from both sides of non-neutral intervals,

hence its interior is a plateau.

Suppose now U is a plateau. Since E has no interior part, there is r ∈ QE such

that Ir intersects U , hence, by Proposition 20.3, JrK = 0 and actually Ir ⊆ U . Then,

by Lemma 23.5 one has the factorization

r = τrn ◦ · · · ◦ τr1(r0)

with each ri ∈ QUT untuned (recall n can possibly be zero, in which case r = r0).

Since the matching index is multiplicative (eq. (31)), there exists at least one ri with

zero meatching index: let j ∈ {0, . . . , n} be the largest index such that JrjK = 0. If

j = n, let s := rn: by the first part of the proof, the interior of Ws is a plateau, and

it intersects U because they both contain r (by Lemma 21.4, r belongs to the interior

of Ws), hence U =
◦
Ws, and we are in case (NR).

If, otherwise, j < n, let s := τrn ◦ · · · ◦ τrj+1
(rj). By associativity of tuning (eq.

(33)) we can write

s = τs1(s0)

with s0 := rj and s1 := τrn ◦ · · · ◦ τrj+2
(rj+1). Moreover, by multiplicativity of the

matching index (eq. (31)) Js1K 6= 0, hence s falls into the case (FR) and by the first

part of the proof the interior of Ws is a plateau. Also, by construction, r belongs to

the image of τs, hence it belongs to the interior of Ws. As a consequence, U and
◦
Ws

are intersecting plateaux, hence they must coincide. �
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24. Classification of local monotonic behavior

Lemma 24.1. Any non-neutral tuning window Wr contains infinitely many intervals

on which the entropy h(α) is constant, infinitely many over which it is increasing,

and infinitely many on which it is decreasing.

Proof. Let us consider the following sequences of rational numbers

sn := [n, 1]

tn := [n, n]

un := [n+ 1, n, 1, n].

It is not hard to check (e.g. using Proposition 13.14) that sn, tn, un belong to QE.

Moreover, by computing the matching indices one finds that, for n > 2, the entropy

h(α) is increasing on Isn , constant on Itn and decreasing on Iun . Since Wr is non-

neutral, by Theorem 19.1 τr either induces the same monotonicity or the opposite

one, hence the sequences Iτr(sn), Iτr(tn) and Iτr(un) are sequences of maximal quadratic

intervals which lie in Wr and display all three types of monotonic behavior. �

Proof of Theorem 19.2. Let α ∈ [0, 1] be a parameter. If α /∈ E , then α belongs to

some maximal quadratic interval Ir, hence h(α) is monotone on Ir by Proposition

20.3, and by formula (30) the monotonicity type depends on the sign of JrK.

If α ∈ E , there are the following cases:

(1) α = g. Then α is a phase transition as described by formula (20);

(2) α ∈ UT \ {g}. Then, by Proposition 23.12, α is limit point from the right

of non-neutral tuning windows, and by Lemma 24.1 each non-neutral tun-

ing window contains infinitely many intervals where the entropy is constant,

increasing or decreasing; the parameter α has therefore mixed monotonic bea-

haviour.
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(3) α is finitely renormalizable. Then one can write α = τr(y), with y ∈ UT .

There are three subcases:

(3a) JrK 6= 0, and y = g. Since τr maps neutral intervals to neutral intervals

and non-neutral intervals to non-neutral intervals, the phase transition

at y = g is mapped to a phase transition at α.

(3b) JrK 6= 0, and y 6= g. Then, by case (2) y is limit point from the right of

intervals with all types of monotonicity, hence so is α.

(3c) If JrK = 0, then by using the untuned factorization (Lemma 23.5) one

can write

α = τrm ◦ · · · ◦ τr0(y) ri ∈ QUT .

Let now j ∈ {0, . . . ,m} be the largest index such that JrjK = 0. If j = m,

then α belongs to the neutral tuning window Wrm : thus, either α belongs

to the interior of Wrm (which means by Proposition 23.1 that the entropy

is locally constant at α), or α coincides with the left endpoint of Wrm . In

the latter case, α belongs to the boundary of UT , hence by Proposition

23.12 and Lemma 24.1 it has mixed behavior. If j < m, then by the

same reasoning as above τrj ◦ · · · ◦ τr0(y) either lies inside a plateau or

has mixed behavior, and since the operator τrm ◦ · · · ◦τrj+1
either respects

the monotonicity or reverses it, also α either lies inside a plateau or has

mixed behavior.

(4) α is infinitely renormalizable, i.e. α lies in infinitely many tuning windows. If

α lies in at least one neutral tuning window Wr = [ω, α0), then it must lie in

its interior, because ω is not infinitely renormalizable. This means, by Propo-

sition 23.1, that h must be constant on a neighbourhood of α. Otherwise, α

lies inside infinitely many nested non-neutral tuning windows Wrn . Since the

sequence the denominators of the rational numbers rn must be unbounded,
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the size of Wrn must be arbitrarily small. By Lemma 24.1, in each Wrn there

are infinitely many intervals with any monotonicity type and α displays mixed

behavior.

�

Note that, as a consequence of the previous proof, α is a phase transition if and

only if it is of the form α = τr(g), with r ∈ QE and JrK 6= 0, hence the set of phase

transitions is countable. Moreover, the set of points of E which lie in the interior of

a neutral tuning window has Hausdorff dimension less than 1/2 by Lemma 23.4.

Finally, the set of parameters for which there is mixed behavior has zero Lebesgue

measure because it is a subset of E . On the other hand, it has full Hausdorff dimension

because such a set contains UT \ {g}, and by Lemma 23.7 UT has full Hausdorff

dimension.
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Norm. Sup. (4), 18, (1985), no. 2, 287–343.

[Fa] K. Falconer, Fractal geometry: mathematical foundations and applications, Wiley, Chich-
ester, 1990.

[Fu] H. Furstenberg, Disjointness in ergodic theory, minimal sets, and a problem in Diophantine
approximation, Math. Systems Theory 1 (1967), 1–49.

[He] D. Hensley, A polynomial time algorithm for the Hausdorff dimension of continued fraction
Cantor sets, J. Number Theory, 58 (1996), 1, 9–45.

[Hu] J. H. Hubbard, Local connectivity of Julia sets and bifurcation loci: three theorems of J.-
C. Yoccoz, in Topological methods in modern mathematics (Stony Brook, NY, 1991), 467–511,
Publish or Perish, Houston, 1993.

148



[IK] M. Iosifescu, C. Kraaikamp Metrical theory of continued fractions. Mathematics and its
Applications 547, Kluwer Academic Publishers, Dordrecht, 2002.

[KSS] C. Kraaikamp, T. A. Schmidt, W. Steiner, Natural extensions and entropy of α-
continued fractions, Nonlinearity 25 (2012), 2207–2243.

[Le] F. Ledrappier, Some relations between dimension and Lyapounov exponents, Comm. Math.
Phys. 81 (1981), no. 2, 229–238.

[LeYo] F. Ledrappier, L.-S. Young, The metric entropy of diffeomorphisms. II. Relations be-
tween entropy, exponents and dimension, Ann. of Math. (2) 122 (1985), no. 3, 540–574.

[LvS] G. Levin, S. van Strien, Local connectivity of the Julia set of real polynomials, Ann. of
Math. (2) 147 (1998), no. 3, 471–541.

[LM] L. Luzzi, S. Marmi, On the entropy of Japanese continued fractions, Discrete Contin. Dyn.
Syst. 20 (2008), 673–711.

[Ly] M. Yu. Lyubich, Entropy of analytic endomorphisms of the Riemann sphere, Funktsional.
Anal. i Prilozhen. 15 (1981), no. 4, 83–84, translated in Functional Anal. Appl. 15 (1981), no.
4, 300302.

[Ly2] M. Yu. Lyubich, Feigenbaum-Coullet-Tresser universality and Milnor’s hairiness conjecture,
Ann. of Math. (2) 149 (1999), no. 2, 319–420.

[Ma] A. Manning, A relation between Lyapunov exponents, Hausdorff dimension and entropy,
Ergodic Theory Dynam. Systems 1 (1981), no. 4, 451–459.

[MMY] S. Marmi, P. Moussa, J.-C. Yoccoz, The Brjuno functions and their regularity prop-
erties, Comm. Math. Phys. 186 (1997), no. 2, 265–293.

[Mc] C. T. McMullen, Complex dynamics and renormalization, Annals of Mathematics Studies
135, Princeton University Press, Princeton, NJ, 1994.

[Mi1] J. Milnor, Periodic orbits, external rays and the Mandelbrot set: an expository account,
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