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Computer Simulations of Protein Folding and Evolution

Abstract

Computer simulations for investigating protein folding and evolution are presented. In chapter 1, an all-atom model with a knowledge-based potential is used to study the folding kinetics of Formin-Binding protein. We study the folding kinetics by performing Monte Carlo simulations. We examine the order of formation of two β-hairpins, the folding mechanism of each individual β-hairpin, and transition state ensemble (TSE) and compare our results with experimental data and previous computational studies. Further, a rigorous P\text{\textsubscript{fold}} analysis is used to obtain representative samples of the TSEs showing good quantitative agreement between experimental and simulated Φ values.

In chapter 2, the underlying mechanism of the co-evolution of regulatory and protein coding sequences is studied. Regulatory sequences control the expression of a gene. The protein coding sequence determines the probability of a protein folding correctly through thermodynamic stability. Because organismal fitness is determined by both the total protein products and by the probability of a protein folding correctly, we expect there to be co-evolution between regulatory sequences and protein coding sequences. We provide support for our hypothesis using a molecular-level evolutionary simulation. The results of our simulation are consistent with previous findings demonstrating that highly expressed genes are stable and evolve relatively
slowly. Our simulation also shows that the number of substitutions in a regulatory sequence is positively correlated with the rate of evolution in the coding sequence and that highly expressed genes have low upstream regulatory sequence substitution rates. We then analyze sequence data from yeast; the results of this analysis confirm those of our simulation.

In chapter 3, we study how recombination and mutation act together to shape protein evolution. We use a biophysical model of protein folding with explicit sequences and protein structures. The biophysical model allows us to consider the roles of mutation and recombination in the context of a realistic biophysical fitness landscape. Our model naturally includes epistasis and sequence depletion effects. In addition, our explicit sequence model permits intragenic recombination. We find that mutation and recombination have different effects on the adaptation process, protein stability and the origin and fixation of recombinant alleles during protein evolution.
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Chapter 1.
The ensemble folding kinetics of the FBP28 WW domain revealed by an all-atom Monte Carlo simulation in a knowledge-based potential.

1.1 Abstract:

In this work, we apply a detailed all-atom model with a transferable knowledge-based potential to study the folding kinetics of Formin-Binding protein, FBP28, which is a canonical three-stranded β-sheet WW domain. Replica exchange Monte Carlo (REMC) simulations starting from random coils find native-like (Cα RMSD of 2.68Å) lowest energy structure. We also study the folding kinetics of FBP28 WW domain by performing a large number of ab initio Monte Carlo folding simulations. Using these trajectories, we examine the order of formation of two β–hairpins, the folding mechanism of each individual β–hairpin, and transition state ensemble (TSE) of FBP28 WW domain and compare our results with experimental data and previous computational studies. To obtain detailed structural information on the folding dynamics viewed as an ensemble process, we perform a clustering analysis procedure based on graph theory. Further, a rigorous Pfold analysis is used to obtain representative samples of the TSEs showing good quantitative agreement between experimental and simulated Φ values. Our analysis shows that the turn structure between first and second β strands is a partially stable structural motif that gets formed before entering the TSE in FBP28 WW domain and there exist two major
pathways for the folding of FBP28 WW domain, which differ in the order and mechanism of hairpin formation.

1.2 Introduction:

Understanding the folding mechanism of β–structure is crucial for general and comprehensive understanding of protein folding kinetics. Compared to α-helical proteins, structure prediction and study of folding kinetics of β-proteins is more computationally challenging because β–hairpin is an extended structure with a large number of long-range contacts, making it more difficult to reach its correct structure in an atomistic computer simulation. Therefore, most simulation studies on folding of β-proteins are limited to small β-sheet domain, for example, the WW domain. Formin-binding protein 28 WW domain (FBP28) is one member of the WW domain family. FBP28 is a small three-stranded β-sheet protein with high content of hydrophobic and aromatic residues. The characteristic features of WW domain are that this family of proteins has two highly conserved tryptophan residues and a strictly conserved proline residue. The native structure of FBP28 has been resolved by NMR. The FBP28 makes interactions with many signaling and regulatory proteins, and can also form complexes which have been implicated in a number of diseases such as Alzheimer’s and Huntington’s disease. FBP28 unfolds reversibly in both denaturant and thermal denaturation experiments, but it can also form amyloids at elevated temperature. Temperature jump experiment showed that folding of FBP 28 is a cooperative, two-state process without any intermediate state
Another laser-temperature jump experiment suggests that there are two decay phases for wild-type FBP28, the fast one is about 30 μs and the slow one is >900 μs at low temperature. The heterogeneity suggests that a third state has to be considered in the folding process. Moreover, a large number of Φ values have been obtained experimentally by mutational analysis on FBP28, which may serve as a benchmark for simulation studies.

Many computational studies have been performed on FBP28 or other family members of WW domain to gain insight into the formation of β structures. These studies can be grouped into the following categories: the first type of simulations employ high temperature unfolding. The drawback of this approach is that the reconstructed high-T folding pathways do not necessarily dynamically coincide with ones at ambient temperature. The second type of simulations used replica exchange method, e.g. REMD (Replica Exchange Molecular Dynamics) and multiplexed Q-replica molecular dynamics, to study equilibrium thermodynamics of the protein and derive the folding pathway indirectly from the free energy landscape. However the issue of how to derive dynamics from low-dimensional projections of energy landscape remains unresolved. The third type of simulations used the structure-based Gō model to directly study the folding dynamics at a fixed temperature from extended random coils. There are no attractive non-native interactions in the Gō model which may be unphysical – several studies showed the importance of transient stabilizing non-native interactions at various stages of folding. Recent simulation used “physics-based” force field to study folding
dynamics of WW domains at fixed temperature.\textsuperscript{6,28} However, this method, while highly desirable, is still too computationally costly to produce sufficient number of folding events for detailed statistical analysis.

Recently, we developed an all-atom knowledge-based potential, which succeeded in folding a diverse set of proteins to their near-native conformations.\textsuperscript{29} In addition, our potential, combined with dynamic Metropolis Monte Carlo (MC) simulation methods, has been used to study folding dynamics of $\alpha$-helical proteins directly from extended random coils at a fixed temperature.\textsuperscript{30-31} Our group used structural kinetics cluster analysis in combination with transition state ensemble analysis and $\Phi$ value calculation to analyze folding pathways of $\alpha$-helical proteins.\textsuperscript{30,32} Good agreement with experiment suggests that this approach can reproduce folding dynamics of proteins efficiently and with good accuracy. The key feature of our approach is that it uses an all-atom model to provide an atomistically resolved picture of the folding process. However, it is somewhat coarse-grained dynamically making it efficient enough to generate a large number of long-time trajectories to glean statistically significant robust features of the folding process. Here we apply this approach to get insights into folding mechanism(s) of $\beta$–proteins using FBP28 as our model. There are several fundamental questions concerning folding of FBP28 as a prototypical $\beta$–protein. For instance, in what order are two $\beta$ hairpins formed in FBP28? What’s the folding mechanism(s) of individual $\beta$ hairpins? Are they the same or different? What’s the TSE (transition state ensemble) and nucleation center during the folding process? The purpose of this chapter is to
address these questions by direct all-atom folding simulation.

1.3 Models and Methods:

The detailed description of the simulation model could be found elsewhere. Here we give a brief summary of the model and simulation technique. First, all heavy-atom positions of the FBP28 WW domain were acquired from the NMR structure (residues 6-32 of Protein Data Bank id 1e0l), with the unstructured tails truncated. The truncation of the N-terminal residues had no observable effect on the stability of the domain. The truncation of the C-terminal residues decreases the stability of the protein because Trp-8, Tyr-20 and Pro-33 form a hydrophobic core in the wild-type native state. Nevertheless, the truncation does not result in significant structural change of the native state. There are 27 residues and 238 atoms in total. In our model, Tyr-11, Tyr-19, Tyr-21 and Trp-30 form main hydrophobic core. Trp-8 and Tyr-20 form another hydrophobic core. The all-atom “knowledge-based” transferable energy function takes the form as:

\[ E = w_{con} \times E_{con} + w_{trp} \times E_{trp} + w_{hb} \times E_{hb} + w_{sct} \times E_{sct} \]  

where \( E_{con} \) is the pairwise atom-atom contact potential, \( E_{hb} \) is the hydrogen-bonding potential, \( E_{trp} \) is the sequence-dependent local torsional potential based on the statistics of sequential amino acid triplets, and \( E_{sct} \) is the side-chain torsional angle potential.

To test the ability of the potential to identify near-native state as lowest energy one, we use the REMC simulation to sample the conformation space with 32 replicas.
at different temperatures, ranging from 0.15 to 1.50. In the REMC simulation, we can move \( \psi \) and \( \chi \) angles of all residues and \( \phi \) except in proline and we use three different move sets to increase the sampling efficiency: backbone moves, side-chain moves, and “knowledge-based” moves. The backbone move has two types with equal probability: global move and local move. A global move is to rotate the dihedral angle (\( \phi \) or \( \psi \)) of a randomly selected residue. A local move moves seven successive torsional angles with other residues unchanged. The step sizes of the global and local moves for the backbone are drawn from a normal distribution with zero mean and standard deviation of 2° and 60°, respectively. A side-chain move consists of rotating all \( \chi \) angles in a randomly selected nonproline residue. The step size of the side-chain rotation is drawn from a normal distribution with zero mean and standard deviation of 10°. The knowledge-based moves were discussed in details elsewhere.\(^{34}\) A knowledge-based move of a residue during simulation entails setting the dihedral angles of the residue randomly to one of the clustered \( \psi/\psi \) angles. The knowledge-based move can efficiently sample low energy states. For folding kinetics study, we perform 2304 independent Monte Carlo simulations, starting from different random coil configurations at \( T = 0.50 \) for \( 10^8 \) steps. The ensemble of initial random coil conformations is obtained by first running \( 5 \times 10^5 \) MC steps at very high temperature, \( T = 1000 \) for each trajectory. Snapshots were stored at every \( 5 \times 10^5 \) MC steps. Backbone moves and side-chains moves are still used in folding kinetics simulation. To satisfy the detailed balance condition, a knowledge-based move used in REMC simulation was not used, and the local move set was modified.\(^{35}\)
sampling method rather than the conventional Metropolis rule is used to conserve
detailed balance. The probability of accepting a move from the old state o to the new
state n for the local move set is given by

\[ P(o \rightarrow n) = \min \left[ 1, \frac{N^{(n)}}{N^{(o)}} \exp\left(-\frac{U(n)}{T}J(n)\right) \right], \]

where \( N \) is the number of solutions, \( U \) is the potential energy, \( T \) is temperature, and \( J \)
is the Jacobian determinant.

Not all of the 2304 trajectories contain native-like low-energy structures.
Therefore, before turning to the folding kinetics, we make an initial objective
selection of a set of “representative” trajectories. There is one minimum energy
structure in each of the 2304 trajectories and we select 100 trajectories whose
minimum energy structures have the lowest energies. To better quantify the structure
similarity between the simulation structure and native structure, we use fraction of
nonlocal native contacts (\(|i-j|>2\)) as our order parameter to monitor the folding process.
Two residues are in contact if any two of their heavy atoms are in contact. Two heavy
atoms are defined to be in contact if the distance between them is less than \( \lambda(r_A + r_B) \),
where \( r_A \) and \( r_B \) are their van der Waals radii and \( \lambda = 1.8.^{29} \)

A simulated \( \Phi \) value is defined according to Vendruscolo and co-workers\(^{36}\) as

\[ \Phi_{im} = \frac{N_i^{TS}}{N_i^{NS}} \]

where \( N_i^{TS} \) is the average number of native contacts made by residue I in the
transition state ensemble, and \( N_i^{NS} \) is the number of native contacts made by residue I
in the native state.
1.4 Results:

First, we check whether our potential can identify a set of near-native conformations of FBP 28 as global energy minimum. To that end, we performed replica exchange Monte Carlo (REMC) simulation with our energy function, starting from random coils. We obtained a total of 14719 structures and the energy landscape is shown in Figure 1.1(A). The minimum energy structure (Figure 1.1(B)) has the correct topology with three $\beta$ strands correctly folded and a $C_\alpha$ RMSD of 2.68Å. Some differences between the simulated lowest energy structure and the experimental structure are: first, Ser-6 has no contacts with other residues in the experimental structure, while it has contacts with Asn-23 and Arg-24 in the simulated structure. Second, Trp-8 has several contacts with Glu-27, Ser-28 and Thr-29 in the experimental structure, while such contacts are not observed in the simulated structure. Third, the $\beta$ strand 3 in our simulated minimum energy structure is longer than that in the native structure. Importantly, our simulation correctly predicts two hydrophobic cores and side-chains belonging to these two hydrophobic cores are in the correct position. The results show the power of our knowledge-based potential to discriminate between near-native conformations and misfolded ones.
Figure 1.1(A) The energy landscape for FBP 28 WW domain in ab initio REMC simulations as projected onto RMSD axis.

Figure 1.1(B) Superposition of the backbones of the native structure (in blue) and minimum energy structure (in red) obtained through the REMC simulations. The RMSD and CaRMSD between the minimum energy structure and the native structure are 3.79 Å and 2.68Å, respectively. Structures were created by using PyMOL.\textsuperscript{44}

1.4.1 Folding dynamics and secondary structure formation

We selected 100 trajectories out of total 2304 for detailed analysis of folding dynamics. The temperature used in our dynamic Monte Carlo simulation is 0.5 in arbitrary units of temperature used in our simulations. We relate our temperature units to real temperature using the simulated melting curve simulation (Figure 1.2), which shows mid-transition at ~ 0.6, while the experimental folding temperature of FBP28 is 337K.\textsuperscript{8} Therefore, our simulation temperature of 0.5 corresponds to real temperature of ~281K.
Figure 1.2 Simulated melting curve for the FBP28 WW domain in terms of average size of the molecule (Rg) vs temperature.

The average fraction of total native contacts Q and the native contacts between β1 and β2, between β2 and β3, within loop 1 and between loop 1 and other residues, and within loop 2 and between loop 2 and other residues (averaged over all of 100 folding trajectories) are shown as a function MC time-steps in Figure 1.3(A). The formation of the native contacts between β1 and β2 is faster than the formation of the native contacts between β2 and β3. Also, there is a rapid formation of these structures at early stages of folding.

To further understand the details of the folding process, we plot the probabilities of contacts at different stages of folding (Q between 0.0 and 0.5) in Figure 1.3(B-F). All 100 trajectories are used to make the plot in Figure 1.3. At 0.0<Q<0.1, the contact pair between the Tyr-21 and Arg-24 has the highest contact probability (0.225). The majority of the contacts are neighboring contacts, indicating that the structures are
still in the random coil state. At 0.1<Q<0.2, the highest contact probability locates at
loop 1 region for β hairpin 1 and the contact probability decreases outward from the
turn to the end of the hairpin. The highest contact probability for β hairpin 2 locates at
loop 2 region for β hairpin 2. At 0.2<Q<0.3, the contact probability for β hairpin 1
continues to increase over 0.40 and the contact probability for β hairpin 2 has little
change compared to 0.1<Q<0.2, indicating that the formation of β hairpin 1 could
occur earlier than the formation of β hairpin 2. At 0.3<Q<0.4, the contact probability
in the loop1 region increases to over 0.50 along with increased probabilities of other
contacts within loop1 and between β1 and β2. For β hairpin 2, the contact probability
increases to about 0.4 for two regions and in between these two green regions there is
a blue region with a lower contact probability. At 0.4<Q<0.5, the contact probabilities
for pair residues in β hairpin 1 reach over 0.7 and the contact probabilities for pair of
residues in β hairpin 2 are over 0.3. The above results suggest that statistically there
are more folding pathways whereby the β hairpin 1 forms first and β hairpin 2 forms
later. For the folding mechanism for each β hairpin, we observed that the contacts are
first formed near the turn and then propagate outward for β hairpin 1. For β hairpin 2,
the contacts first formed at two separate regions in the hairpin and later the whole
β hairpin is formed.
Figure 1.3(A) Fractions of native contacts averaged over all 100 trajectories as a function of MC time steps at $T=0.50$. The total fraction of native contacts ($Q$) is shown in black. The fraction of native contacts between $\beta_1$ and $\beta_2$ is in red, between $\beta_2$ and $\beta_3$ is in green, within loop 1 and between loop 1 and other residue is in blue, and within loop 2 and between loop 2 and other residues is in cyan.
1.4.2 Folding mechanism for individual β hairpin formation

It is worth noticing that a contact between two residues does not necessarily imply that there is a hydrogen bond between them. In order to see the formation of hydrogen bonds in both hairpins, we monitor eleven main chain H-bond contacts at different folding stages (Q values) shown in Figure 1.4(A) and Table 1.1. Since we use a heavy atom model, we measure the distance between the N atom and O atom of two residues to determine formation of a hydrogen bond. If the distance between the N atom and O atom is smaller than 3.5 Å, then we define that there is a hydrogen bond between these two residues. From Figure 1.4(B), we can see that the probability of H1 in β hairpin 1 is always highest from 0.0<Q<0.4 and the probability decreases outward from the turn region to the end of the β hairpin 1, indicating that the formation of hydrogen bonds starts from the turn region to the end of the hairpin for β hairpin 1. For β hairpin 2, the probability is different, where the probability is lowest near the turn and it increases outward from the turn region to the end of the hairpin, indicating that the formation of hydrogen bond starts from the end of the hairpin to the turn region for β hairpin 2.
Figure 1.4(A) Eleven hydrogen bonds for β1 and β2 which are monitored during MC simulations.

Figure 1.4(B) Probabilities of 11 H-bonds at various stages of folding categorized according to the Q values of 100 folding trajectories at T=0.50. The H-bond indices are defined in the text.

**Table 1.1** Eleven hydrogen bonds monitored during folding simulation

<table>
<thead>
<tr>
<th>H1</th>
<th>Thr-13-N --- Lys-17-O</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2</td>
<td>Tyr-19-N --- Tyr-11-O</td>
</tr>
<tr>
<td>H3</td>
<td>Tyr-11-N --- Tyr-19-O</td>
</tr>
<tr>
<td>H4</td>
<td>Tyr-21-N --- Thr-9-O</td>
</tr>
<tr>
<td>H5</td>
<td>Thr-9-N --- Tyr-21-O</td>
</tr>
<tr>
<td>H6</td>
<td>Glu-27-N --- Asn-22-O</td>
</tr>
<tr>
<td>H7</td>
<td>Asn-22-N --- Glu-27-O</td>
</tr>
<tr>
<td>H8</td>
<td>Thr-29-N --- Tyr-20-O</td>
</tr>
<tr>
<td>H9</td>
<td>Tyr-20-N --- Thr-29-O</td>
</tr>
<tr>
<td>H10</td>
<td>Glu-31-N --- Thr-18-O</td>
</tr>
<tr>
<td>H11</td>
<td>Thr-18-N --- Glu-31-O</td>
</tr>
</tbody>
</table>

**1.4.3 Structural kinetic cluster analysis**

In order to identify possible obligatory intermediates during the folding process,
we use a structural cluster procedure developed before. The cluster procedure uses a “structural graph” of geometrically clustered conformations to provide a coarse-grained structural and kinetic information during folding process, which is shown in Figure 1.5. The structural clustering procedure is different from kinetic clustering employed by several authors and is carried out in two steps. In the first step, all snapshots from 100 representative trajectories are clustered in a single-link graph. Each node in this graph represents a conformation. Two nodes are linked together by an edge if their structural similarity distance measure \( d \) is smaller than the cutoff value \( d_c \). Therefore, we will get several clusters in our “structural graph” after the first step. The largest cluster, which contains near-native conformations, is called the Giant Component (GC). In the second step, an important quantity flux, \( F \), which is defined as the fraction of all trajectories passing through the cluster, is introduced to characterize the clusters kinetically. Therefore, the clusters with high \( F \) constitute major folding intermediates (on or off-pathway). Clusters with \( F=1 \) are the set of conformations constituting obligatory intermediate states. In addition, we also calculate the mean-first passage time (MFPT) and the mean least-exit time (MLET) for each cluster. Finally, one representative structure, defined as the structure with the highest number of edges, is extracted from each cluster. These quantities, together with the representative structure from each cluster, provide a detailed picture of folding process from an ensemble perspective.
Figure 1.5 An illustration of the structural kinetic cluster analysis. Different colors represent different simulation trajectories. The arrows represent the direction of time steps in the simulation trajectories. Each node is a specific protein conformation. The line connecting two nodes represent connection based on structural similarity measure. All simulation trajectories end up in the right most Giant Component Native Cluster. The F value represents the fraction of simulation trajectories included in the cluster. All clusters with F = 1 preceding the Giant Component Native Cluster is an obligate intermediate.

In this work, we follow Hubner et al.\textsuperscript{32} and use rmsd, distance rmsd(drms) and Rg as our order parameters for clustering. Each order parameter provides different complementary perspectives on the folding process. Table 1.2-1.4 show the results of structural kinetic cluster analysis for FBP 28 WW domain. When we use drms and
rmsd as order parameters, we find only one single dominating cluster with high flux, which is the native state cluster. The absence of high flux clusters at early time of the folding process in the drms and rmsd structural cluster result means that at the initial stage of folding, there is no accumulation of a structurally well-defined folding intermediate. When we use Rg as order parameter, we observe a large number of clusters at early time of folding process with large variation of Rg. The largest cluster (GC) is a low-Rg cluster with MFPT \( \approx 4 \times 10^6 \) MC steps. However, the GC in the Rg cluster must contain not only conformations that are part of the native conformational ensemble but also pre-TSE low Rg conformations. We observe some representative structures with folded \( \beta \) hairpin 2, but fragments of \( \beta 1 \) form a small \( \alpha \) helix. (Figure 1.6) This type of structures is observed in a recent unfolding simulation using explicit solvent\(^7\) and high temperature unfolding MD simulation.\(^8\)
Table 1.2: Summary of the clusters identified by order parameter Rg. Values are averaged over the entire cluster. MFPT and MLET are in $5 \times 10^5$ MC steps.

<table>
<thead>
<tr>
<th>CLUSTER INDEX</th>
<th>FLUX</th>
<th>MFPT</th>
<th>MLET</th>
<th>&lt;RG&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.00</td>
<td>7.81</td>
<td>197.14</td>
<td>9.08</td>
</tr>
<tr>
<td>32</td>
<td>0.53</td>
<td>20.51</td>
<td>43.91</td>
<td>10.54</td>
</tr>
<tr>
<td>19</td>
<td>0.52</td>
<td>21.63</td>
<td>44.23</td>
<td>10.69</td>
</tr>
<tr>
<td>28</td>
<td>0.45</td>
<td>31.84</td>
<td>55.64</td>
<td>10.31</td>
</tr>
<tr>
<td>53</td>
<td>0.37</td>
<td>14.76</td>
<td>39.27</td>
<td>13.31</td>
</tr>
<tr>
<td>22</td>
<td>0.36</td>
<td>27.78</td>
<td>47.06</td>
<td>10.92</td>
</tr>
<tr>
<td>31</td>
<td>0.35</td>
<td>21.31</td>
<td>50.57</td>
<td>11.13</td>
</tr>
<tr>
<td>23</td>
<td>0.34</td>
<td>23.71</td>
<td>50.56</td>
<td>11.81</td>
</tr>
<tr>
<td>96</td>
<td>0.34</td>
<td>16.50</td>
<td>25.18</td>
<td>13.72</td>
</tr>
<tr>
<td>6</td>
<td>0.33</td>
<td>25.06</td>
<td>42.42</td>
<td>13.50</td>
</tr>
<tr>
<td>100</td>
<td>0.33</td>
<td>28.30</td>
<td>42.79</td>
<td>12.05</td>
</tr>
<tr>
<td>12</td>
<td>0.32</td>
<td>30.88</td>
<td>40.31</td>
<td>13.14</td>
</tr>
<tr>
<td>29</td>
<td>0.32</td>
<td>27.66</td>
<td>50.88</td>
<td>11.35</td>
</tr>
<tr>
<td>42</td>
<td>0.32</td>
<td>29.25</td>
<td>40.59</td>
<td>12.57</td>
</tr>
<tr>
<td>41</td>
<td>0.31</td>
<td>36.42</td>
<td>49.61</td>
<td>10.39</td>
</tr>
<tr>
<td>77</td>
<td>0.31</td>
<td>31.87</td>
<td>48.97</td>
<td>11.96</td>
</tr>
<tr>
<td>16</td>
<td>0.28</td>
<td>28.29</td>
<td>43.50</td>
<td>11.27</td>
</tr>
<tr>
<td>40</td>
<td>0.28</td>
<td>24.43</td>
<td>45.50</td>
<td>11.05</td>
</tr>
<tr>
<td>47</td>
<td>0.28</td>
<td>32.39</td>
<td>52.50</td>
<td>11.64</td>
</tr>
<tr>
<td>54</td>
<td>0.28</td>
<td>31.57</td>
<td>48.96</td>
<td>12.92</td>
</tr>
<tr>
<td>14</td>
<td>0.27</td>
<td>22.93</td>
<td>30.11</td>
<td>12.35</td>
</tr>
<tr>
<td>50</td>
<td>0.27</td>
<td>20.81</td>
<td>40.85</td>
<td>12.71</td>
</tr>
<tr>
<td>45</td>
<td>0.24</td>
<td>29.79</td>
<td>45.63</td>
<td>12.13</td>
</tr>
<tr>
<td>49</td>
<td>0.24</td>
<td>26.71</td>
<td>49.71</td>
<td>13.59</td>
</tr>
<tr>
<td>59</td>
<td>0.23</td>
<td>38.96</td>
<td>62.57</td>
<td>11.90</td>
</tr>
<tr>
<td>20</td>
<td>0.22</td>
<td>24.55</td>
<td>49.55</td>
<td>11.71</td>
</tr>
<tr>
<td>85</td>
<td>0.22</td>
<td>26.77</td>
<td>37.00</td>
<td>14.25</td>
</tr>
<tr>
<td>15</td>
<td>0.21</td>
<td>36.81</td>
<td>49.62</td>
<td>10.98</td>
</tr>
<tr>
<td>17</td>
<td>0.20</td>
<td>42.05</td>
<td>52.30</td>
<td>13.85</td>
</tr>
<tr>
<td>21</td>
<td>0.20</td>
<td>34.30</td>
<td>49.60</td>
<td>11.48</td>
</tr>
<tr>
<td>24</td>
<td>0.20</td>
<td>36.15</td>
<td>51.60</td>
<td>10.79</td>
</tr>
<tr>
<td>33</td>
<td>0.20</td>
<td>36.60</td>
<td>57.50</td>
<td>11.22</td>
</tr>
<tr>
<td>101</td>
<td>0.20</td>
<td>42.00</td>
<td>52.90</td>
<td>12.50</td>
</tr>
</tbody>
</table>
Table 1.3: Summary of the clusters identified by order parameter drms. Values are averaged over the entire cluster. MFPT and MLET are in $5 \times 10^5$ MC steps

<table>
<thead>
<tr>
<th>CLUSTER NO.</th>
<th>FLUX</th>
<th>MFPT</th>
<th>MLET</th>
<th>&lt;RG&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.98</td>
<td>9.59</td>
<td>199.00</td>
<td>9.46</td>
</tr>
<tr>
<td>159</td>
<td>0.06</td>
<td>21.83</td>
<td>37.17</td>
<td>10.54</td>
</tr>
<tr>
<td>14</td>
<td>0.04</td>
<td>0.50</td>
<td>0.50</td>
<td>18.47</td>
</tr>
<tr>
<td>55</td>
<td>0.04</td>
<td>5.00</td>
<td>5.00</td>
<td>10.51</td>
</tr>
<tr>
<td>57</td>
<td>0.03</td>
<td>56.67</td>
<td>85.33</td>
<td>11.09</td>
</tr>
<tr>
<td>154</td>
<td>0.03</td>
<td>28.33</td>
<td>63.00</td>
<td>12.41</td>
</tr>
<tr>
<td>342</td>
<td>0.03</td>
<td>8.67</td>
<td>8.67</td>
<td>11.85</td>
</tr>
<tr>
<td>362</td>
<td>0.03</td>
<td>14.33</td>
<td>19.33</td>
<td>17.71</td>
</tr>
</tbody>
</table>

Table 1.4: Summary of the clusters identified by order parameter RMSD. Values are averaged over the entire cluster. MFPT and MLET are in $5 \times 10^5$ MC steps

<table>
<thead>
<tr>
<th>CLUSTER NUMBER</th>
<th>FLUX</th>
<th>MFPT</th>
<th>MLET</th>
<th>&lt;RG&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.81</td>
<td>25.01</td>
<td>196.73</td>
<td>9.17</td>
</tr>
<tr>
<td>226</td>
<td>0.06</td>
<td>37.67</td>
<td>68.00</td>
<td>12.85</td>
</tr>
<tr>
<td>245</td>
<td>0.05</td>
<td>53.00</td>
<td>55.20</td>
<td>11.17</td>
</tr>
<tr>
<td>20</td>
<td>0.03</td>
<td>34.33</td>
<td>37.67</td>
<td>11.76</td>
</tr>
<tr>
<td>111</td>
<td>0.03</td>
<td>36.00</td>
<td>47.00</td>
<td>13.00</td>
</tr>
<tr>
<td>541</td>
<td>0.03</td>
<td>52.33</td>
<td>66.33</td>
<td>13.29</td>
</tr>
<tr>
<td>1408</td>
<td>0.03</td>
<td>43.67</td>
<td>75.67</td>
<td>10.09</td>
</tr>
</tbody>
</table>
1.4.4 Transition state ensembles

Transition state ensembles (TSEs) are key to understand the folding pathways. We use \( P_{\text{fold}} \) analysis to construct the TSEs from putative TSEs.\(^{23}\) The \( P_{\text{fold}} \) analysis is based on the fact that simulations starting from a transition state conformation have equal probability of reaching the native state and a conformation belonging to the unfolded state because TSEs have higher free energy as illustrated by Figure 1.7. The way we get the putative TSEs is to select structures that immediately precede entry into the Giant Component (GC), which is the largest cluster in the RMSD structural cluster graph, which gives us 239 putative transition-state structures. For each conformation in the putative TSEs, we perform 256 independent short MC simulations with \( 10^6 \) MC steps. If the trajectory contains at least one structure whose RMSD to the minimum energy structure obtained from the REMC simulation is smaller than 3.5 Å, then we count this trajectory as a trajectory that reached the native state ensemble. Conformations with \( 0.4 < P_{\text{fold}} < 0.6 \) constitute the TSE. This
procedure generates a set of 15 “true” transition state structures for FBP 28 WW domain. (Figure 1.8)

Figure 1.7 Energy landscape of Transition State Ensemble, Random Coil and Native State.
Figure 1.8 The transition state ensemble of 15 structures determined by the $P_{fold}$ analysis.

There are 10 transition state structures having formed hairpin 1 of $\beta_1$ and $\beta_2$ with an unformed hairpin 2 of $\beta_2$ and $\beta_3$. Two transition state structures have a well-formed hairpin 2 of $\beta_2$ and $\beta_3$ with an unformed hairpin 1 of $\beta_1$ and $\beta_2$. The
remaining 3 transition state structures do not have secondary structures formed. This type of transition state structures with no secondary structures formed are also observed in the previous study of high temperature unfolding MD simulations.\(^8\) The structural analysis of the transition state ensemble demonstrates that the dominant folding pathway is that first $\beta$ hairpin forms first and second $\beta$ hairpin forms later. The minor folding pathway is that second $\beta$ hairpin forms first and first $\beta$ hairpin forms later.

Having obtained the true TSEs by $P_{\text{fold}}$ analysis, we are now ready to use these structures to calculate the theoretical $\Phi$ values for FBP 28 WW domain. Following previous conventions\(^{36}\), $\Phi_i$ for a residue $i$ is interpreted as the number of contacts present in the TSE for residue $i$ divided by the number of native contacts (of the same residue $i$). The simulation version of $\Phi$ values is consistent with the experiment version of $\Phi$ values, which is illustrated in Figure 1.9. Simulation $\Phi$ values with their standard deviations, averaged over all TSE conformations are given in Figure 1.10. Experimental $\Phi$ values have been obtained previously for FBP 28 WW domain.\(^8\) The agreement between theory and experiment is good. Exceptions are Trp-8, Thr-9, Glu-10 and Ser-28 in our protein model, where the simulated $\Phi$ values are much higher than the experimental $\Phi$ values. The reason for the discrepancy is that there are very few native contacts for these residues in native structures so the simulated $\Phi$ values are not reliable – they can be very high and have large standard deviation. Another important reason is that our model uses implicit solvent. In reality these residues will form hydrogen bonds with water molecules while in simulation they will
form other intramolecular contacts, resulting in apparently high Φ values. We find that, the most structured regions in the TSE is the turn between β1 and β2, as indicated by high Φ values, which forms a native-like β hairpin turn. There is another peak of Φ values in the region between β2 and β3, which suggests that the hairpin structure between β2 and β3 is also weakly formed. This picture is in good agreement with the result obtained by detailed all-atom high temperature unfolding molecular dynamics simulation.⁸

![Diagram](image)

**Figure 1.9** An illustration of the experimental measurement of Φ values for a residue. The Φ value is calculated as the change of free energy between the transition state and the random coil state after the mutation divided by the change of free energy between the native state and the random coil state after the mutation.
Figure 1.10 Comparison between simulated and experimental $\Phi$ values. Error bars denote the standard deviation $\sigma$ of 15 $\Phi$ values calculated from 15 structures of transition state ensemble.

1.5 Discussion

1.5.1 Most probable folding pathways:

Using a relatively simple transferable knowledge-based all-atom model, we performed a large number of $ab$ initio protein folding runs for FBP28 WW domain that provided us with necessary data to study the folding kinetics as an ensemble process. By combining our results, we obtained a detailed picture of the folding dynamics of the three $\beta$-strand FBP28 WW domain. The dominant folding pathway
includes first formation of β hairpin 1 which consists of β1 and β2, followed by formation of β hairpin 2 which consists of β2 and β3. The other non-dominant folding pathway is formation of β hairpin 2 first, followed by the formation of β hairpin 1. This non-dominant folding pathway was found earlier in improved Gō model simulations and in a recent study using multiple rare event simulations. Our finding of the propensity of hairpin 1 to form first during folding for FBP28 WW domain agrees with the result of Juraszek et al, who found that the free energy barrier between unfolded states and intermediate state with only hairpin 1 formed is much lower than the free energy barrier between unfolded states and intermediate state with only hairpin 2 formed. In addition, our simulations qualitatively agree with the results by Luo et al. on Pin1 WW domain using the Gō model Molecular Dynamics simulation, which showed that Pin1 WW domain also has two folding pathways that differ by sequence in which hairpins are formed. Our findings are also consistent with the simulation results by Ensign and Pande on the Fip35 in implicit solvent, in which it was found that the mechanism is heterogeneous, but that the larger hairpin (first) is more likely to form first. Previous high-temperature unfolding simulation has shown that the contacts of the first β hairpin forming early in the folding process is the dominant folding pathway and our result showed that this dominant pathway is still the same at ambient condition. Moreover, we also observed a structure with α-helix in the N-terminus with a relatively large Rg, which has been reported before in high temperature unfolding simulation and bias-exchange metadynamics unfolding simulation. A possible reason for the observation that dominant folding pathway
involves an early formation of hairpin 1 is that hairpin 1 has more aromatic residues, which belong to the hydrophobic core of the native protein, than hairpin 2. There are five aromatic hydrophobic residues (Trp-8, Tyr-11, Tyr-19, Tyr-20 and Tyr-21) involved in stabilizing β hairpin 1, while there are only two aromatic hydrophobic residues (Tyr-19 and Trp-30) involved in stabilizing β hairpin 2. Therefore, the assembly of β hairpin 1 is enthalpically more favorable than β hairpin 2. In addition, the lengths for loop 1 and loop 2 are almost the same so the entropic contributions are almost the same for two loops. Taken together these factors indicate that, - it is more likely that β hairpin 1 will get formed first.

1.5.2 Folding mechanism of two β hairpins:

There are two proposed mechanisms for β hairpin folding. The first mechanism is the “zipper” model proposed by Munoz et al,\textsuperscript{42} which involves the initial folding of the turn structure and following formation of hydrogen bonds zipping from the turn to the end of the hairpin. The other mechanism is the hydrophobic collapse mechanism proposed by Dinner et al, stating that the hydrophobic collapse nucleates the hairpin formation.\textsuperscript{43} Our simulations show that the folding mechanism for β hairpin 1 follows the “zipper” model while the folding mechanism for β hairpin 2 follows the hydrophobic collapse mechanism. Previous study using high temperature unfolding method showed that the folding mechanism for β hairpin 1 was hydrophobic collapse\textsuperscript{8}. There are several possible explanations for the discrepancy between our results and the previous results. First, the previous simulation study was performed at high
temperature (373K) and the native contacts for the hydrophobic interactions are more stable to withstand the thermal fluctuations than the native contacts at the turn area for β hairpin 1. Therefore, previous high temperature unfolding simulation probably favored the hydrophobic collapse mechanism. Our simulation is performed at low temperature (~281K) and the first formation of hydrogen bonds near the turn is entropically more favorable because these contacts are spatially closer. It is therefore possible that the folding mechanism of β hairpin 1 is temperature dependent. At high temperature, the folding mechanism for β hairpin 1 may involve hydrophobic collapse and at low temperature, the folding mechanism for β hairpin 1 may follow the “zipper” model. Luo et al. used Gō model to fold Pin1 WW domain and found that β1–β2 hairpin folded via a turn zipper mechanism at low temperatures but a hydrophobic collapse mechanism at the folding-transition temperature. The difference of the folding mechanism for the two hairpins can be understood as follows. For β1–β2 hairpin, the closest hydrogen bond to the turn region is between Thr-13 and Gly-16, which are only two residues apart. Therefore, it is relatively easy to get this hydrogen bond formed first due to spatial proximity. For β2–β3 hairpin, the closest hydrogen bond to the turn region is between Asn-22 and Glu-27, which are four residues apart. Therefore, it is relatively hard for this hydrogen bond to form first at low temperature. In this case, the hydrophobic interaction is the major driving force to form β2–β3 hairpin.
1.5.3 Transition state ensemble and nucleation center

Our simulation suggests that the β-turn structure in the first β hairpin is the most structured region according to the result of Φ value analysis. We also observed relatively high Φ values in the β-turn region in the second β hairpin, which corresponds to transition state conformations with only β2 and β3 formed. Our prediction from simulated Φ values analysis agrees with the previous REMD simulation by Mu et al., who predict the turn-1 formation as the transition state. However, we also get other types of “non-dominant” transition state structures in our simulation, for example, transition states with no β structures formed, which were also observed in high temperature unfolding MD simulation.

1.6 Conclusion:

We use our transferrable knowledge-based energy potential to perform multiple folding trajectories, which allows us to get a complete picture of the folding kinetics from an ensemble perspective. Further, we use the most reliable method, the p\textsuperscript{fold} analysis, to identify the transition state ensembles and calculate simulated Φ values for all residues of the FBP28. The statistically significant number of folding events, combined with the structural cluster analysis technique, provides a complete and detailed outline of the ensemble pathway of the FBP28 WW domain folding, and possibly an insight into general features of kinetics of β-sheet formation. The conclusion we get from this study is that, first, there are two folding pathways for FBP28 WW domain. The dominant folding pathway involves formation of β hairpin 1
first, followed by the formation of $\beta$ hairpin 2. The other non-dominant folding pathway is the first formation of $\beta$ hairpin 2, followed by the formation of $\beta$ hairpin 1; second, at low temperature, the folding mechanism for the two $\beta$ hairpins are different. $\beta$ hairpin 1 follows the "zipper" folding mechanism and $\beta$ hairpin 2 follows hydrophobic collapse folding mechanism. Third, $\Phi$-value analysis suggests that the turn region in $\beta$ hairpin 1 is the nucleation center and the transition state ensembles can be categorized as three types of conformations: (1) structures with $\beta_1$ and $\beta_2$; (2) structures with $\beta_2$ and $\beta_3$; (3) structures without secondary structures.

1.7 Reference


5. Luo Z, Ding J, Zhou Y. Temperature-Dependent Folding Pathways of Pin1 WW


13. Ferguson N, Johnson CM, Macias M, Oschkinat H, Fersht A. Ultrafast folding of


22. Mu YG, Nordenskiold L, Tam JP. Folding, misfolding, and amyloid protofibril


Chapter 2

Co-evolution of Regulatory and Protein Coding Sequences

2.1 Abstract

Identifying the factors that determine the rate of protein coding sequence evolution and the rate of regulatory sequence evolution is a central goal in the study of molecular evolution. Little is known about the mechanism underlying the co-evolution of regulatory sequence and protein coding sequence, although previous studies have suggested that there is a correlation between regulatory sequence evolution and protein coding sequence evolution. We propose the following model to explain the constraints on the co-evolution of regulatory sequence and protein coding sequence: On one hand, an organism requires a specific number of correctly folded proteins to perform biological functions, meaning that the birth rate is related to the number of correctly folded proteins. The number of correctly folded proteins is determined by the product of two factors: one is the total number of proteins produced by transcription and translation; and the other is the probability that a protein is folded correctly. The product of these two factors gives the number of correctly folded (functional) proteins. On the other hand, because misfolded proteins are toxic to the organism, the death rate is related to the number of misfolded proteins. The regulatory sequence controls the expression of a gene and therefore has an effect on the total protein products. The protein coding sequence determines the probability that a protein will be folded correctly through thermodynamic stability. Because an
organism’s fitness is determined by both the total protein products and the probability of a correct folding, we expect to observe co-evolution between regulatory sequences and protein coding sequences. Here, we test this hypothesis using a molecular-level evolutionary simulation. The results of our simulation are consistent with previous demonstrations that highly expressed genes are more stable and evolve slowly. Our simulation also shows that the number of substitutions in the regulatory sequence is positively correlated with the evolution rate of the coding sequence and that highly expressed genes have low upstream regulatory sequence substitution rates. We then analyze sequence data from yeast; the results of these bioinformatic analyses show a positive correlation between coding sequence evolution rate and divergence of the upstream regulatory sequence and a negative correlation between gene expression level/protein abundance and the divergence of upstream regulatory sequence, supporting the results of our simulation.

2.2 Introduction

What is the mechanism underlying the interplay between coding and regulatory sequence evolution? To answer this question, it is important to first understand the evolution of protein coding sequences and regulatory sequences separately. Therefore, previous studies of molecular evolution can be divided into two categories: one for investigations of protein coding sequence and the other for investigations of regulatory sequences.

The first studies of protein coding sequence evolution were performed by
Zuckerkandl and Pauling over 40 years ago.\textsuperscript{1} They found that the number of nonsynonymous substitutions per site (dN) for orthologous proteins is proportional to the divergence time of the two orthologous proteins, indicating neutral evolution rather than adaptive evolution. This finding indicates that dN is a rough measure of the fixation rate of amino acid substitution. One striking property of dN is that it has large variance for different genes; for example, Drummond et al. showed that, in yeast, the most rapidly evolving gene has a dN 1000-fold larger than that of the most slowly evolving gene.\textsuperscript{2} It is now well-accepted that most fixed mutations within genes are neutral, and therefore, the variance of dN among different genes results from the different selection constraints on different genes.\textsuperscript{1,3} Thus, genes with more stringent selection constraints will have larger dN values. The availability of genomic data has allowed numerous investigators to study the underlying constraint on coding-sequence evolution. Recent bioinformatics studies have found that many properties of genes correlate with dN, including the dispensability or the essentiality of the coding gene,\textsuperscript{4-7} its number of protein interaction partners,\textsuperscript{8,9} its length,\textsuperscript{9,10} its centrality in the protein interaction network,\textsuperscript{11} its expression level,\textsuperscript{2,12,13} its designability,\textsuperscript{14} its relative solvent accessibility,\textsuperscript{15} and its surface-core association.\textsuperscript{16} Among these properties, the dominant determinant of dN is expression level.\textsuperscript{13} This finding leads to the accepted hypothesis that protein misfolding is a dominant constraint on coding sequence evolution.\textsuperscript{17,18}

Compared to protein coding sequence evolution, far less is known about regulatory sequence evolution, in part because regulatory sequences are difficult to
identify. In addition, it is less clear how changes in regulatory sequence contribute to the fitness of an organism. Previous studies have shown that certain gene regulatory functions can be maintained despite variance in the cis-regulatory sequence. Nevertheless, it is generally accepted that binding specificity and binding affinity are the major constraints on regulatory sequence evolution. Previous studies have shown that sites within the transcription factor (TF) binding sites that are involved in protein-DNA complex formation evolve more slowly than other sites and that TF binding sequences as a whole evolve more slowly than the surrounding background sequence, suggesting a purifying selection mechanism. In addition, comparative genomics studies of regulatory sequences in 12 Drosophila species found that the turnover rate of TF binding sites follows a molecular clock pattern rather than lineage-specific pattern, indicating that the evolutionary mode of these sites is neutral rather than adaptive. Therefore, computational modeling of TF binding site evolution generally uses binding energy as the phenotypic trait of fitness.

A comparative genomic study of Caenorhabditis elegans and C. briggsae showed that there is a positive coupling effect of coding and regulatory sequence evolution, indicating that natural selection acts on genes and their upstream regulatory regions as integrated units. Therefore, an understanding of the mechanism underlying the interplay between coding sequence and regulatory sequence requires an integrated approach that considers the fitness effects of coding sequence and regulatory sequence simultaneously rather than the traditional approach, which treats coding sequence and regulatory sequence separately. In this study, we hope to bridge...
this gap and unite the studies of coding sequence and regulatory sequence evolution by proposing a biophysical model with which to study the co-evolution of regulatory sequence and protein coding sequence. We assume that an organism’s fitness is a function of the expression levels and stabilities of its proteins. Because the regulatory sequences determine the proteins’ expression levels and the coding sequences determine the proteins’ stabilities, we expect that there will be some correlation between the evolution rates of regulatory sequences and coding sequences. We merge the biophysical model with monoclonal population genetics simulations that include selection and mutation. In our simulation, mutations occur in both the model protein coding region and the upstream regulatory region. Mutations in the coding region change the stability of the protein, and mutations in the regulatory region change the binding affinity of the regulatory sequence, leading to a change in protein expression level. The dynamics observed in our asexual population model recapitulate the previous findings that highly expressed genes are stable and evolve relatively slowly.\(^2\)

In addition, our simulation shows a positive correlation between coding sequence evolution rate and regulatory sequence evolution rate and that gene expression and protein abundance are negatively correlated with regulatory sequence evolution rate.

Finally, we perform a bioinformatics analysis of yeast genomic data to provide empirical evidence that coding sequence evolution rate and regulatory sequence evolution rate are positively correlated and that regulatory sequence evolution rate and gene expression level are negatively correlated. Our model proposes that “selection for correctly folded proteins and selection against misfolded proteins” is
the critical biophysical constraint that shapes the co-evolution of regulatory sequence and protein coding sequence.

2.3 Methods

The simulations are initiated with a cell carrying five genes with base protein abundance levels of 10, 100, 1000, 10,000 and 100,000. Each of the five genes is associated with an upstream cis-regulatory sequence that determines the abundance of the protein encoded by that gene. We run twenty monoclonal parallel simulations from the common ancestor for 150,000,000 generations. We record a population snapshot every 500,000 generations. At each generation, a random mutation occurs with equal probability at each site of the genome. Therefore, the random mutation will have 70% probability of occurring in the coding region and a 30% probability of occurring in the regulatory region; these numbers were chosen based on the ratio of coding to non-coding sequence in *S. cerevisiae*\textsuperscript{29}. For mutations within the coding sequence, 25% are synonymous.\textsuperscript{30} Of the nonsynonymous mutations, 10% are unconditionally lethal, meaning that these mutations abolish activity and lead to a birth rate of 0.\textsuperscript{31} The remaining 90% of nonsynonymous mutations change the thermodynamic stability of the proteins. The change in stability (\(\Delta\Delta G\)) is selected at random from a Gaussian distribution with a mean of \(-0.13\times\Delta G + 0.23\) kcal/mol and a standard deviation of 1.7 kcal/mol. The numerical value is obtained from the linear regression of the data from the ProTherm database.\textsuperscript{32} The dependence of \(\Delta\Delta G\) on \(\Delta G\) is referred to as the “sequence depletion” effect. Mutations that result in \(\Delta G > 0\) are
considered lethal. Mutations within a cis-regulatory region change the binding energy \( \Delta \varepsilon_{pd} \). The change in binding energy \( \Delta \Delta \varepsilon_{pd} \) is drawn from a Gaussian distribution with a mean of 1 kcal/mol and a standard deviation of 2 kcal/mol. This change in binding energy is associated with a change in protein expression level. Then, the selection coefficient is calculated, and the mutation is accepted or rejected depending on the substitution probability. The effective population size is defined as 10,000. Figure 2.1 shows a flow chart of the simulation.

![Flow chart of the monoclonal simulation](image)

**Figure 2.1** Flow chart of the monoclonal simulation

For the empirical bioinformatics study, we obtained the dS and dN data from previous studies in yeast.\(^4\) We used the gene expression level data measured by Holstege et al.\(^33\) We used the protein abundance data measured in yeast by Ghaemmaghami et al.\(^34\) To characterize the evolution rate of the cis-regulatory sequence, we used two approaches.
The first approach is the calculation of TF binding site evolution rates that was previously used by Moses et al.\textsuperscript{24} Experimentally verified binding sites for Abf1p, Gal4p, Gcn4p, Mcm1p, Rap1p, Reb1p, and Tbp1p were extracted from the Promoter database of \textit{Saccharomyces cerevisiae} (SCPD).\textsuperscript{35} We first used a classical parsimony algorithm to calculate the minimum number of nucleotide changes for each column of the alignment.\textsuperscript{36} The alignment used the accepted species tree (Sbay, Smik, (Spar, Scer)).\textsuperscript{37,38} The evolution rate of a binding site is the sum of the number of changes at each position divided by the length of the binding site. The second method used to characterize the evolution rate of the cis-regulatory region is the Shared Motif Method (SMM), which was used previously by Castillo-Davis et al.\textsuperscript{28} The SMM can discover regions with local similarity between two DNA sequences without respect to their order, orientation, or spacing. The fraction of shared motifs is defined as the length of regions with local similarity divided by the DNA sequence length being compared. The shared motif divergence (dSM) is defined as one minus the fraction of shared motifs. Figure 2.2 shows a sample dSM calculation. In our study, we first identify the regions upstream of the yeast open reading frames (ORFs) from the global alignment of \textit{S. cerevisiae} and \textit{S. paradoxus}.\textsuperscript{37} Then we use upstream sequence of 500 bp for analysis. using 10 bp as the minimum length of a perfect stretch with no mismatches; this is equivalent to setting the minimum score of 40 (because a perfect match has score of +4). The scoring system for the algorithm is as follows: if there is a match of A,T,G,C, the score is +4, if there is a non-A,T,C,G match, the score is +1, if there is an unalignable X, the score is -100,000, and if there is a mismatch, the score is -4.
Then, the dSM for each ORF of yeast is obtained.

Figure 2.2 An example of the calculation of the shared motif method (SMM). In the example, suppose the two regulatory sequences have 500bp in length. After applying the local iterative alignment algorithm, two segments of sequences with significant local similarity are discovered. One region is 150bp long and the other is 100bp long and they have been translocated. The fraction of “shared motifs” between these sequences is (150+100)/500, or 0.5. The shared motif divergence (dSM) is one minus the fraction of “shared motifs”. Thus, dSM quantifies the fraction of regions between two sequences that does not have significantly similar local segments.

2.4 Results

A schematic diagram of the model cell is shown in Figure 2.3. Each model cell has a genome of $\Gamma$ genes, each coding an essential protein characterized by a free energy of folding ($\Delta G_i$). Many proteins fold in a two-state manner. The fraction of time spent in the native state is given by Equation 2.1:

$$P_{\text{nat}} = \frac{e^{-\Delta G_i/kT}}{1 + e^{-\Delta G_i/kT}}$$ (2.1)
where $k$ is Boltzmann’s constant, and $T$ is temperature. We assume that proteins must be in their native states to be functional.

![Figure 2.3](image)

Figure 2.3 A schematic representation of the model. A model organism has five genes, which are expressed into multiple copies of proteins. Each gene has a corresponding upstream cis-regulatory region which determines the expression level of a corresponding gene.

The fate of the cell is described by two quantities: the birth rate and death rate. The birth rate is given by Equation 2.2:

$$b = \prod_{i=1}^{\Gamma} \min\left(C_i P_i^{\text{nat}}, C_{i0}\right)$$

(2.2)

where $\Gamma$ is the number of essential genes, $C_i$ denotes the total abundance of the protein encoded by gene $i$, $P_i^{\text{nat}}$ is the probability that protein $i$ is in its native state, and $C_{i0}$ is
the protein abundance required to maintain biological function. The rationale behind this birth rate function is as follows: first, a cell needs to have a specific minimal number of functional proteins to perform its biological functions, and all essential proteins need to be correctly folded for the organism to survive. Therefore, the birth function takes a multiplicative form. Second, the contribution of protein abundance to the birth rate is saturable;\textsuperscript{39} therefore, we take the minimum of the real, correctly folded protein abundance and the required protein abundance. This type of diminishing benefit behavior is often observed in enzymes.\textsuperscript{39,40}

In vivo, unfolded proteins may aggregate and poison the organism. To capture this effect, we also include a death rate function, which is given by Equation 2.3:

\[
d = (\sum_i C_i (1 - P_i^{\text{mut}})) + d_0
\]

(2.3)

where \(C_i\) denotes the protein abundance coded by gene i. \(1 - P_i^{\text{mut}}\) denotes the probability that protein i in its unfolded state, and \(d_0\) is the natural death rate, which is caused by environmental factors other than protein stability.

In our model, the protein abundance levels are also evolvable. Each gene in our model is associated with an upstream regulatory sequence. Different regulatory sequences exhibit different binding affinities to regulatory proteins. We assume that the protein abundance levels are determined by the affinities of the binding sites in their regulatory sequences. If the affinities of the binding sites in the regulatory sequences increase, then more mRNAs will be expressed, and the protein abundance will increase. This quantitative relationship has been discussed thoroughly in previous studies.\textsuperscript{41} The protein abundance is given by Equation 2.4:
where $C_i$ is the abundance of the protein encoded by gene i, $C_{0i}$ is the base protein abundance for gene i, and $f_i$ is the fraction of expression relative to the required protein abundance due to different binding affinity. $f_i$ is given by Equation 2.5:

$$f = \frac{1 + \frac{N_{NS}}{P} e^{\frac{\Delta \varepsilon_{pd}}{k_B T}}}{1 + \frac{N_{NS}}{P} e^{\frac{(\Delta \varepsilon_{pd} + \Delta \Delta \varepsilon_{pd})}{k_B T}}}$$

where $N_{NS}$ is the number of non-specific binding sites for DNA-binding proteins, e.g., TF, $P$ is the number of DNA-binding protein molecules, $k$ is the Boltzmann’s constant, $T$ is the temperature, $\Delta \varepsilon_{pd}$ is the wild-type binding affinity of DNA-binding protein to the DNA, and $\Delta \Delta \varepsilon_{pd}$ is the change in the binding affinity of the DNA-binding protein to DNA due to mutation in the regulatory sequence.

Mutations can occur in both coding and regulatory sequences. The details of the coding sequence mutation are explained elsewhere. Briefly, the coding sequence mutations can be divided into two groups: synonymous mutations and nonsynonymous mutations. The nonsynonymous mutations can be further divided into two types, namely, unconditionally lethal mutations, which introduce STOP codons or disrupt critical residues, and other nonsynonymous mutations, which change proteins’ thermodynamic stability by a value ($\Delta \Delta G$) that is drawn from a Gaussian distribution. The mean value of the $\Delta \Delta G$ distribution is dependent on $\Delta G$, i.e., there is a sequence depletion effect.

Mutations can also occur in the regulatory sequence, which will change the
affinities of the binding sites in the regulatory sequence for the corresponding regulatory factors and therefore change the abundance of the protein encoded by the gene. The change in binding energy, $\Delta \Delta \varepsilon_{pd}$, is drawn from a Gaussian distribution with a mean of +1 kcal/mol and an SD of 2 kcal/mol. The range of binding energies used in this study allows the expression level to vary across several orders of magnitude due to mutations. A large variation in expression level due solely to the effects of mutation is observed in mutation accumulation experiment.

The selection coefficient for the evolution model, incorporating both birth rate and death rate, is given by Equation 2.6:

$$\nu = \frac{b_f / d_f}{b_i / d_i} = 1 + s$$ (2.6)

where $s$ is the selection coefficient, and $i$ and $f$ denote the initial state and the final state. The substitution probability that mutations fixed in the population in a monoclonal regime from state $i$ to state $j$ is given by Equation 2.7:

$$\pi(i \rightarrow j) = \frac{1 - \nu^{-1}}{1 - \nu^{-N}}$$ (2.7)

where $N$ is the effective population size. Figure 2.4 shows the dependence of the fixation probability on different selection coefficients in populations of different sizes.
Figure 2.4 The dependence of probability of a mutation to fix in the population on selection coefficient for two population sizes $N = 5$ and $N = 1000$.

We generate twenty parallel evolution trajectories starting from a common ancestor, determine the final states of each evolution trajectory after mutation-selection equilibration and plot each protein’s $\Delta G$ and abundance. The results of the simulation recapitulate well-known previous results and are consistent with the protein-misfolding hypothesis, demonstrating that highly expressed proteins are stable and evolve relatively slowly\textsuperscript{2,17} (Figure 2.5A and Figure 2.5B). This result suggests that our model is consistent with the “misfolding avoidance hypothesis”. Figure 2.6 shows the evolution of protein abundances for different genes. The protein abundances for all genes quickly reach plateaus at approximately one order of magnitude above the required level, after which they fluctuate around that level. This demonstrates that the birth rate plays a more important role than the death rate in the early stage of evolution when insufficient amounts of functional proteins are produced. Therefore, selection acts mainly on the amount of correctly folded proteins. After
equilibrium, the organism has sufficient amount of functional protein, and the death rate becomes the dominant factor determining evolutionary dynamics. Because selection acts mainly on misfolded proteins, highly expressed proteins are under stronger selection against misfolding; therefore, they are more stable and evolve more slowly than do proteins with lower levels of expression. The simulation shows that all essential proteins are expressed above the required levels. This phenomenon was observed in previous experiments on enzymes.\textsuperscript{46, 47}

Figure 2.5A is the simulation result of the negative correlation between protein abundance level and $\Delta G$. 

A
Figure 2.5B is the simulation result of the negative correlation between the number of accepted nonsynonymous mutations (Na) normalized by the expected number of accepted substitutions under neutral case ($N^*$) with acceptance probability of $1/N$, where $N$ is the effective population size. Correlation coefficients and significance levels are determined by Spearman’s rank correlation test.
Figure 2.6 Evolution of protein abundance levels for five genes. On the top right of the plot shows the required protein abundance for each gene.

After reproducing the previously reported results, our next goal is to study the co-evolution of regulatory and protein coding sequences. Figure 2.7A shows that there is a positive correlation between the number of accepted nonsynonymous substitutions (normalized to the expected number of accepted neutral substitutions in the coding sequence) and the number of accepted substitutions in the regulatory sequence (normalized to the expected number of accepted neutral substitutions in the regulatory sequence). In addition, Figure 2.7B shows that protein abundance is negatively correlated with the normalized number of accepted substitutions in the regulatory sequence in our simulation.
Figure 2.7A The simulation result of the positive correlation between the normalized number of accepted nonsynonymous mutations (Na/N*) and the normalized number of accepted mutations in the regulatory sequence (Nr/N*). The normalizing quantity is the expected number of accepted mutations (N*) under neutral case with acceptance probability 1/N, where N is the effective population size.

Figure 2.7B The simulation result of the negative correlation between protein abundance level and the normalized number of accepted mutations in the regulatory sequence (Nr/N*). Correlation coefficients and significance levels are determined by Spearman’s rank correlation test.
We used a first-principle biophysical model of living cells to investigate the relationship between regulatory sequence evolution and coding sequence evolution. Our model does not make any a priori phenomenological assumptions about optimal gene expression levels and is based on molecular biophysics. Additionally, our model takes into account the fitness effects of both regulatory and coding sequences. Finally, our model incorporates the evolvability of protein abundance levels.

We next used yeast genomic data to test the predictions made by our model. First, we investigate the relationship between gene expression level and regulatory sequence evolution. For regulatory sequence evolution, we use the shared motif divergence (dSM) to characterize the evolution of regulatory sequence. The definition of dSM is provided in the Methods. dSM ranges from zero to one, with higher dSM values indicating greater divergence between the two sequences. We use comparative genomics data from four yeast species (S. cerevisiae, S. paradoxus, S. mikatae and S. bayanus) to calculate the dN, the number of synonymous substitutions per site (dS) and the dSM of the regulatory sequence. Figure 2.8A shows that there is a statistically significant correlation between dN and dSM (Spearman’s correlation coefficient = 0.1538; P value = 1.6070×10^{-17}). The statistically significant positive correlation of dN and dSM provides strong empirical evidence to support our simulation finding that the regulatory sequence evolution rate and coding sequence evolution rate are correlated. Furthermore, we investigated the correlation between dS and dSM. Figure 2.8B shows that there is a positive correlation between dS and dSM (Spearman’s correlation coefficient = 0.1790; P value = 2.8720×10^{-23}). This is not
surprising because previous studies have suggested that codon usage bias plays an important role in coding sequence evolution.$^{2, 18}$ Figure 2.8C shows that there is a strong positive correlation between dN/dS and dSM (Spearman’s correlation coefficient = 0.1177; P value = 7.8178×10^{-11}). This observation suggests that a strong correlation between coding sequence evolution rate and regulatory sequence evolution rate persists even when we normalize the number of nonsynonymous substitutions per site to the number of synonymous substitutions per site and control the difference in mutation rate among different coding sequences, consistent with our simulation results. Our model also predicts that there should be a negative correlation between protein abundance and the number of accepted substitutions in the regulatory sequence; Figure 2.8D shows that there is a negative correlation between gene expression level and dSM (Spearman’s correlation coefficient = -0.0966; P value = 4.1125×10^{-10}). These bioinformatics results support the conclusions from our model simulations.
Figure 2.8A is the yeast empirical result of the correlation between shared motif divergence (dSM) and nonsynonymous substitution rate per site (dN). Figure 2.8B is the yeast empirical result of the correlation between shared motif divergence (dSM) and synonymous substitution rate per site (dS). Figure 2.8C is the yeast empirical result of the correlation between shared motif divergence (dSM) and dN/dS. Figure 2.8D is the yeast empirical result of the correlation between gene expression levels and the shared motif divergence (dSM). Correlation coefficients and significance levels are determined by Spearman’s rank correlation test.
The quantity that we use to measure the evolution of regulatory sequences (dSM) considers the entire regulatory sequence as well as the orientation and translocation effects of the binding sites. Our next question is whether the negative correlation between expression level and regulatory sequence evolution rate will be preserved if we focus on individual TF binding sites. We use several experimentally validated TF binding sites from the *Saccharomyces cerevisiae* promoter database to calculate the rate of evolution within these binding sites.\(^35\) The rate of evolution for each site in the TF binding sites is calculated using the classical parsimony algorithm and the accepted species tree (Sbay, Smik, (Spar, Scer)).\(^{37,38}\) The evolution rate of a binding site is the sum of the evolution rate for each position in the binding site divided by the total length of the binding site. Figure 2.9A shows the scatter plot of the average evolution rate of a TF binding site and the expression level of the downstream (regulated) gene. Our results show that there is no significant correlation between the gene expression level and the average evolution rate of the TF binding site (Spearman’s correlation coefficient = 0.0957; P value = 0.3317). Figure 2.9B shows the scatter plot of the average evolution rate of a TF binding site and the protein abundance of the downstream gene. This result also shows that there is no significant correlation between the protein abundance level and the average evolution rate of the TF binding sites (Spearman’s correlation coefficient = -0.0284; P value = 0.8022). Although our empirical results show that there is no significant correlation between TF binding site evolution rates and gene expression levels or protein abundance levels,
the number of experimentally verified TF binding sites is relatively small. Therefore, it is possible that a different conclusion might be reached when more experimentally verified TF binding sites are available for analysis.

Figure 2.9A shows the correlation between the Transcription Factor binding site evolution rate and the gene expression level from yeast. Figure 2.9B shows the lack of statistically significant correlation between the Transcription Factor binding site evolution rate and the protein abundance level from yeast. Correlation coefficients and significance levels are determined by Spearman’s rank correlation test.

2.5 Discussion

In this work, we used a first-principle biophysical model of living cells to investigate the relationship between regulatory sequence evolution and coding sequence evolution. Previous studies using phenomenological modeling generally
make a priori assumptions about the optimal levels of gene expression. Other studies using biophysical models consider the fitness of either regulatory sequences or coding sequences separately. Our model does not make any a priori phenomenological assumptions about optimal gene expression levels and is based on molecular biophysics. Additionally, our model takes into account the fitness effects of both regulatory and coding sequences. Finally, our model incorporates the evolvability of protein abundance levels through the binding energies of the sites in the regulatory sequence. Our model reproduces the important result that highly expressed proteins are stable and evolve relatively slowly. In addition, our model predicts that the coding sequence evolution rate and regulatory sequence evolution rate are positively correlated and that protein expression level is negatively correlated with regulatory sequence evolution rate. Furthermore, the results of an empirical study using comparative yeast genomic data were consistent with these predictions.

Our results show that, during evolution, protein abundance will exceed the biologically required level, leading to a surplus of protein. The increase in protein abundance will maximize organismal fitness because the birth rate is multiplicative while the death rate is additive. The “over-expression” of enzymes has been observed in studies on metabolic flux and enzyme amount, metabolic flux in the arginine biosynthetic pathway in Neurospora crassa and ethanol flux in relation to alcohol dehydrogenase activity in Drosophila melanogaster. In addition, our simulation shows that protein abundance will reach a plateau after equilibrium. This is consistent
with previous studies showing that binding sites are generally under stabilizing selection to produce the correct expression level; both stronger and weaker binding affinities produce less optimal functionality.\textsuperscript{53}

Our model is consistent with previous results showing that highly expressed proteins are more stable and that highly expressed genes evolve relatively slowly.\textsuperscript{2, 13, 17, 18} Previous studies have proposed that highly expressed genes evolve slowly due to the toxic effects of protein misfolding due to transcriptional and translational errors.\textsuperscript{18} Another study showed that the above two phenomena are also consequences of transcriptional and translational error-free misfolding, supporting a general misfolding avoidance hypothesis.\textsuperscript{17} In our model, we do not explicitly consider the translational process, but we still observe a strong correlation between expression levels and number of nonsynonymous substitution, which is consistent with the results produced by the transcriptional and translational error-free misfolding model. Furthermore, our model is distinct from previous models in that we explicitly consider the benefits produced by having a certain number of functional proteins, while previous studies focused only on the toxic effects of misfolded proteins. Additionally, our model allows protein abundance to fluctuate, while previous studies have examined only fixed protein abundances. In previous studies, the misfolded protein was always derived from a single source, either mistranslation-induced misfolding or translational error-free misfolding due to protein thermodynamic stability; in contrast, our model introduces two sources of misfolded proteins (the protein thermodynamic stability and the raw protein abundance level). Therefore, our model shows that the above two
relationships still hold under a more general assumption of evolvable protein abundance. Our simulation demonstrates the trade-off effect between the beneficial effects of functional proteins and the deleterious effects of toxic misfolded proteins.

The major finding of our simulations is that the number of substitutions in the regulatory region and the number of non-synonymous substitutions in the protein coding region are correlated. Previous studies on cis-regulatory and protein evolution in orthologous and duplicate genes of *Caenorhabditis elegans* and *C. briggsae* showed that there is a positive correlation between functional regulatory evolution and protein evolution in orthologous genes. Our empirical study of data from four yeast species also shows that there is a significant correlation between regulatory evolution and protein evolution in orthologous genes. This suggests that natural selection acts on a gene and its upstream regulatory sequence as an integrated unit. Although our model accurately demonstrates the correlation between protein evolution rate and regulatory sequence evolution, the correlation coefficient in our model is stronger than the empirical result obtained from the comparative genomic studies of four yeast species. One possible reason that a stronger correlation is observed in our model is that we do not consider the trans-effects of regulation. In reality, when mutations occur in cis-regulatory sequences, they are often accompanied by compensatory mutations in the TF binding sites to maintain the binding affinity. Previous experiments have demonstrated that in at least two genetic loci in *Drosophila*, bicoid and even-skipped, TFs and their DNA binding sites in cis-regulatory sequences have co-evolved, and promoter structure rearrangement has
occurred to maintain a stable gene expression pattern.\textsuperscript{22, 54} Another possible factor that might contribute to the difference in the magnitude of the correlation coefficient between our model and empirical study is that different cis-regulatory sequences might have the same binding affinities for a TF even in the absence of a compensatory mutational effect. We refer to this phenomenon as a “sequence degeneracy” effect. Recent high-throughput experiments that systematically measured the binding energy landscape of transcription factors showed that different TF binding site sequences within a cis-regulatory sequence can have similar binding energies.\textsuperscript{43} Furthermore, Tirosh et al. found that the majority of the previously identified differences in TF-binding sequences between yeasts and mammals have no detectable effect on gene expression.\textsuperscript{55} Because our phenomenological model considers only the effect of the cis-regulatory sequence on binding energy, there might be a discrepancy between model prediction and empirical data.

The final prediction made by our model is that highly expressed proteins should have slowly evolving regulatory regions. Empirical studies have shown a significant correlation between the mRNA level of a gene in \textit{S. cerevisiae} cells and its dSM. We also compare the protein abundance level versus the dSM in our model (Figure 2.10A). The correlation between the protein abundance and dSM remains significant, but the correlation is weaker and less significant than that between the gene expression level and dSM. There are several potential reasons for this difference. First, gene expression data is more readily available than protein abundance data. This lack of data might cause the lower significance and lower correlation. Second, there are
many complex biological processes involved in the process of mRNA translation to protein; these are not captured in our simple, minimalist model, which might cause a difference in the correlations of protein abundance and gene expression level with dSM. Finally, in our model, all proteins are essential proteins. Therefore, our model predicts that essential protein abundance, rather than all protein abundance, should negatively correlate with dSM. When we plot the correlation between dSM and essential protein abundance in *S. cerevisiae*, there is an increased and more significant correlation than when all proteins are considered (Spearman’s correlation coefficient = -0.1898; P value = 5.4945×10⁻⁷) (Figure 2.10B). Thus, the empirical results are in good agreement with the predictions of our model.
Figure 2.10A shows the yeast empirical result of the correlation between protein abundance level and the shared motif divergence (dSM). Figure 2.10B shows the yeast empirical result of the correlation between essential protein abundance level and the shared motif divergence (dSM). Correlation coefficients and significance levels are determined by Spearman’s rank correlation test.

Although our model captures many realistic biophysical aspects of protein coding sequence and cis-regulatory sequence evolution, it remains a minimalistic model and can be improved in the future. First, our model focuses on cis-regulatory region evolution, while real cells can also have compensatory mutations in DNA-binding proteins that will maintain the corresponding gene expression levels and mitigate the deleterious effects caused by mutations in the cis-regulatory region. Second, our model does not explicitly model the translation process. Therefore, our model cannot capture the effects of synonymous substitutions on evolution. In vivo,
because of the effects of codon usage bias, synonymous substitutions also influence the protein abundance.\textsuperscript{18} Third, we do not explicitly consider the effect of chaperones in mitigating the deleterious effects on fitness caused by destabilizing mutations in protein coding sequences. Fourth, we do not include protein-protein interactions in our model.\textsuperscript{56, 57} Fifth, our model does not include the epistatic effects of regulatory sequence evolution due to a lack of experimentally verified quantitative data. Recent studies have shown that the different positions within a binding site do not evolve independently.\textsuperscript{58-60} The effect of a change in binding affinity on fitness depends on the initial binding affinity of the binding site. This is the same as the “sequence depletion” effect that we used for the coding sequence. We were able to use ProTherm data to derive a quantitative relationship between $\Delta \Delta G$ and $\Delta G$, but we did not have enough experimental data to derive the same relationship for the regulatory sequences.\textsuperscript{32} Nevertheless, our model is able to reproduce important correlations between regulatory sequence and coding sequence evolution.

2.6 Conclusion
In this study, we developed a biophysically realistic model of protein folding and the binding of protein to DNA. Using this model and population genetics simulations, we investigated the co-evolution of protein coding and regulatory sequences. First, our simulation showed that there is a negative correlation between protein abundance and protein stability, which is consistent with previous simulation results. Additionally, we reproduced the well-known finding that highly expressed proteins evolve slowly,
showing that the accepted number of nonsynonymous mutations is negatively correlated with protein abundance level. Furthermore, our simulation shows that there is a positive correlation between the normalized number of accepted nonsynonymous mutations and the normalized number of accepted mutations in the regulatory sequence, demonstrating that there is a positive correlation between the evolution rate of a coding sequence and the evolution rate of its regulatory sequence. In addition, our simulation showed that there is a negative correlation between the protein abundance and the normalized number of accepted mutations in the regulatory sequence, similar to the behavior exhibited by the coding sequence. We also performed a bioinformatic analysis using empirical sequence data from yeast, which showed that there is a positive correlation between the shared motif divergence and the nonsynonymous substitution rate per site. Additionally, we found a negative correlation between the essential protein abundance level and the shared motif divergence, demonstrating that the evolution rate of the regulatory sequence is negatively correlated with protein abundance level, as is the evolutionary rate of the coding sequence.

2.7 Reference


Chapter 3

A Biophysical Model for Mutation and Recombination

3.1 Abstract

We present a comprehensive study of the effects of mutation and recombination on protein evolution. We use two biophysical protein folding models to quantify the genotype-phenotype relationship, i.e., between protein sequence and protein folding stability. The two protein folding models used are the Eris model and the lattice model. The Eris model uses realistic protein structures and physical force fields to calculate the protein folding stability. The lattice model takes into account the long-range interactions between amino acids. In addition, our realistic biophysical representation of protein sequences and structures naturally include the fitness changes caused by mutation and recombination. For example, epistatic effects and the sequence depletion effect are naturally incorporated in our model. Furthermore, our model allows intragenic recombination as well as intergenic recombination, which is a significant improvement compared to traditional population genetics models. We assess the effects of mutation and recombination on the adaptation dynamics, the protein equilibrium thermodynamic effects and fixation of recombinant alleles by focusing on three parameters: mutation rate, population size and recombination strength. First, we find that recombination increases the adaptation speed and final equilibrium fitness level compared to mutation. Additionally, a high mutation rate can lead to greater adaptation speed but a lower final equilibrium fitness level. Our realistic protein
models also allow us to examine the sequence space; we find that high recombination and mutation rates will increase the sequence entropy. We also observe the “synchronous” rise and fall of sequence entropy when there is only mutation, due to the hitchhiking effect. The time interval between each rise and fall is inversely proportional to the mutation rate. If recombination occurs, we do not observe any synchronous movement. Second, we investigate the equilibrium protein thermodynamic effect. Our model reproduces the previously published result that protein stability decreases with increased mutation rate and increases with population size in the pure-mutation process. In addition, our model shows that recombination increases protein stability and widens the distribution of protein stability compared to the pure-mutation process. The dependence of protein stability on the mutation rate in the presence of recombination can be divided into two categories. When the mutation rate is low, protein stability increases with the increase of mutation rate. However, when mutation rate is high, protein stability decreases with the increase in mutation rate. Finally, our model shows that high recombination strength and large population size increase the fixation probability of the recombinant allele, while a high mutation rate decreases the fixation probability of the recombinant allele.

3.2 Introduction

Mutation and recombination are the two major sources of protein evolution. Studying how mutation and recombination affect the evolution of protein sequence and structure can shed light on protein evolutionary history and the evolution of
evolvability, and may be useful for protein engineering.\textsuperscript{1-3} Mutation introduces new variants of the original protein sequences, providing the raw material for evolution. Recombination creates different combinations of segments of protein sequences, providing greater sequence diversity. Almost all forms of life are susceptible to mutations and recombination. Thus, identifying the roles of mutation and recombination in protein evolution is a central goal of evolutionary biology research.

Although the empirical bioinformatics analysis of sequence data can shed some light on the effects of mutation and recombination on protein evolution, a complete understanding cannot be gained from empirical analysis because data is available only for sequences that have been affected by natural selection. Therefore, the computer simulation of the evolutionary process is important because evolution itself is dynamic.

Although mutation and recombination both contribute to protein evolution, most previous studies have focused only on the effects of mutation on protein evolution.\textsuperscript{4-8} In addition, previous theoretical studies on the evolutionary process using population genetics models have had several disadvantages.\textsuperscript{9,10} First, the traditional population genetics approaches usually assume a fitness landscape in which a single genotype has the highest fitness value, and any genotype deviating from the optimal genotype has lower fitness.\textsuperscript{11} This single-peaked fitness landscape does not reflect reality. Indeed, previous studies employing a lattice protein structure model have shown that the fitness landscape might be glass-like, with multiple local maxima.\textsuperscript{12} Second, traditional population genetics models use pre-specified parameters to quantify the
selection coefficients for deleterious mutations. However, different mutations generally have different fitness effects in real organisms, and the same mutation might have different fitness effects depending on the genetic background (epistasis). Third, when modeling recombination events, traditional population genetics approaches can only model events in which recombination takes place between different loci or intergenic recombination. This corresponds to a situation in which recombination can only occur between different genes. However, in reality, eukaryotic genes are discontinuous segments of coding DNA that are interrupted by introns, which can be quite long. This suggests that recombination can also take place within genes in real organisms. In fact, one possible function for introns is to increase the rate of recombination within protein-coding genes. In viruses, the chance of intragenic recombination is even higher because viral genomes, especially those of RNA viruses, are extremely compact and contain many overlapping open reading frames. Therefore, a single crossover might actually result in the recombination of multiple proteins. Finally, some other studies have used a two-letter amino-acid alphabet (HP) to represent the interactions between hydrophobic and polar residues. While this reduced representation of proteins saves computational time, it grossly oversimplifies the complexity of the amino acid interaction force fields in a real protein.

Therefore, to overcome the disadvantages of traditional population genetics models, we will use a biophysical model of protein folding with explicit sequences and protein structures to study the effects of mutation and recombination on protein evolution. The biophysical model allows us to consider the roles of mutation and
recombination in the context of a realistic biophysical fitness landscape. Additionally, each mutation in the genome has its own fitness effect, determined by protein folding thermodynamics, so we do not require any a priori assumptions about the fitness effect of a single mutation or epistasis effect. In addition, our use of an explicit sequence enables the analysis of recombination within genes, thus reflecting a more realistic picture of recombination. We want to study the adaptation process, the effect of equilibrium thermodynamics, and the origin and fixation of recombinant alleles during protein evolution, as well as the effects of mutation rate, population size and recombination strength on those processes.

3.3 Models and Methods

Our goal is to bridge the gap between structural biology and population genetics to study problems in evolution. We employ a sequence-based model with explicit protein structure to study the evolution of mutation and recombination. We have a total number of \( N \) cells in our model. Each model cell has a genome of \( \Gamma \) genes with explicit protein sequences, each encoding an essential protein with a specific amino acid sequence and a free energy of folding \( (\Delta G_i) \). In addition, each cell has a recombination modifier allele that determines whether the organism undergoes recombination during reproduction. If the recombination modifier allele is inactive, the organism undergoes only mutation during reproduction; if the recombination modifier allele is active, the organism undergoes both mutation and recombination. Many proteins fold in a two-state manner. The fraction of time spent in the native
state is given by Equation 3.1:

\[ P_{nat} = \frac{e^{-\Delta G_i / kT}}{1 + e^{-\Delta G_i / kT}} \]  \hspace{1cm} (3.1)

where \( k \) is Boltzmann’s constant, and \( T \) is temperature. We assume that proteins must be in native states to be functional.

The fate of the cell is captured by the birth rate. A cell requires a specific number of functional proteins to perform the biological function. Our birth rate function is given by Equation 3.2:

\[ b = \left( \prod_{i=1}^{\Gamma} P_{nat}^i \right) \]  \hspace{1cm} (3.2)

where \( \Gamma \) is the number of essential genes and \( P_{nat}^i \) is the probability that protein \( i \) is in its native state.

We consider two different types of evolutionary process: a pure-mutation process and a mutation-recombination process, which are shown in Figure 3.1 and Figure 3.2, respectively. A flow chart summarizing the simulation is shown in Figure 3.3. In the pure-mutation process, we start with a pure-mutation population of haploid organisms of population size \( N \). We evolve the population according to Wright-Fisher model, with no overlapping generations. For each generation, we select individual organisms with a probability of replication that is proportional to their fitness. Each replicating organism undergoes a number of mutations selected from a Poisson distribution. We then evolve the population to reach mutation-selection equilibrium. In the mutation-recombination process, we start with a population of haploid organisms of
population size N. Each organism carries a recombination modifier allele with recombination strength r. For each generation, we choose two distinct organisms with probabilities proportional to their fitness. This process is performed with N/2 replacements to form N new organisms for the next generation. The two chosen organisms undergo both mutation and recombination. The recombination process takes place with probability r. We call r the “recombination strength” because it quantifies the organism’s ability to perform recombination. During the process of producing offspring, a random position in the genome is selected, and two parent organisms produce two offspring with exchanged genomes. For example: before recombination we have genome A with segment 1 and segment 2 and genome B with segment 1 and segment 2; then, after recombination, we have two new organisms, with genome A’ and B’, where A’ is composed of segment 1 of genome A and segment 2 of genome B, and B’ is composed of segment 1 of genome B and segment 2 of genome A. Then, each offspring genome acquires a random number of mutations drawn from a Poisson distribution with a mean of m. We estimate ΔΔG for proteins with all possible single point mutations to their wild type sequences using Eris.\textsuperscript{20, 21} We made a simple assumption of the additivity of the mutational effect of ΔΔG. The ΔG for mutant proteins are the sum of all corresponding single point mutation ΔΔGs and the wild type ΔG, as shown in Equation 3.3:

\[
\Delta G_{\text{mut}} = \Delta G_{\text{wild}} + \sum \Delta \Delta G
\]  

(3.3)
Figure 3.1 An illustration of the Wright-Fisher model for pure-mutation process. In this example, the cell with brown genome has relatively high fitness. The cell thus has more chance to get selected and produces more offsprings in the next generation.
Wright-Fisher Model for mutation-recombination process:

Every time sample two cells according to fitness

Figure 3.2 An illustration of the Wright-Fisher model for mutation-recombination process. In this example, two cells with blue and brown genomes are sampled according to their fitness level. A random crossover point is located in the genome. Their two offspring have different genotypes. The first offspring cell has its left part of the genome coming from the blue cell and the right part of the genome coming from the brown cell. The second offspring cell has its right part of the genome coming from the brown cell and the left part of the genome coming from the blue cell.
We also run a control simulation using lattice protein model. First, we perform all single amino acid substitutions on the sequence to obtain the $\Delta \Delta G$ distribution using the Miyazawa-Jernigan (MJ) potential. Then, we rescale the $\Delta \Delta G$ distribution to the empirical $\Delta \Delta G$ distribution by scale transformation. The empirical $\Delta \Delta G$ distribution is obtained from the ProTherm database. Thus, we have a one-one mapping from sequence to free energy. We add the lattice model simulation to examine the effect of epistasis in a protein on the linear additive assumption of $\Delta G$ in the Eris-based model.

3.4 Results

3.4.1 Adaptation dynamics
We first compare the different adaptation dynamics between the pure-mutation and mutation-recombination processes using a real protein model. Figure 3.4 (A) shows the adaptation of fitness under the Eris-based model. There are several interesting differences in the dynamics between the pure-mutation process and the mutation-recombination process. First, we observed that the mutation-recombination fitness curves have steeper slopes than the pure-mutation fitness curves do, indicating that recombination increases the speed of adaptation. This result is consistent with the generally accepted view that recombination will speed up the adaptation process by exploring the sequence space more efficiently than the pure-mutation process can. 

Beneficial mutations may be united in the same lineage by recombination; while in the pure-mutation process, different beneficial mutations will compete with each other. Second, we found that the mutation-recombination process has higher equilibrium fitness levels than the pure-mutation process under the same mutation rate. This is also consistent with the current view that recombination is beneficial to organisms in a new environment because they will be more fit than their pure-mutation counterparts. Additionally, when the mutation rate increases, the final fitness levels for both pure-mutation and mutation-recombination processes decreases. Previous computational studies have shown that a high mutation rate is detrimental to the fitness of an organism in the absence of recombination effects. Here, we show that a high mutation rate is also detrimental to the fitness level in the presence of recombination. This is because although recombination can remove deleterious mutations, it cannot do so effectively if the mutation rate is very high; therefore, the
final fitness level of an organism will be reduced. Moreover, there is a larger initial decrease in fitness for both the mutation-recombination and pure-mutation processes evolving under high mutation rates. The larger initial decrease for the high mutation rate process occurs because the adaptation process is essentially a global optimization of the fitness landscape. The adaptation process can thus be viewed as an organism “walking” on the fitness landscape, searching for the global maximum. The fitness landscape is very rugged, meaning that it has many local peaks. We select an initial condition that is in the vicinity of a local peak so that any subsequent sequence space search will cause the organism to leave the local peak, resulting in an initial decrease in fitness level. A high mutation rate leads to the accumulation of many deleterious mutations, and the fitness of the population initially drops. Finally, although high mutation rate lowers the final fitness level of the population, we observe that a high mutation rate can increase the speed of adaptation for both pure-mutation and mutation-recombination populations. This is because a high mutation rate also increases the likelihood that a beneficial mutation will occur, therefore increasing the speed of adaptation. Figure 3.4 (B) shows the results of a control experiment using a lattice model. The features appearing in the Eris model also appear in the lattice model, showing there is no large discrepancy between the two models. Therefore, the epistasis between different protein residues does not significantly affect the linear additive assumption of protein free energy.
Figure 3.4(A) Evolution of fitness using Eris Model with different population size N, mutation rate m and recombination strength r.

Figure 3.4(B) Evolution of fitness using Lattice Model with different population size N, mutation rate m and recombination strength r.

Our realistic protein model allows us to study protein sequence evolution in the context of the adaptation process. We therefore consider amino acid changes in all proteins in our model. We calculate the sequence entropy \( S(p) \) of these proteins to analyze the degree of diversity of the proteins of the organism. We then align all sequences in the population for each of the proteins to obtain \( S(p) \). The sequence entropy of a residue in the kth position is defined as follows:  \(^{28}\)

\[
S_k = -\sum_{i=1}^{20} P_i^k \log P_i^k
\]

where \( P_i^k \) is the frequency of amino acid i in the kth position in a multiple alignment of sequences from all organisms in the population. The sequence entropy for a whole
protein is obtained by averaging the entropy over all positions in its sequence.

Figure 3.5 (A-J) shows the evolutionary time dependence of sequence entropy \( S(p) \) for each of the 10 proteins in our model. Low S indicates that all proteins of a given locus in the population have very similar sequences, whereas high S suggests substantial sequence heterogeneity in the population. There are several important features of the sequence entropy. First, we find that a high mutation rate increases the sequence entropies in both pure-mutation and mutation-recombination populations. This is because a high mutation rate will increase the sequence diversity and therefore increase the sequence entropy. Second, we notice that the incorporation of recombination increases the sequence entropy. This is because recombination explores the sequence space more thoroughly than a pure-mutation process alone, and therefore, the population carries more polymorphic loci. Third, we find that the sequence entropies for different genes move “synchronously” in the pure-mutation process. The synchronous movement of sequence entropies in different proteins is due to epistatic events in which a beneficial mutation occurs in one gene and the lineage that carries this beneficial mutation quickly takes over the population. Because of the effect of linkage, other genes in that organism will also become fixed, resulting in the synchronous movement of sequence entropy. Additionally, we observe that when the mutation rate increases, the synchronous movement effect is stronger, and the time interval between each move becomes smaller. This is because the chance that a beneficial mutation will occur increase as the mutation rate increases. Therefore, more beneficial mutations may become fixed. However, in the mutation-recombination
population, there is no such synchronous movement. This is because recombination disrupts the linkage of different genes. Therefore, the occurrence of a beneficial mutation in one gene has a weaker effect on the fixation of other genes within the same organism. The sequence entropy evolution in a control experiment using lattice protein is shown in Figure 3.6 (A-J), which exhibits similar behaviors.

Figure 3.5 Evolution of Sequence Entropy $S(p)$ using Eris Model for proteins with different population size $N$, mutation rate $m$ and recombination strength $r$. 
Figure 3.5 (Continued)
Figure 3.6 Evolution of Sequence Entropy $S(p)$ using Lattice Model for proteins with different population size $N$, mutation rate $m$ and recombination strength $r$. 
3.4.2 Protein thermodynamics effect

We now turn to the effect of recombination on the equilibrium protein free energies. We perform a series of simulations using different population sizes and mutation rates to investigate the equilibrium protein free energy for pure-mutation and mutation-recombination processes. The result for the Eris model is shown in Figure 3.7(A). There are several interesting features of the above figure. First, for a
pure-mutation process, the protein free energy decreases with an increase in mutation rate. Second, for the mutation-recombination process, protein stability increases with the increase of mutation rate at low mutation rates but decreases with the increase of mutation rate at high mutation rates. This phenomenon may be attributed to several factors. First, we should understand that recombination acts as a filter to deleterious mutations under the mutation inflows. Additionally, this filter can only be effective if mutation inflow is small. If the mutation inflow is large, the recombination filter will fail because it cannot remove all deleterious mutations. In the low mutation rate regime, an increase in the mutation rate will increase both the beneficial mutation supply and deleterious mutation supply. The “recombination filter” will remove the deleterious mutations and retain the beneficial mutations. Therefore, an increase in the mutation rate increases protein stability. However, in the high mutation rate regime, the “recombination filter” will not be able to remove deleterious mutations because the mutation inflow is too large. Therefore, a higher mutation rate will lead to a decrease in protein stability. Third, the mutation-recombination process is associated with higher protein stability than is the pure-mutation process at the same population size and mutation rate. This is because the mutation-recombination process explores the sequence space more efficiently and therefore can achieve greater protein stability. Fourth, protein stability increases with population size at the same mutation rate for both the pure-mutation and mutation-recombination processes. This is consistent with previous findings for the pure-mutation process and occurs because the selection effect is more pronounced in a large population, thus enabling the protein to become
more stable at equilibrium. Fifth, the gap in protein stabilities between different population sizes is larger for mutation-recombination process than for the pure-mutation process. This is because the recombination-mutation process searches the sequence space more efficiently and therefore produces more stable proteins and more unstable proteins compared to the pure-mutation process. Under the more stringent selection of a larger population size, the unstable proteins are purged, and the recombination-mutation process retains more stable proteins than does the pure-mutation process. Therefore, the gap in protein stabilities between different population sizes is larger for the mutation-recombination process than for the pure-mutation process. Figure 3.7 (B) shows the results of a control experiment using the lattice model. The features that appeared in the Eris model also appear in the lattice model, showing that there is no major discrepancy between the two models. Therefore, the epistasis does not significantly affect the linear additive assumption of protein free energy.
Figure 3.7 (A) The dependence of stability of all proteins averaged over all organisms in a population on mutation rate with different population size N and recombination strength r using Eris Model. Figure 3.7 (B) The dependence of stability of all proteins averaged over all organisms in a population on mutation rate with different population size N and recombination strength r using Lattice Model.

We also investigated the distribution of protein stability in the high recombination and pure-mutation regimes. Figure 3.8 (A-D) shows the protein stability distribution for different population sizes and mutation rate under both pure-mutation and mutation-recombination regimes under the Eris model. Figure 3.9 (A-D) shows the protein stability distributions for different population sizes and mutation rates for both pure regimes under the lattice protein model. Both models make the same prediction: the distribution of protein stability is much broader in the mutation-recombination regime than that in the pure-mutation regime. The reason for the broader distribution in the recombination regime is that recombination explores
the sequence space more thoroughly, and it is thus more likely to produce both very
stable proteins and marginally stable proteins.

Figure 3.8 (A-D) Distribution of protein stabilities with different population size N,
mutation rate m and recombination strength r under Eris Model.
3.4.3 Fixation probability of recombination alleles

Our final objective is to investigate the fixation probability of recombinant alleles in a well-adapted pure-mutation population. It is important to note the
difference between this issue and the previously discussed issue of adaptation dynamics. Adaptation dynamics investigates the features of pure-mutation and mutation-recombination processes in the context of a novel environment to which the initial population is not well adapted. Here, in contrast, we study the origin of recombination in a pure-mutation population in same environment. Our approach is as follows: at the start of each simulation, each organism in the population has an inactive recombination modifier allele. We let the population evolve for N generations to reach an approximate mutation-selection equilibrium. Then, we randomly choose an individual at which a recombination modifier allele becomes activated. The population then evolves until the fixation or loss of the recombination modifier allele in the population. We run five thousand simulations for each case with different population sizes, mutation rates and recombination strengths to estimate the probability that the recombination modifier allele becomes fixed. The probability is then compared with the neutral expectation so that the relative probability of fixation is quantified. In the neutral case, the probability of the fixation of the modifier allele is 1/N, where N is the population size. Figure 3.10 (A) and (B) show the relative probability of fixation of the modifier allele under the Eris and lattice models. First, we study how the strength of the modifier allele affects its evolutionary fate. We observe that modifier alleles with higher recombination strength have higher relative fixation probabilities. Second, Figure 3.10 (A) and (B) show that, under the same recombination strength and mutation rate conditions, the recombinant allele has a greater relative probability of becoming fixed in a larger population. This result was
previously observed in a traditional population genetics simulation. The larger population maintains more polymorphisms; therefore, the variation in the stability of each gene is larger in the larger population, and there are more very stable and very unstable proteins in large populations than in small populations. Therefore, recombination can bring those very stable proteins together and increase their fixation probabilities. Third, our results show that, with the same recombination strength and population size, higher mutation rates lead to lower fixation probabilities of recombinant alleles. This is because high mutation rate will generate more deleterious mutations to the organism that carries the recombinant allele, therefore reducing the chance that the lineage will survive in the long run.
Figure 3.10 (A) The dependence of relative fixation probability of the recombination allele on different mutation rate $m$ with different population size $N$ and recombination strength $r$ under Eris model. Figure 3.10 (B) The dependence of relative fixation probability of the recombination allele on different mutation rate $m$ with different population size $N$ and recombination strength $r$ under lattice model.
3.5 Discussion

In this work, we studied the effects of mutation and recombination on various aspects of protein evolution, including the adaptation process, the equilibrium thermodynamic properties and the evolutionary origin of recombination under different mutation rates, recombination strengths, and population sizes. Our realistic biophysical protein model allows us to observe a rich set of behaviors. Our model is based on a simple but biologically reasonable assumption that the organismal birth rate is determined by the fraction of correctly folded proteins. The realistic biophysical protein model naturally includes epistatic effects and the sequence depletion effect. Furthermore, the mutational and recombinational effects in our model are realistic and do not assume prespecified fitness effects of mutation and recombination. Our model also permits recurrent and back mutations. Another important feature of our model is that it admits intragenic recombination, which cannot be captured by the traditional population genetics approach. In fact, intragenic recombination is a very important factor in the protein evolution process. For example, almost all recombination events in bacteria are intragenic.\(^{18}\)

We observed that recombination can increase the adaptation speed of a population and the final fitness level of a population. Previous lattice model simulations also showed that the inclusion of recombination results in a faster increase in fitness and greater overall fitness level during evolution.\(^{30,31}\) Adaption is slower in pure-mutation populations because beneficial mutations must compete with each other, while recombination brings together beneficial mutations, breaking the linkage of
different genes. This phenomenon is a manifestation of the Hill-Robertson effect, which states that linkage can decrease the efficacy of selection.\textsuperscript{32} Our results are also consistent with those of a previous study which showed that, at a high mutation rate, recurrent mutations can unite beneficial mutations in the same background and that the relative difference in adaptation time between sexual and asexual populations is small when there is a large mutation supply, making asexual populations behave progressively more like sexual populations.\textsuperscript{33} Indeed, we observed that when the mutation rate increases, the speed of adaptation in a pure-mutation population increases, and the difference in adaptation speed between pure-mutation and recombination populations decreases. Therefore, mutation rate is a double-edged sword. On one hand, it increases the adaptation speed, but on the other hand, it lowers the final fitness level of the whole population.

The examination of sequence entropy allows us to study the change in the sequence space during the adaptation process. We observed that recombination tends to increase sequence entropy by breaking the linkage between different residues and alleviating the hitchhiking effect. This observation is consistent with previous studies showing that recombination rate is positively correlated with sequence diversity.\textsuperscript{34, 35} We observed that the sequence entropies of different proteins move up and down synchronously in the pure-mutation populations, while there is no such synchronous movement in mutation-recombination populations. The synchronous movement of sequence entropy in a pure-mutation population was observed in a previous simulation using lattice protein models.\textsuperscript{12} Our results are also consistent with the
results of a previous population dynamics simulation, which showed that there is a transition from genotype selection to allele selection when the recombination rate increases from zero to a very high number. When there is no recombination, every gene is linked and the genotype serves as the unit of selection. When recombination is very high, however, the linkage between each gene is broken, and each gene is selected independently. In that study, the author used a traditional population genetics model that modeled each gene as an allele and thus could not incorporate the intragenic homologous recombination effect. Our realistic protein model generalizes their results to the amino acid residue level by taking into account of the intragenic homologous recombination. Additionally, our model revealed behavior different from that observed in a previous study using a two-letter HP lattice protein model. Their result showed that when mutation dominates, the average sequence distance increases monotonically, but while recombination dominates, the sequence distance increases and decreases several times before reaching an equilibrium state. Our result shows the contrary: in the pure-mutation case, sequence entropy increases and decreases several times, while in the mutation-recombination case, sequence entropy increases monotonically. This discrepancy likely arises because in our model, proteins evolve under selection, which takes the form of a Fermi function. This means that sequences folding into the same structure may have different fitness levels. Therefore, a beneficial mutation can become fixed so that the sequence entropy increases and decreases several times during the pure-mutation process. In contrast, in the mutation-recombination process, sequence entropy increases monotonically because
the linkage between different residues is disrupted by recombination. In the two-letter HP lattice protein model, however, there is no fitness difference among protein sequences folding into the correct target structures. Essentially, this model treats fitness as a step function: the fitness is one if the protein sequence folds into the target structure and zero if the protein sequence does not fold into the target structure. Therefore, sequence diversity increases monotonically when mutation dominates because mutations typically result in moderate sequence changes that do not greatly decrease the probability of correctly folding into the target structure. Therefore, the mutant sequence can be preserved and the sequence diversity increases. In contrast, when recombination dominates, sequence diversity increases and decreases several times. This is because recombination typically causes drastic sequence changes, with a higher probability of disrupting the ability to fold into the target structure. Therefore, the sequence diversity can decrease during this process. This demonstrates that a correct fitness function plays an important role in shaping the protein evolution process in the sequence space. The different effects of step-function fitness and Fermi-function fitness on protein stability distribution have been studied previously.\textsuperscript{27} In that study, the result shows that Fermi-function fitness can produce better agreement with experimental protein stability distributions by taking into account the gradual loss of fitness as proteins become marginally stable. Our result shows that the gradual loss of fitness as proteins become marginally stable also has important effects on determining the sequence evolutionary trajectories in the pure-mutation and mutation-recombination processes.
We also examined the different effects of pure-mutation and mutation-recombination models on protein thermodynamics. Our structure-based protein model reproduces the experimental protein stability distribution. In addition, our model predicts that protein stability will decrease when the mutation rate increases in a pure-mutation process. This result is consistent with the results of previous simulations, which showed that a high mutation rate is detrimental to protein folding stability.\textsuperscript{14, 27} Our result generalizes this finding; the previous studies used phenomenological protein models without explicit structures and therefore without the sequence depletion effect. One experimental study showed that some features of protein stability, such as contact density, are significantly different between RNA virus proteins and proteins from DNA-based organisms, which suggests that different mutation rates might result in different protein stabilities.\textsuperscript{37} Moreover, our model extends the previous simulation results by explicitly considering the effects of recombination and predicts that protein stability should increase with mutation rate when the mutation rate is low and decrease with mutation rate when the mutation rate is high, although a full verification of this prediction will require the measurement of the stabilities of homologous proteins from both RNA and DNA viruses. We also observe that the mutation-recombination process leads to increased protein stability compared to that in the pure-mutation process at the same mutation rate. This finding is consistent with the fact that many retroviruses use frequent recombination as a strategy to increase their survival probability.\textsuperscript{38, 39} Retroviruses generally require high mutation rates to avoid immune system attack. If they did not use recombination, their
proteins would become extremely unstable and they would not be able to survive. To increase the protein stability, they use frequent recombination to purge deleterious mutations.

Finally, we studied the origin of recombination in a pure-mutation population. We observed that modifier alleles with higher recombination strength have a higher relative fixation probability. This finding is consistent with the results of a previous simulation study using a traditional population genetics approach that did not consider protein folding biophysics.\textsuperscript{13} This means that stronger recombination modifiers that increase the recombination rate substantially will have a much greater advantage over weak recombination modifiers that only increase recombination by a small amount. This result also reflects the fact that nature not only selects for the recombinational mode of reproduction but also selects for the right amount of recombination. If the recombination modifier is too weak to reduce the rate of mutation accumulation, the recombination mode of reproduction will have no advantage over the pure-mutation mode of reproduction. We also observed that the fixation of recombinant alleles occurs more rapidly in a large population given the same recombination strength and mutation rate. This result is consistent with previous findings demonstrating that the Hill-Robertson effect is more pronounced, and selection for recombination modifiers is stronger, in large populations with many sweeping loci.\textsuperscript{40} Therefore, recombinant alleles have a greater chance of becoming fixed in a larger population.

3.6 Conclusion
In this study, we developed a realistic biophysical model with which to investigate the roles of mutation and recombination in protein evolution. Our biophysical protein folding model and fitness function allowed us to incorporate the epistasis effect and sequence depletion effect naturally in our study. Furthermore, our model considers intragenic recombination, which is a significant improvement upon previous models. The conclusions drawn from our study are as follows: First, during the adaptation process, mutation-recombination processes increase the adaptation speed compared to the pure-mutation process. Additionally, the mutation-recombination process has a higher equilibrium fitness level than does the pure-mutation process because the mutation-recombination process is able to explore the sequence space more thoroughly. Additionally, a high mutation rate is a double-edged sword because although it can increase the speed of the adaptation process, it also decreases the final fitness level. In addition, we found that a high mutation rate increases the sequence entropies in both pure-mutation and mutation-recombination processes. Recombination increases the sequence entropies compared to the pure-mutation process. The sequence entropies of different genes move synchronously in a pure-mutation process, and the synchronous rise and fall of sequence entropies reflect the occurrence and fixation of beneficial mutations in the population. These synchronous movements lead to the hitchhiking effect of different genes in an organism. The time interval between each synchronous move becomes smaller when the mutation rate increases because this increases the rate of the generation of beneficial mutations. No synchronous movement is observed in
mutation-recombination processes, however, because the linkage between genes is disrupted. Second, the effects of mutation and recombination on protein stability can be summarized as follows: Protein stability decreases with the increase of mutation rate; furthermore, for mutation-recombination processes, protein stability increases with the increase of mutation rate at low mutation rates and decreases with the increase of mutation rate at high mutation rates. The mutation-recombination process is associated with higher protein stability than is the pure-mutation process at the same population size and mutation rate. Protein stability increases with population size at the same mutation rate for both processes. Additionally, the distribution of protein stability is much broader in the recombination regime than in the pure-mutation regime. Finally, for the fixation of recombinant alleles in a pure-mutation population, modifier alleles with higher recombination strength have a higher relative fixation probability. The recombinant allele has a higher relative probability of becoming fixed in a large population. Finally, higher mutation rates lead to lower fixation probabilities for recombinant alleles.
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