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Abstract

This thesis is composed of two problems. The first is a systems level analysis of the carbon concentrating mechanism in cyanobacteria. The second presents a theoretical analysis of femtosecond laser melting for the purpose of hyperdoping silicon with sulfur. While these systems are very distant, they are both relevant to the development of alternative energy (production of biofuels and methods for fabricating photovoltaics respectively). Both problems are approached through analysis of the underlying diffusion equations.

Cyanobacteria are photosynthetic bacteria with a unique carbon concentrating mechanism (CCM) which enhances carbon fixation. A greater understanding of this mechanism would offer new insights into the basic biology and methods for bioengineering more efficient biochemical reactions. The molecular components of the CCM have been well characterized in the last decade, with genetic analysis uncovering both variation and commonalities in CCMs across cyanobacteria strains. Analysis of CCMs on a systems level, however, is based on models formulated prior to the molecular characterization. We present an updated model of the cyanobacteria CCM, and analytic solutions in terms of the various molecular components. The solutions allow us to find the parameter regime (expression levels, catalytic rates, permeability of carboxysome shell) where carbon fixation is maximized and oxygenation is minimized.
Saturation of RuBisCO, maximization of the ratio of CO₂ to O₂, and staying below or at the saturation level for carbonic anhydrase are all needed for maximum efficacy. These constraints limit the parameter regime where the most effective carbon fixation can occur. There is an optimal non-specific carboxysome shell permeability, where trapping of CO₂ is maximized, but HCO₃⁻ is not detrimentally restricted. The shell also shields carbonic anhydrase activity and CO₂ → HCO₃⁻ conversion at the thylakoid and cell membrane from one another. Co-localization of carbonic anhydrase and RuBisCO in a smaller volume raises the concentration of carbon dioxide around RuBisCO by switching from a regime where the carbonic anhydrase is saturated to non-saturated.

Hyper-doping with femto-second lasers offers a versatile method for creating new materials including semi-conductor materials doped at beyond the equilibrium solubility limit. Silicon hyper-doped with sulfur has been shown to absorb highly in the infra-red region. Hyper-doped silicon already is already used in night-vision infra-red sensors and is being explored for other applications such as photovoltaics. Being able to finely tune the dopant profile in the material will allow us to achieve more efficient and effective devices. To better control the doping profile, we develop a model which correctly represents the physics of melting of Si and diffusion of dopant into the material. The thermal and solute diffusion model produces melt dynamics and dopant profiles consistent with experimental data. We present the results of numerical simulations. We identify two distinct mechanisms which account for the characteristic dopant profiles in experiments. A change in laser absorption such that the melt depth increases or a
change in the mechanism of dopant integration from an "instant surface dose" to a surface flux can both account for changes in dopant profile with subsequent laser pulses.
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1.1.1 Schematic of the carbon concentrating mechanism in cyanobacteria. Cell membranes are the outer most membrane (in green/black). Immediately inside are the thylakoid membranes where the light reactions take place (in green). Carboxysomes are shown as four hexagons evenly spaced along the centerline of the cell. HCO$_3^-$ transport across the cell membrane is indicated (in blue), as well as conversion from CO$_2$ to HCO$_3^-$ (in orange). Both carbon species can leak in and out of the cell. Carbonic anhydrase (orange) and RuBisCO (blue) are confined to the carboxysomes and facilitate reactions as shown.
1.3.1 Phase space for HCO$_3^-$ transport and carboxysome permeability. Plotted are the parameter values at which the CO$_2$ concentration reaches some critical value. The red line (left most) indicates for what values of $j_c$ and $k_c$ the CO$_2$ concentration in the carboxysome would saturate RuBisCO. The black line (right most) indicates the parameters for which carbonic anhydrase is saturated. The blue line (middle) indicates the parameter values which would result in a CO$_2$ concentration where 99% of all RuBisCO reactions are carboxylation reactions and only 1% are oxygenation reactions when O$_2$ concentration is 260$\mu$M. Here $a = 0$, so there is no CO$_2$ scavenging or facilitated uptake. All other parameters, such as reaction rates are held fixed and the value can be found in tables A.0.1 and A.0.2.

1.3.2 Numerical solutions (stars) compared to the solutions set by equation (1.12) (dashed line) and equations (1.21) and (1.22) (solid line). HCO$_3^-$ transport is varied, and all other system parameters are held constant. The grey dashed line show the CO$_2$ concentration at which RuBisCO is saturated, $K_{max}$. Below a critical value of transport, $j_c \approx 1e^{-3}$ the level of transport is lower than the HCO$_3^-$ leaking through the cell membrane.
1.3.3 Concentration of CO₂ in the carboxysome with varying carboxysome permeability (A). Numerical solution (astricks), analytic solution with carbonic anhydrase equilibrating CO₂ and HCO₃⁻ (solid lines), and analytic solution with carbonic anhydrase is saturated (dashed lines) are shown. On all plots CO₂ is red and HCO₃⁻ is blue. Concentration in the cell along the radius, r, with carboxysome permeability \( k_c = 1 \times 10^{-5} \text{ cm s}^{-1} \) (B), \( k_c = 1 \times 10^{-3} \text{ cm s}^{-1} \) (C), \( k_c = 1 \text{ cm s}^{-1} \) (D). Grey dotted lines in (B), (C), (D) indicate location of the carboxysome shell boundary. The transition from low CO₂ at high permeability (D) to maximum CO₂ concentration at optimal permeability (C) occurs at \( k_c^* = \frac{D}{R_c} = 2 \text{ cm s}^{-1} \). Restriction of diffusion of HCO₃⁻ into the carboxysome begins to become a problem at \( k_c << k_c^* \) (B). For all subplots \( a = 0 \text{ cm s}^{-1} \) and \( j_c = 0.7 \text{ cm s}^{-1} \) ................ .............................. 17

1.5.1 Phase space for HCO₃⁻ transport and carboxysome permeability.
The same critical values are plotted as in Fig 1.3.1 when \( a = 0 \text{ cm s}^{-1} \) (solid lines). The dotted lines show the shift when \( a = 1 \text{ cm s}^{-1} \), and there is non-negligible CO₂ scavenging and facilitated uptake. All other parameters, such as reaction rates are held fixed and the value can be found in tables A.0.1 and A.0.2. .................. 20

1.5.2 Size of the HCO₃⁻ flux in one cell from varying sources, as the proportion of CO₂ to HCO₃⁻ outside the cell changes changes. We show results for three values of \( k_c \), and only the scavenging is effected. Total external inorganic carbon is 15µM, \( j_c = 1 \text{ cm s}^{-1} \) and \( \frac{a}{K_a} = 1 \text{ cm s}^{-1} \). When the carboxysome permeability is larger than optimal, \( k_c = 1 \text{ cm s}^{-1} \), scavenging can contribute more than facilitated uptake at low external CO₂ concentrations. However, when the carboxysome permeability is optimal, \( k_c = 1 \times 10^{-3} \text{ cm s}^{-1} \), scavenging is negligibly small. Unless there is very little HCO₃⁻ in the environment, HCO₃⁻ transport seems to be more efficient than CO₂ facilitated uptake. .......................... 21
1.6.1 Concentration of CO₂ achieved through various cellular organizations of enzymes, where we have selected the HCO₃⁻ transport level such that the HCO₃⁻ concentration in the cytosol is 30mM. The oxygenation error rates, as a percent of total RuBisCO reactions are indicated on the concentration bars. The cellular organizations investigated are RuBisCO and carbonic anhydrase distributed throughout the entire cytosol, co-localizing RuBisCO and carbonic anhydrase on a scaffold at the center of the cell without a carboxysome shell, RuBisCO and carbonic anhydrase encapsulated in a carboxysome with high permeability at the center of the cell, and RuBisCO and carbonic anhydrase encapsulated in a carboxysome with optimal permeability at the center of the cell. We show each of these configurations with $a = 0 \, \text{cm s}^{-1}$ (light grey) and $a = 1 \, \text{cm s}^{-1}$ (dark grey). ................................................. 23

1.6.2 Phase space for HCO₃⁻ transport and carboxysome permeability. The same critical values are plotted as in Fig 1.3.1 when $a = 0 \, \text{cm s}^{-1}$ (solid lines). The grey dotted line shows the $k_c$ and $j_c$ values, where the HCO₃⁻ concentration in the cytosol is 30mM. The HCO₃⁻ concentration in the cytosol does not vary appreciably with $k_c$ and reaches 30mM at $j_c \approx 0.7 \, \text{cm s}^{-1}$. All other parameters, such as reaction rates are held fixed and the value can be found in tables A.0.1 and A.0.2. ................................................. 25
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2.4.1 Snapshots of temperature evolution from simulation with laser fluence, \( P_{\text{flux}} = 1.4 \frac{[kJ]}{[m^2]} \), and nonlinear absorption coefficient, \( \beta = 6e8 \frac{[m/fs]}{[kJ]} \). Temperature profiles of melting (\( t = 0.04, 0.08, 0.32 \) ns), see Fig. 2.4.2 for more detail, and solidification (\( t = 0.92, 4.92 \) ns), see Fig. 2.4.4 for more detail, where the interface position is marked in black. The transition from melting to solidification happens at \( t = 0.38 \) ns, see Fig. 2.4.3 for more detail.  

2.4.2 Snapshots of temperature evolution from simulation with laser fluence, \( P_{\text{flux}} = 1.4 \frac{[kJ]}{[m^2]} \), and nonlinear absorption coefficient, \( \beta = 6e8 \frac{[m/fs]}{[kJ]} \). Temperature profiles of melting where the interface position is marked in black. The transition from melting to solidification happens at \( t = 0.38 \) ns. The interface is moving away from the surface deeper into the material.  
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Systems analysis of the carbon concentrating mechanism in cyanobacteria

1.1 Introduction

Cyanobacteria are of interest as model organisms for photosynthesis as well as a chassis for synthesis of products including biofuels [44, 45]. Strikingly the principal reaction of the Calvin cycle, the RuBisCO catalyzed fixation of \( \text{CO}_2 \) into 3-phosphoglycerate, occurs in small, 500nm, compartments called carboxysomes [11, 67]. There is much interest in the function of these compartments and whether they can be used to enhance reaction rates in other metabolic systems [9, 18, 34].
The carbon concentrating mechanism, Fig 1.1.1 can raise internal inorganic carbon concentration to around 15 mM, up to 4,000-fold higher than external levels [55, 64], allowing the cell to overcome the slow and oxygen sensitive RuBisCO [57]. A much lower CO₂ concentration, around 250 μM, saturates the 2160 active sites of RuBisCO found in a carboxysome; thus the extra CO₂ cannot improve the rate of sugar production by providing more substrate for fixation. RuBisCO competitively binds with both CO₂ and oxygen, and the reaction with oxygen produces phosphoglycolate, a waste product which must be recycled by the cell [23, 46, 57]. By elevating the concentration of CO₂ the ratio of CO₂ to oxygen is increased, and the CO₂ reaction dominates.

The concentrating mechanism in cyanobacteria relies on the interaction of a number of well characterized components, transferring carbon pools outside the cell into carboxysomes [1, 4, 24, 38]. RuBisCO can only utilize CO₂ for carboxylation, however the bilipid cell membrane is highly permeable to small uncharged molecules, making it difficult to accumulate a large pool of CO₂ [19, 32]. To circumvent this, the cell accumulates the hydrated form HCO₃⁻, which is much less membrane soluble, owing to its electrostatic charge. The bicarbonate is then converted to CO₂ near RuBisCO by the enzyme carbonic anhydrase, which is localized on the interior side of the carboxysome shell [10, 14, 29, 67]. The relative proportion of HCO₃⁻ and CO₂ in equilibrium are pH dependent. However, experiments expressing exogenous carbonic anhydrase inside the cytoplasm showed an enormous efflux of carbon dioxide from cells, indicating that bicarbonate is held out of chemical equilibrium in high concentration [40]. A variety of active transporters, both constitutive and inducible, bring HCO₃⁻ into the cell [33, 37, 39]. There are also mechanisms, referred to as facilitated CO₂ uptake mechanisms or CO₂ scavenging mechanisms, which actively convert CO₂ to HCO₃⁻ at the thylakoid and cell membrane [13, 31, 39]. Time course measurements of external carbon dioxide changes using a mass spectrometer have measured external or aggregate carbon fluxes [55, 64]. Since HCO₃⁻ is held out of equilibrium in the cell [40], its conversion to CO₂ in the carboxysome results in local production of CO₂ near
RuBisCO. Subsequently, RuBisCO catalyzes the reaction of carbon dioxide with ribulose-1,5-bisphosphate to produce 3-phosphoglyceric acid. When the carbonic anhydrase associated with the carboxysome was knocked out or the carboxysomes are knocked out or broken, cells need high carbon dioxide levels to grow [17].

The function of the system and its ability to concentrate carbon depend on the interplay between the various molecular components that make up the carbon concentrating mechanism: the rates of bicarbonate transporters, the carbonic anhydrase activity, the function and effect of the carboxysome shell, and the enzymatic conversion of CO$_2$ to HCO$_3^-$ all influence the carbon concentrating mechanism. From flux measurements alone, it is impossible to determine the relative roles of these different components and interpretations rely on a model. To date, it has not been possible to directly measure the concentration of the internal carbon pool in the carboxysomes from the cytosol. For these reasons, the precise function and effect of the various components is still debated. Visualizations of the location of the carboxysomes shell and RuBisCO with florescent proteins in *S. elongatus* PCC7942 demonstrated that the carboxysomes are located along the centerline of the cell, and are held rigidly separated from one another at a spacing which scales with the length of the cell [45]. Given the importance of these compartments for carbon fixation, we investigate whether the spatial organization of the carboxysomes within the cell affects their function in the carbon concentrating mechanism.

The goal of this chapter is to develop a mathematical model of the carbon concentrating mechanism that allows predicting the region of parameter space where carbon fixation is efficient. Efficient carbon fixation requires two main ingredients: First, the internal carbon concentration must be high enough that Rubisco is saturated, and the competitive reaction with O$_2$ is negligible; Secondly, the carbonic anhydrase within the carboxysome must be unsaturated, so that extra energy isn’t wasted transporting unused HCO$_3^-$ into the cell. Examining the performance of the system with respect to the expression levels of
Figure 1.1.1: Schematic of the carbon concentrating mechanism in cyanobacteria. Cell membranes are the outer most membrane (in green/black). Immediately inside are the thylakoid membranes where the light reactions take place (in green). Carboxysomes are shown as four hexagons evenly spaced along the centerline of the cell. HCO$_3^-$ transport across the cell membrane is indicated (in blue), as well as conversion from CO$_2$ to HCO$_3^-$ (in orange). Both carbon species can leak in and out of the cell. Carbonic anhydrase (orange) and RuBisCO (blue) are confined to the carboxysomes and facilitate reactions as shown.

HCO$_3^-$ transporters, the carboxysome permeability, and conversion from CO$_2$ to HCO$_3^-$, reveals a region of parameter space where both of these conditions are satisfied. Previous mathematical models have represented the effects of carbon fixation for only a single set of parameters, which is less useful since many of the parameters are either unknown (i.e. carboxysome permeability), or under physiological control (i.e. number of active HCO$_3^-$ transporters) [5,41,43].

Having found the parameter space where carbon fixation will be optimal, we
can comment on the relation of this space to measured carbon pools. We also discuss the how much of the carbon concentration comes from different methods of spatial organization such as co-localization, encapsulation, and spatial location of carboxysomes.

1.2 Reaction diffusion model

Our model of the carbon concentrating mechanism solves for both the HCO$_3^-$, and CO$_2$, concentration throughout the cell and the carboxysome. We include the effects of diffusion, active transport and leakage through the cell membrane, and reactions with carbonic anhydrase and RuBisCO. The hydration and dehydration of CO$_2$ and HCO$_3^-$ without enzymatic activity are comparatively processes and can be safely ignored.

In regions with carbonic anhydrase activity, the equations governing the HCO$_3^-$, $H$, and CO$_2$, $C$, are

\[
\partial_t C = D \nabla^2 C + R_{CA} - R_{Rab} \tag{1.1}
\]

\[
\partial_t H = D \nabla^2 H - R_{CA}. \tag{1.2}
\]

wherehere $D$ is the diffusion constant, and $R_{CA}$ is the carbonic anhydrase reaction, and $R_{Rab}$ is the RuBisCO reaction. The carbonic anhydrase reactions can be written using reversible Michaelis-Menten kinetics [24, 38],

\[
R_{CA} (H, C) = \frac{V_{ba}K_{ca}H - V_{ca}K_{ba}C}{K_{ba}K_{ca} + K_{ca}H + K_{ba}C} \tag{1.3}
\]

Here $V_{ca}$ and $V_{ba}$ are the maximum hydration and dehydration rates, and $K_{ca}$ and $K_{ba}$ are the concentration at which hydration and dehydration are half maximum. In regions of the cell where there is no carbonic anhydrase, $R_{CA} = 0$ and there is only diffusion of CO$_2$ and HCO$_3^-$. The RuBisCO reaction can be described using Michaelis-Menten kinetics
with competitive binding with $O_2$, $O$.

$$R_{Rub} = \frac{V_{\text{max}} C}{C + K_m}$$  \hspace{1cm} (1.4)$$
$$K_m = K'_m (1 + \frac{O}{K_i})$$  \hspace{1cm} (1.5)$$

Here $V_{\text{max}}$ is the maximum rate of carbon fixation by RuBisCO and $K_m$ is the apparent half maximum concentration value, which has been modified to include competitive binding with $O_2$. $K_i$ is the disassociation constant of $O_2$ with the RuBisCO and $K'_m$ is the half maximum concentration with no $O_2$ present.

We must supplement the equations with boundary conditions, which treat the carbon fluxes into the cell, as well as the transfer across the carboxysome boundary. For the outer boundary, we treat the carbon fluxes at cell and thylakoid membranes together. There are multiple active $\text{HCO}_3^−$ transporters. BCT1 is thought to be energized by ATP, SbtA is thought to be a symporter between $\text{HCO}_3^−$ and Na+, which is driven by the highly controlled electrochemical gradient for Na+ [33, 37, 39]. We can write the total flux velocity, $j_c$, as a combination of the flux from all types of transporters $j_c = j_{\text{BCT1}} + j_{\text{SbtA}}$. There are two complexes NDH-13 and NDH-14 responsible for converting $\text{CO}_2$ to $\text{HCO}_3^−$. They are thought to be localized to the thylakoid and plasma membrane respectively and have been linked to the photosynthetic linear and cyclic electron chain [13, 31, 39]. We can describe their activity with a maximal reaction rate of $a$, and concentration of half maximal activity of $K_a$. In addition to active processes at the cell membrane, $\text{CO}_2$ and $\text{HCO}_3^−$ can both leak out. The velocity of $\text{CO}_2$ crossing the cell membrane, $k_m^C$, is about 1000 fold lower than that for $\text{HCO}_3^−$, $k_m^H$, due to the lower permeability of the membrane to charged molecules. These components define the boundary condition for bicarbonate and carbon dioxide at the cell membrane:

$$D \frac{\partial C}{\partial r} = -\frac{a C_{\text{cytosol}}}{K_a + C_{\text{cytosol}}} + k_m^C \left( C_{\text{out}} - C_{\text{cytosol}} \right)$$  \hspace{1cm} (1.6)$$
\[
D \frac{\partial H}{\partial r} = j_c H_{\text{out}} + \frac{a C_{\text{cytosol}}}{K_a + C_{\text{cytosol}}} + k_m^{\text{II}} (H_{\text{out}} - H_{\text{cytosol}})
\]  

(1.7)

Here the subscript \textit{cytosol} and \textit{out} indicate we are taking the concentration immediately inside and outside the cell membrane respectively.

Unlike the outer cell membrane, which is a lipid bilayer, the carboxysome shell is a composed of proteins. The structure of the carboxysome has been characterized through crystallization experiments [12, 66, 67]. While there is much speculation that the positively charged pores may act selectively towards molecules with negative charge [12, 17, 67], we will assume a single permeability for all small molecules. We describe the rate of restricted diffusion across the carboxysome shell by a characteristic velocity, \( k_c \). From available crystal structures we can set an upper bound on this value as

\[
k_c < \frac{D A_{\text{pore}}}{l S_{\text{carboxysome}}} (N_{\text{pores}}) \approx 0.02 \frac{\text{cm}}{s}
\]  

(1.8)

Here, \( D \) is the diffusion constant, \( A_{\text{pore}} \) is the surface area of a pore, \( l \) is the thickness of the carboxysome shell or length of a pore, \( S_{\text{carboxysome}} \) is the surface area of a carboxysome, and \( N_{\text{pores}} \) is the number of pores in a carboxysome.

These parameters have been found from the crystallization experiments and theoretical carboxysome structures, and their values are shown in Table 1.2.1.

The boundary conditions that connect the equations in the cytosol and carboxysome are:

\[
D \frac{\partial C}{\partial r} = k_c (C_{\text{cytosol}} - C_{\text{carboxysome}})
\]  

(1.9)

\[
D \frac{\partial H}{\partial r} = k_c (H_{\text{cytosol}} - H_{\text{carboxysome}}).
\]  

(1.10)

The subscripts \textit{cytosol} and \textit{carboxysome} indicate we are taking the
Table 1.2.1: Carboxysome shell geometry, used to calculate a carboxysome permeability [59, 66].

<table>
<thead>
<tr>
<th></th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>diameter of pore</td>
<td>$d_{pore}$</td>
<td>0.7 nm</td>
</tr>
<tr>
<td>area of pore</td>
<td>$A_{pore} = \pi \left( \frac{d_{pore}}{2} \right)^2$</td>
<td>0.3 nm$^2$</td>
</tr>
<tr>
<td>thickness of shell</td>
<td>$t$</td>
<td>1.8 nm</td>
</tr>
<tr>
<td>number of pores</td>
<td>$N_{pores}$</td>
<td>4,800</td>
</tr>
<tr>
<td>radius of carboxysome</td>
<td>$R_c$</td>
<td>500 nm</td>
</tr>
<tr>
<td>surface area of carboxysome</td>
<td>$S_{carboxysome} = 4\pi R_c^2$</td>
<td>$3.14 \times 10^6$ nm$^2$</td>
</tr>
</tbody>
</table>

concentration immediately on either side of the carboxysome shell. This description allows us to determine how the permeability, characterized by velocity $k_c$, affects the CCM without any special selectivity.

1.3 Analysis of model: Finding functional parameter space

We need to solve these equations as a function of the parameters, to find the regime where efficient carbon fixation occurs. We find the functional relationship between the $CO_2$ and $HCO_3^-$ concentration, and all components of the carbon concentrating mechanism at steady state. We analyze this system in spherical coordinates, assuming a spherical cell of radius, $R_b$ and a single spherical carboxysome with radius $R_c$ containing RuBisCO and carbonic anhydrase. We numerically and analytically solve equations (1.1) through (1.10) at steady state in the geometry described above. We focus on the $HCO_3^-$ transport, carboxysome permeability, and $CO_2$ scavenging or facilitated uptake:

$$C_{carboxysome} = F(j_c, k_c, \alpha, K_a).$$  \hspace{1cm} (1.11)

All plots are shown with other parameters, including enzymatic rates, cell membrane permeability, and diffusion constant, treated as constant. We have analytic solutions for all behaviors, so we could also explore how changing these
values changes the behavior. However, HCO$_3^-$ transport and CO$_2$ to HCO$_3^-$ conversion are regulated by the organism and vary depending on environmental conditions. Carboxysome permeability is unknown, and there is much discussion about its potential value and benefits. We have therefore chosen these as the most interesting parameters to explore.

We first define the range of values for HCO$_3^-$ transport, $j_c$, carboxysome permeability, $k_c$, where the carbon concentrating mechanism is most effective. The resulting CO$_2$ level in the carboxysome should be above RuBisCO saturation levels, high enough to reduce the O$_2$ side reactions as much as possible. We can set an upper bound on the concentration of HCO$_3^-$, as the level at which it will saturate carbonic anhydrase. When carbonic anhydrase is saturated, it cannot produce CO$_2$ faster than the constant maximum rate, and any excess energy spent bringing HCO$_3^-$ into the cell is wasted. The range of HCO$_3^-$ transport and carboxysome permeability which will produce HCO$_3^-$ and CO$_2$ concentrations between these constraints shown in Fig. 1.3.1. We will later explore the effects of CO$_2$ to HCO$_3^-$ conversion.

We will now examine one parameter at a time to show how the parameter ranges shown in Fig. 1.3.1 are found. We observe how the concentration of CO$_2$ and HCO$_3^-$ in the carboxysome change as the HCO$_3^-$ transport varies. Varying HCO$_3^-$ transport, $j_c$, effectively probes the response of the rest of the carbon concentrating mechanism to varying amounts of HCO$_3^-$ when active HCO$_3^-$ uptake is the main source of inorganic carbon. The system has varying responses as the level of inorganic carbon saturates RuBisCO and carbonic anhydrase. Fig. 1.3.2 shows the behaviors of the CO$_2$ and HCO$_3^-$ concentration. At relatively low levels of HCO$_3^-$ transport, CO$_2$ and HCO$_3^-$ have a constant ratio, set by the chemical equilibrium. At higher levels, carbonic anhydrase is saturated, CO$_2$ no longer increases, and HCO$_3^-$ continues to increase linearly with increasing $j_c$. We determine the analytic solutions below and above carbonic anhydrase saturation, and then set the analytic solutions equal to the desired carbon concentration for
Figure 1.3.1: Phase space for HCO$_3^-$ transport and carboxysome permeability. Plotted are the parameter values at which the CO$_2$ concentration reaches some critical value. The red line (left most) indicates for what values of $j_c$ and $k_c$, the CO$_2$ concentration in the carboxysome would saturate RuBisCO. The black line (right most) indicates the parameters for which carbonic anhydrase is saturated. The blue line (middle) indicates the parameter values which would result in a CO$_2$ concentration where 99% of all RuBisCO reactions are carboxylation reactions and only 1% are oxygenation reactions when O$_2$ concentration is 260µM. Here $\alpha = 0$, so there is no CO$_2$ scavenging or facilitated uptake. All other parameters, such as reaction rates are held fixed and the value can be found in tables A.0.1 and A.0.2.
Figure 1.3.2: Numerical solutions (stars) compared to the solutions set by equation (1.12) (dashed line) and equations (1.21) and (1.22) (solid line). HCO$_3^-$ transport is varied, and all other system parameters are held constant. The grey dashed line show the CO$_2$ concentration at which RuBisCO is saturated, $K_{\text{max}}$. Below a critical value of transport, $j_c \approx 1 \times 10^{-3}$ the level of transport is lower than the HCO$_3^-$ leaking through the cell membrane.
an effective carbon concentrating mechanism.

1.3.1 Carbonic anhydrase equilibrates CO₂ and HCO₃⁻

To describe the behavior below a critical \( j_c \) threshold (about \( j_c \approx 0.1 \) in Fig 1.3.2), we need to find the appropriate solutions for CO₂ and HCO₃⁻ concentration in the carboxysome and in the cytosol, couple them together with the boundary condition at the carboxysome, and enforce the boundary conditions at the cell membrane.

When carbonic anhydrase equilibrates HCO₃⁻ and CO₂, diffusion within the carboxysome is negligible and the solution is set by

\[
R_{CA} = \frac{V_{ba}K_{ca}H - V_{ca}K_{ba}C}{K_{ba}K_{ca} + K_{ca}H + K_{ba}C} = 0,
\]

indicating:

\[
H = \frac{V_{ca}K_{ba}}{V_{ba}K_{ca}} C.
\]  

Note that the time scale associated with diffusion for a small molecule across a 100 nm carboxysome is about the same as the timescale for highly concentrated carbonic anhydrase. There is a very small gradient across the carboxysome and the size of this gradient gives us the error in our approximation.

The chemical equilibrium for carbonic anhydrase is set by the Haldane relation,

\[
K_{eq} = \frac{K_{ba}V_{ba}}{K_{ca}V_{ca}} = \frac{[\text{CO}_2]}{[\text{HCO}_3^-][H^+]},
\]

and varies with pH [16]. For the pH range between 7 and 8, measured values of these parameters give an estimate of \( K_{eq} \approx 5 \) [20]. Since \( K_{eq} > 1 \), then the back reaction will be favored, producing a smaller amount of CO₂ in the carboxysome than if the forward reaction were favored.

We need to couple the behavior in the carboxysome to the behavior in the cytosol, where there is no carbonic anhydrase and only diffusion. In spherical coordinates the solutions to \( \nabla^2 C = 0 \) and \( \nabla^2 H = 0 \) have the form

\[
C = \frac{A_3}{r} + A_4 \quad \text{ (1.13)}
\]

\[
H = \frac{B_3}{r} + B_4 \quad \text{ (1.14)}
\]
where the boundary conditions at the cell membrane, equations (1.6) and (1.7) set two of the constants, $A_3$, $A_4$, $B_3$, and $B_4$. The two others are set by the boundary condition at the carboxysome, equations (1.9) and (1.10).

Increasing $\text{HCO}_3^-$ beyond the carbonic anhydrase saturation point confers no added benefit. Therefore, in the interesting regime $\text{CO}_2$ and $\text{HCO}_3^-$ are set by equation (1.12) where carbonic anhydrase equilibrates the carbon concentrations in the carboxysome.

The total carbon flux in and out of the carboxysome must be equal to the consumption of $\text{CO}_2$ by RuBisCO.

\[
\int D \frac{\partial (C + H)}{\partial r} (r = R_c) dS_{\text{carboxysome}} = \int \frac{V_{\text{max}} C_{\text{carboxysome}}}{C_{\text{carboxysome}} + K_m} dV_{\text{carboxysome}}
\]  

\[ (1.15) \]

We can exactly solve this equation for the concentration in $\text{CO}_2$, since it is just a quadratic equation. For the benefit of the reader we constrain these ungainly equations to the appendix. Given measured carbon pools would saturate RuBisCO, we are most interested interested in the solution when RuBisCO is saturated. Using the RuBisCO saturated limit of equation (1.15), the solutions in the cytosol: equations (1.13) and (1.14), the boundary conditions at the carboxysome: equations (1.9) and (1.10), and the boundary conditions at the cell membrane: equations (1.6) and (1.7), the $\text{CO}_2$ concentration in the cell and carboxysome is:
\[ C_{\text{cytosol}} = \frac{k_m^C C_{\text{out}} - (k_m^C + \frac{a}{K_a}) C_{\text{carboxysome}}}{(\frac{a}{K_a} + k_m^C)G + \frac{D}{R_b^2}} \times \left( \frac{D}{R_b^2 k_c} + \frac{1}{R_c} - \frac{1}{r} \right) + C_{\text{carboxysome}} \]

\[ C_{\text{carboxysome}} = \frac{(j_c + k_m^H)((k_m^C + \frac{a}{K_a})G + \frac{D}{R_b^2}) H_{\text{out}} + k_m^C ((k_m^H + \frac{a}{K_a})G + \frac{D}{R_b^2}) C_{\text{out}}}{(k_m^C + \frac{a}{K_a})k_m^H(1 + \frac{K_a K_b}{K_a V_m}) G + \left( 1 + \frac{K_a V_m}{K_a V_m} \right) k_m^C \frac{D}{R_b^2} + \frac{R_b^2 V_{\text{max}}((\frac{a}{K_a} + k_m^C)G + \frac{D}{R_b^2})}{3D((k_m^C + \frac{a}{K_a})(1 + \frac{V_m K_b}{K_a V_m}) k_m^H G + k_m^C (1 + \frac{K_b}{K_a V_m}) \frac{D}{R_b^2})} } \]

where

\[ G = \left( \frac{D}{R_b^2 k_c} + \frac{1}{R_c} - \frac{1}{R_b} \right) . \]

These equations determine the CO₂ concentration in the cell and carboxysome when RuBisCO is saturated but carbonic anhydrase is not.

To find the values of HCO₃⁻ transport, \( j_c \), and carboxysome permeability, \( k_c \), which will result in RuBisCO saturation, we set the solution found without assuming RuBisCO saturation (Appendix equation (A.55)) equal to \( C_{\text{carboxysome}} = K_m \). The resulting equation gives a relationship between \( j_c \) and \( k_c \), the red line in Fig. 1.3.1. To the left of this line, RuBisCO is unsaturated. To the right of the line RuBisCO is saturated and equation (1.17) holds until carbonic anhydrase becomes saturated.

For the blue curve we determine the relationship between \( k_c \) and \( j_c \) values by setting equation (1.17) equal to the CO₂ concentration which will result in the desired rate of oxygenation reactions. To find the CO₂ concentrations where 99% of reactions are carboxylations we calculate the ratio of carboxylation to oxygenation reactions, when RuBisCO is saturated, as follows:

\[ \frac{\text{carboxylation rate}}{\text{oxygenation rate}} = \frac{V_{\text{max}} C}{\bar{V}_o \bar{O}} = 99 \]

\[ C_{99\%} = 99 \bar{O} \frac{\bar{V}_o}{\bar{V}_c} \approx 2mM \]
where $V_0$, is the maximum rate of RuBisCO oxygenation, and $O$ is the concentration of O$_2$. In Fig. 1.3.1, the region to the left the blue line representing 1% oxygenation error rate, will have an error rate below 1%.

Both the CO$_2 = C_{99\%}$, and $CO_2 = K_m$ lines are constant concentration lines in $j_c$ and $k_c$ parameter space. The plot shows that varying carboxysome permeability, $k_c$ values, require more or less HCO$_3^-$ transport, $j_c$, to achieve the same carbon concentration. At high and low $k_c$ a higher $j_c$ is required, and there is a particular value $k_c \approx 1.10^{-5} \text{ cm s}^{-1}$ for which the least $j_c$ is needed. At very low, restrictive values of $k_c$, HCO$_3^-$ diffuses into the carboxysome so slowly that RuBisCO consumes CO$_2$ as quickly as it is produced. For incremental decreases in $k_c$ in this range, it takes a higher $j_c$ to produce the needed concentration of HCO$_3^-$ in the cytosol to drive diffusion of HCO$_3^-$ into the carboxysome at the same rate.

We will discuss how restricting carboxysome permeability can have a positive effect on CO$_2$ concentration momentarily. First we want to find second solution in Fig. 1.3.2, where carbonic anhydrase is saturated, so that we can define where the transition to this regime takes place.

### 1.3.2 Carbonic Anhydrase is saturated

The solution when carbonic anhydrase is saturated, as it is above the critical $j_c$ in Fig 1.3.2, can be found by assuming the forward reaction is saturated and solving the resulting equation. The forward reaction, HCO$_3^-$ to CO$_2$, is saturated when $H >> K_{ba}$. As a result, the production of CO$_2$ is now constant and cannot increase with more HCO$_3^-$ transport. Using these two inequalities and keeping only the large terms as an approximation, $\nabla^2 H = \frac{V_{ba}}{D}$ and $\nabla^2 C = -\frac{V_{ba}}{D}$, implying

$$C_{\text{carboxysome}} = -\frac{V_{ba}}{6D} r^2 + A_1$$  \hspace{1cm} (1.21)  \\
$$H_{\text{carboxysome}} = \frac{V_{ba}}{6D} r^2 + B_1$$  \hspace{1cm} (1.22)
Here we have imposed that the solution cannot diverge at \( r = 0 \). The constants \( A_1 \) and \( B_1 \) are set by coupling these solutions with the solution in the cytosol, equations (1.13) and (1.14), using boundary conditions (1.9) and (1.10). Despite the solution now being dependent on the radial position, it ends up being mostly constant across the carboxysome.

The black line in Fig. 1.3.1 indicates the HCO\(_3\) transport, \( j_c \), and carboxysome permeability, \( k_c \) which result in carbonic anhydrase becomes saturated. The critical \( j_c \) and \( k_c \) values are set by the transition between carbonic anhydrase being unsaturated to saturated, or where equation (1.17) is equal to equation (1.21). Unlike the red and blue lines, which indicate a particular CO\(_2\) concentration has been reached, the black line indicates when the transition between two solutions happens, but tells us nothing about the concentration at that transition. To the right of the line, CO\(_2\) concentration does not depend on \( j_c \), and the concentration will be set by equation (1.21).

The black line in Fig. 1.3.1 shows that for high values of \( k_c \), a lower value of \( j_c \) is needed to saturate carbonic anhydrase. The linear increase in \( j_c \) needed to saturate below \( k_c \approx 5 e^{-4} \text{ cm}^2 \text{s}^{-1} \) is from the same mechanism as described for the red and blue curves; more HCO\(_3\) is needed in the cytosol to produce the same rate of diffusion into the carboxysome.

We have defined the region where the carbon concentrating mechanism is most effective, between RuBisCO saturation, the red line in Fig 1.3.1, and carbonic anhydrase saturation, the black line in Fig 1.3.1. Within this region there are many values of \( j_c \) and \( k_c \) which will result in the same CO\(_2\) concentration. We have defined one of these constant concentration lines, the blue curve in Fig 1.3.1, where there is 1% oxygenation error rate. Generally, moving to the right and increasing \( j_c \) within the region between the red and black lines will result in higher CO\(_2\) concentration in the carboxysome. However, the same change in \( j_c \) will have varying magnitude of effect depending on what the carboxysome permeability. The system can maximize the impact of the same \( j_c \) value if the carboxysome permeability is optimal.
Figure 1.3.3: Concentration of CO₂ in the carboxysome with varying carboxysome permeability (A). Numerical solution (asterisks), analytic solution with carbonic anhydrase equilibrating CO₂ and HCO₃⁻ (solid lines), and analytic solution with carbonic anhydrase is saturated (dashed lines) are shown. On all plots CO₂ is red and HCO₃⁻ is blue. Concentration in the cell along the radius, r, with carboxysome permeability $k_c = 1 \times 10^{-3}$ cm s⁻¹ (B), $k_c = 1 \times 10^{-3}$ cm s⁻¹ (C), $k_c = 1$ cm s⁻¹ (D). Grey dotted lines in (B), (C), (D) indicate location of the carboxysome shell boundary. The transition from low CO₂ at high permeability (D) to maximum CO₂ concentration at optimal permeability (C) occurs at $k^*_c = \frac{D}{k_c} = 2$ cm s⁻¹. Restriction of diffusion of HCO₃⁻ into the carboxysome begins to become a problem at $k_c << k^*_c$ (B). For all subplots $a = 0$ cm s⁻¹ and $j_c = 0.7$ cm s⁻¹.

1.4 Benefit of carboxysome permeability

The carboxysome permeability has an effect on the CO₂ concentration in the carboxysome, even without any special selectivity. There is an optimal
carboxysome permeability, as shown in Fig. 1.3.3. The CO$_2$ concentration in the carboxysome is low at high permeability (Fig. 1.3.3B), maximum for some optimal value (Fig. 1.3.3C), and low again at low permeability (Fig. 1.3.3D). We examine varying values of carboxysome permeability, $k_c$, with all other parameters, including $j_o$, held fixed.

At high permeability, the CO$_2$ produced in the carboxysome rapidly leaks out of the carboxysome, producing a relatively high CO$_2$ concentration in the cytosol. Since the cell membrane is very permeable to CO$_2$, the relatively high CO$_2$ concentration in the cytosol results in high rate of CO$_2$ leakage. When the time to diffuse out of the carboxysome, or through the shell, $\tau_{k_c} = \frac{R_c}{D}$ is larger than the time to diffuse across the carboxysome, $\tau_{R_c} = \frac{R_c}{D}$ then the carboxysome begins to trap CO$_2$. The transition happens when $k_c < \frac{D}{R_c} = 2^{\text{cm}}$ in Fig 1.3.3A.

HCO$_3^-$ diffusion across the carboxysome becomes restricted when diffusion of HCO$_3^-$ into the carboxysome cannot keep up with consumption from RuBisCO. We can find this transition analytically as the place where the concentration of CO$_2$ consumed by RuBisCO is the same order of magnitude concentration of CO$_2$ in the carboxysome without RuBisCO, which happens at $k_c \approx 1e^{-4}$ in Fig. 1.3.3. It turns out that the concentration of CO$_2$ consumed by RuBisCO is inversely proportional to carboxysome permeability, $C_{\text{Rab}} \approx \frac{R_v V_{\text{max}}}{3k_c}$ for the carboxysome permeability near the optimum. So as the permeability decreases this term grows larger. We can see the effects of restriction by comparing the HCO$_3^-$ concentration profile across the cell (blue line) in Fig 1.3.3B, where there is a discrete jump at the carboxysome shell, to that in Fig 1.3.3(C and D), where the HCO$_3^-$ concentration is nearly constant across the carboxysome shell.

In principle we can find the optimal carboxysome permeability value by maximizing equation (1.17) and solving for $k_c$. However, since the resulting equation would be very bulky it might be more useful to use the intuition that the optimal will happen when $k_c < k_m R_c^2$ or $k_c^* \approx 1e^{-3}$ in Fig. 1.3.3(A and C). This expression says velocity of carbon in an out of the carboxysome, $k_c$, multiplied by the time to diffuse across the carboxysome, $\tau_{R_c}$ is less than the velocity of HCO$_3^-$ across the cell membrane, multiplied the time to diffuse across the cell, $\tau_{R_c}$.
Another way of putting it is that the carbon pool in the carboxysome and cytosol are effectively separated, as diffusing in and out of the carboxysome has become the limiting step.

When $k_c$ is at the optimal value, the CO$_2$ produced in the carboxysome is trapped, as shown in the difference in CO$_2$ concentration in the carboxysome between Fig. 1.3.3C and Fig. 1.3.3D. Trapping CO$_2$ in the carboxysome reduces the CO$_2$ concentration at the cell membrane so the cell membrane is mostly bombarded by HCO$_3^−$. Therefore the leakage rate of carbon out of the cell is set by the very low $k_{m}^H$ instead of $k_{m}^C$.

1.5 Benefit of α activity: facilitated uptake or scavenging

In Fig. 1.5.1 we investigate the effect of CO$_2$ to HCO$_3^−$ conversion at the cell membrane. Increasing conversion, $\alpha > 0$, can facilitate uptake of CO$_2$ from outside the cell and scavenge CO$_2$ escaped from the carboxysome. Facilitated uptake results in saturating both carbonic anhydrase and RuBisCO at a lower level of HCO$_3^−$ transport, seen as a shift in the black and red curves to the left in Fig.1.5.1. Scavenging broadens the range of carboxysome permeability which will effectively separate the carbon pools in the carboxysome and outside, creating a broader range of ‘optimal’ carboxysome permeability.

The relative effects of these two mechanisms depends on the external CO$_2$ and HCO$_3^−$ concentrations. In saltwater environments HCO$_3^−$ is the predominant inorganic carbon source and thus far we have assumed low inorganic carbon concentrations of $[\text{CO}_2] = 0.1\mu\text{M}$ and $[\text{HCO}_3^−] = 14.9\mu\text{M}$. The effect of facilitated uptake under these assumptions is very small. In freshwater there can be a much larger proportion of CO$_2$. Fig. 1.5.2 shows the absolute contribution of HCO$_3^−$ transport, facilitated CO$_2$ uptake, and CO$_2$ scavenging for varying proportions of external CO$_2$. Even though we assume the same velocity of facilitated uptake and HCO$_3^−$ transport, facilitated uptake contributes less because it is limited by CO$_2$ diffusion across the membrane.
Figure 1.5.1: Phase space for $\text{HCO}_3^-$ transport and carboxysome permeability. The same critical values are plotted as in Fig 1.3.1 when $\alpha = 0 \text{ cm/s}$ (solid lines). The dotted lines show the shift when $\alpha = 1 \text{ cm/s}$, and there is non-negligible CO$_2$ scavenging and facilitated uptake. All other parameters, such as reaction rates are held fixed and the value can be found in tables A.0.1 and A.0.2.
Figure 1.5.2: Size of the HCO$_3^-$ flux in one cell from varying sources, as the proportion of CO$_2$ to HCO$_3^-$ outside the cell changes. We show results for three values of $k_c$, and only the scavenging is effected. Total external inorganic carbon is 15 μM, $j_e = 1$ cm$^3$/s and $\tau = 1$ cm$^3$. When the carboxysome permeability is larger than optimal, $k_c = 1$ cm$^{-3}$/s, scavenging can contribute more than facilitated uptake at low external CO$_2$ concentrations. However, when the carboxysome permeability is optimal, $k_c = 1e^{-3}$ cm$^{-3}$/s, scavenging is negligibly small. Unless there is very little HCO$_3^-$ in the environment, HCO$_3^-$ transport seems to be more efficient than CO$_2$ facilitated uptake.
Scavenging only contributes significantly when the carboxysome permeability is higher than optimal, Fig. 1.5.2A. Scavenging decreases the concentration of CO₂ in the cytosol, so a more permeable carboxysome can still result in a low leakage rate out of the cell. The optimal carboxysome permeability threshold is then modified by the proportional rates of CO₂ conversion to leakage, $k_c < \frac{(k_c^c + \frac{k_c}{v_c})}{k_m}$. This threshold is highly dependent on the cell membrane permeability to CO₂ and HCO₃⁻. If the cell membrane permeability were lower, scavenging would have a much larger effect. When the carboxysome permeability is optimal, there is very little CO₂ leaking out of the carboxysome into the cytosol, so there is very little CO₂ to scavenge, Fig. 1.5.2B.

1.6 Discussion

1.6.1 Cellular organization

We compare the effect of localizing carbonic anhydrase and RuBisCO to some small region as opposed to encapsulating them in a compartment, Fig. 1.6.1. There is almost an order of magnitude increase in the concentration of CO₂ when carbonic anhydrase and RuBisCO go from being distributed throughout the cell to concentrated in a small region in the center of the cell. Localizing the carbonic anhydrase to a small volume concentrates it, increasing the maximum reaction rate per volume $V_{ca}$ and $V_{bu}$. The equation for CO₂ concentration in the carboxysome with saturated carbonic anhydrase, equation (1.21), is proportional to $V_{bu}$. Therefore, increasing $V_{bu}$ will increase the HCO₃⁻ transport, $j_c$, which saturates carbonic anhydrase allowing for a higher possible CO₂ concentration. A small increase can be gained from encapsulating the enzymes in a permeable carboxysome shell and another order of magnitude is gained at the optimal permeability, as previously discussed.

Another advantage of localizing the enzymes in a small region at the center of the cell is separating carbonic anhydrase from the α conversion mechanism, preventing a vicious cycle. The vicious cycle is most detrimental when the
Figure 1.6.1: Concentration of CO₂ achieved through various cellular organizations of enzymes, where we have selected the HCO₃⁻ transport level such that the HCO₃⁻ concentration in the cytosol is 30 mM. The oxygenation error rates, as a percent of total Rubisco reactions are indicated on the concentration bars. The cellular organizations investigated are Rubisco and carbonic anhydrase distributed throughout the entire cytosol, co-localizing Rubisco and carbonic anhydrase on a scaffold at the center of the cell without a carboxysome shell, Rubisco and carbonic anhydrase encapsulated in a carboxysome with high permeability at the center of the cell, and Rubisco and carbonic anhydrase encapsulated in a carboxysome with optimal permeability at the center of the cell. We show each of these configurations with $a = 0\text{cm s}^{-1}$ (light grey) and $a = 1\text{cm s}^{-1}$ (dark grey).
enzymes are distributed throughout the cytosol, when $a = 1$, as shown in dark grey on Fig 1.6.1. Concentrating the enzymes away from the cell and thylakoid membranes, where conversion happens, removes this effect. At optimal carboxysome permeability, the carbon pools are effectively separated and conversion can act only as facilitated uptake.

When the carboxysome permeability is optimal, and effectively separates the carbon pools in the carboxysome and cytosol, there cannot be a significant gradient in $\text{HCO}_3^-$ across the cell. If there is no significant gradient in $\text{HCO}_3^-$, then the position of the carboxysome in cell does not matter. Additionally, there is no optimal positioning of other carboxysomes to avoid competition for $\text{HCO}_3^-$.  

1.6.2 Where are the physiological carbon concentrations?

While carbon uptake measurements vary between systems and often rely on a model to interpret, inorganic carbon pool measurements are relatively simple to interpret and consistent across experiments. At low external carbon conditions, internal inorganic carbon pools are regularly measured to be around $C_i = 30mM$ [24, 36, 39, 55, 64]. This carbon pool has been found to be predominantly $\text{HCO}_3^-$, a result which we recapitulate. As shown in Fig. 1.3.3(A, B, C), $\text{CO}_2$ concentration is a few percent of total inorganic carbon in the cytosol. Therefore, $\text{HCO}_3^-$ concentration in the cytosol is representative of the size of the carbon pool. The values of $\text{HCO}_3^-$ transport, $j_\nu$, and carboxysome permeability, $k_\nu$, where our model results in $\text{HCO}_3^- = 30mM$ in the cytosol are indicated by the dashed grey line in Fig. 1.6.2. The $\text{HCO}_3^-$ concentration is basically independent of the carboxysome permeability in this parameter regime, and $j_\nu \approx 0.7 \frac{\text{mm}}{\text{s}}$ results in a carbon pool of $\approx 30mM$. In this regime, when external inorganic carbon is primarily $\text{HCO}_3^-$, facilitated uptake and scavenging play a negligible role and don’t greatly effect the $\text{CO}_2$ concentration in the carboxysome.

For $j_\nu = 0.7 \frac{\text{mm}}{\text{s}}$, there is enormous variation in the $\text{CO}_2$ concentration in the carboxysome with varying carboxysome permeability as shown in Fig 1.3.3. At
Figure 1.6.2: Phase space for $\text{HCO}_3^{-}$ transport and carboxysome permeability. The same critical values are plotted as in Fig 1.3.1 when $a = 0.05 \text{m}$ (solid lines). The grey dotted line shows the $k_c$ and $j_c$ values, where the $\text{HCO}_3^{-}$ concentration in the cytosol is $30 \text{mM}$. The $\text{HCO}_3^{-}$ concentration in the cytosol does not vary appreciably with $k_c$ and reaches $30 \text{mM}$ at $j_c \approx 0.7 \text{cm}^{-2}$. All other parameters, such as reaction rates are held fixed and the value can be found in tables A.0.1 and A.0.2.
the optimal carboxysome permeability, the CO₂ concentration in the
carboxysome is about 5mM shown in Fig. 1.3.3A and C, compared to 0.1mM or
lower in the non-optimal carboxysome permeabilities, shown in Fig. 1.3.3A, B,
and D. A CO₂ concentration of 5mM results in 0.33% oxygenation error rate or
66 in every 10,000 reactions are oxygenations.
Melting and solute dynamics of hyperdoping with femtosecond-laser

2.1 Introduction

Hyper-doping with femto-second lasers offers a versatile method for creating a variety of new materials including semi-conductor materials doped at beyond the equilibrium solubility limit [6, 60, 61, 65, 68]. Silicon hyper-doped with sulfur has been shown to absorb more highly in the infra-red region, already has applications such as night-vision sensors and is being explored for other uses such as photovoltaics [28, 30, 35]. For current and future applications, being able to finely tune the dopant profile in the material will allow more efficient and effective devices. Experimental evidence shows that the dose and dopant distribution in the material can be altered by changing laser fluence, pulse
number, and pressure of gaseous dopant in the reaction chamber \[15, 49, 62\]. One of the first steps to gaining better control over the doping profile is developing a model which correctly represents the physics in the system. Modeling the melting dynamics and sulfur diffusion into the material allows a greater understanding of the experimental results. A thermal model produces melt dynamics and solute profiles consistent with experimental data. We identify two distinct mechanisms which account for the characteristic dopant profiles in experiments. A change in laser absorption such that melt depth increases or a change in the mechanism of dopant integration from an ‘instant’ surface dose to a surface flux can both account for changes in dopant profile with subsequent laser pulses.

2.1.1 Experimental Motivation

To dope Si with S, a Si wafer is placed in a chamber filled with SF$_6$. The material is then irradiated with a femto-second laser pulse. Initially the 800 nm laser pulse lasting about 80 femto-seconds, excites electrons in the material. If enough of the electrons are excited (10-15\% of valence electrons) the lattice destabilizes and transitions to a liquid in a process called non-thermal melting \[48, 52\]. At lower laser pulse energies the lattice remains stable, and the electrons relax back down after about 1ps, transferring their energy to the lattice, in a process called thermalization \[56\]. In this case, if the energy transferred is above the melting threshold, the heat diffuses through the silicon and melting begins from the surface \[63\]. As the material melts, energy is used in the melting and heat diffuses into the silicon substrate. Eventually there is not enough localized heat energy to melt the material further, the melting stops and then the material begins to resolidify. The melting and re-solidification process takes place on the time scale of a few nano-seconds. At a laser fluence of \(2.5 \frac{kJ}{m^2}\), the material resolidifies as crystalline \[49\].

During melting, sulfur enters into the material and is incorporated into the silicon in non-equilibrium concentrations \[3, 26, 42, 61\]. Experiments done by
Figure 2.1.1: The total integrated sulfur dose incorporated into the material at varying pressures for different shot numbers. The laser fluence is at $2.5 \frac{kJ}{m^2}$ for each shot. Below 1 torr the dose does not vary appreciably with pressure. At and above 10 torr there is dramatic increase in dose with pressure and shot number. Used with permission from [49].

Sher et al. show that there is a critical pressure below which the incorporation of the dopant into the material is independent of the pressure (Fig. 2.1.1) [49]. Before laser irradiation a layer of SF$_6$ adsorbs onto the surface of the Si wafer. At low pressures only this adsorbed layer worth of SF$_6$ is incorporated into the material. Above the critical pressure, the dopant dose, $d_S$, is dependent on the pulse number, $n$ and pressure, $P$. Ser et al. found $d_S \propto P^n$, with $n < 1$ [49]. The increase in dose with shot number above a critical pressure threshold comes from a new surface layer forming between each shot above the critical pressure. If the increase in dose with pressure were due to an increased number of SF$_6$ impinging on the surface, the pressure dependence would be $n = 1$, since bombardment would be linear with pressure. The increase in dose with pressure is most likely due to an increase in the size of the adsorbed layer with increasing pressure [7, 49–51]. The relationship between the pressure in the chamber and
size of adsorbed layer is still under investigation, and not easily described [49]. The exact mechanism for incorporation of the adsorbed layer into the material is unknown and one of the aspects we investigate.

The profile of the dopant in Si has a particular shape. The length scale associated with the penetration depth of S into the material increases with shot number, which we can see at both $P = 0.5$ torr (Fig. 2.1.2A) and $P = 500$ torr (Fig. 2.1.2B). The $P = 0.5$ torr data has the same characteristic shapes as data at other pressures below the critical pressure threshold. The length scale is set by dopant diffusion and the melt duration. The material melts much deeper than the dopant diffuses and then solidifies "freezing" the dopant profile at the depth it has reached through diffusion. It is unclear whether the melting dynamics are identical for each laser pulse. Alternatively, the melt depth could increase during later shots because of changes to the material. For example, the introduction of dopant or damage to the material, amorphization, could increased laser absorption. Amorphization is not observed in optical characterization of the material [49]. There is also some uncertainty in the dopant profiles due to the secondary ion mass spectrometry (SIMS) measurement method, which pushes dopant further down into the material during the measurement process.

![Figure 2.1.2: Secondary ion mass spectrometry (SIMS) measurement of the concentration of sulfur in silicon with depth. Adapted from [49].](image)

The $P = 500$ torr data is representative of the profile shapes above the
pressure threshold. Shots 1 and 2 look smooth and approximately exponential. Shots 4 and 6 have a quick decline at followed by a plateau a between 10 and 20 nm and then smooth exponential decline. As previously mentioned the sulfur depth increases with increasing shots, and we do not know if the melting dynamics change significantly with increasing shots. We investigate whether this change from exponential to plateau comes from changes in the melting dynamics or from the variation in the sulfur incorporation mechanism. We propose mechanisms for sulfur incorporation, in the form of initial and boundary conditions. The goal of the model is to determine whether these mechanisms can be further differentiated from the data, and determine which parameters control the final dopant profile.

2.2 Physical model of femto-second laser irradiation and S diffusion in Si

2.2.1 Laser Absorption

Since the laser pulse and energy thermalization happen on such a fast time scale, the actual deposition of the energy into the material can be considered as an initial condition to the melting dynamics.

The attenuation of the light intensity, $I$, due to linear and non-linear free carrier absorption as a function of the depth of the material, $x$, is described by:

$$I_x = -aI - \beta I^2$$

(2.1)

Where $a$ and $\beta$ are the linear and nonlinear absorption coefficients respectively. This equation assumes any reflected light has already been accounted for [27]. The initial temperature profile in the material, after the energy thermalizes in the lattice, is related to this equation by:

$$T(x, 0) = T_{ambient} + \frac{t_{pulse}}{C_p} I_x$$

(2.2)
Here \( t_{\text{pulse}} \) is the effective duration of the laser and \( C_p \) is the volumetric heat capacity of Si. Finding the solution to equation (2.1), assuming \( I(x = 0) = I_0 \), we find

\[
T(x, 0) = T_{\text{ambient}} + \frac{t_{\text{pulse}}a^2(a + I_0\beta)I_0e^{ax}}{C_p(I_0\beta - (a + I_0\beta)e^{ax})^2} \tag{2.3}
\]

\( I_0 \) is related to the laser fluence, \( P_{\text{fluence}} \), by \( I_0 = \frac{P_{\text{fluence}}}{t_{\text{pulse}}} \) where \( P_{\text{fluence}} \) has units \( \frac{kJ}{m^2} \).

2.2.2 Thermal dynamics

We use well established models for nanosecond laser thermal processing \([2, 8, 21, 54]\). The melting dynamics are determined by thermal diffusion through the material,

\[
T_t = (D_T T_x)_x \tag{2.4}
\]

energy conservation at the interface,

\[
L_v h_t = \kappa_T T_x|_S - \kappa_T T_x|_L \tag{2.5}
\]

and the interface response function,

\[
h_t = \mu(T(h, t) - T_{\text{melt}}). \tag{2.6}
\]

Here \( h \) is the position of the liquid-solid interface, \( h_t \) is the interface velocity, and (2.5), (2.6) describe the movement of the interface and its influence on the thermal gradients. Equation (2.5) accounts for the flux of energy in the liquid and the solid, as indicated by the subscripts L and S, required for melting or solidifying. The latent heat, \( L_v \), is constant. In equation (2.6), \( \mu \) is the experimentally determined kinetic undercooling coefficient, which encapsulates information about how quickly the interface can move \([22]\). The thermal conductivity, \( \kappa_T \), volumetric heat capacity and thermal diffusivity, \( D_T \), are related as follows: \( \kappa_T = D_T C_p \). They are functions of the temperature of the material, whether it is in the liquid, crystalline or amorphous state, and very weakly with
the solute concentration.

The boundary condition at the surface is formally a radiative condition, but the radiation is very small and so the boundary condition can be approximated as a no-flux boundary condition.

\[ T_x|_{x=0} = 0. \]  

(2.7)

Very far from the surface the temperature should go to the ambient temperature. The silicon wafers used are much deeper (400 \( \mu \)m) than the melting, so this is effectively a semi-infinite boundary problem.

\[ T|_{x\to\infty} = T_{\text{ambient}} \]  

(2.8)

2.2.3 Solute dynamics

The dynamics of sulfur diffusion and incorporation into the solid silicon is described by diffusion,

\[ C_t = (D_d C)_x, \]  

(2.9)

where the diffusivity of sulfur in silicon, \( D_d \) is a function of temperature and zero in the solid. A mass conservation equation at the interface

\[ (C^L - C^S) \dot{h} = [-D_d C_x]_{L-S} = -D_d C_x|_L \]  

(2.10)

sets the flux. Here \( C^L \) is the concentration on the liquid side and \( C^S \) on the solid. There is no diffusion in the solid (2.10), so only the liquid term remains. An interface condition

\[ \frac{C^S}{C^L} = \frac{k_e + \frac{h}{v_D}}{1 + \frac{h}{v_D}}. \]  

(2.11)

is also needed to couple the concentration in the liquid and solid [2]. Here, \( k_e \) is the equilibrium partition coefficient, and \( v_D \) is a kinetic parameter called diffusive velocity. For low solidification velocities, \( h_i << v_D \), the sulfur will partition into
the solid and liquid silicon as if it were at equilibrium. When the solidification velocity is larger than the rate at which sulfur can escape from the interface via diffusion, \( h_t > v_D \), a larger than equilibrium proportion of sulfur will become trapped.

The experimental data suggests that the dose of S getting in with each shot comes from an adsorbed surface layer, however it is unknown how this dose gets into the material during melting. We propose two methods of incorporation, an "instant dose", which can be represented in a initial condition, or slow diffusion into the material, which can be represented as a flux at the surface.

If the sulfur comes in as an "instant dose" it is an initial condition is a sharp square function.

\[
C_0 = \begin{cases} 
C_{\text{surface}}(P, i) & \text{for } x < \delta x \\
0 & \text{for } x > \delta x 
\end{cases}
\]  
(2.12)

Here \( C_{\text{surface}} \) is the surface layer from absorption which is a function of pressure, \( P \), and shot number, \( i \). The concentration begins in a small region \( \delta x \). If we are simulating multiple shots then we save concentrations from previous shots and write the initial condition as,

\[
C(x, 0) = C_i(x) + C_0,
\]
(2.13)

where \( C_i \) is the concentration left after the \( i \)th shot. We write a flux boundary condition, where the flux depends on the pressure and shot number,

\[
C_x \big|_{x=0} = J_c(P, s)
\]
(2.14)

If we are assuming that the whole dose comes from an "instant dose" in the initial condition, then we set \( J_c = 0 \). If we assume the whole dose comes from surface flux, we set \( C_{\text{surface}} = 0 \).

To close the system of equations we also need a boundary condition as
\[ x \to \infty, \quad C|_{x \to \infty} = 0. \] (2.15)

### 2.2.4 Parameter ranges

Many of the parameters in this model are well known and do not vary. Others such as laser fluence, shot number, and chamber pressure are under experimental control. The only parameter which is unknown is the nonlinear absorption coefficient, but using nonlinear coefficients measured for other laser wavelengths, we can assume a range. We also do not know the exact conversion between the experimental laser fluence and the laser fluence in our model, since some of the energy (about 40%) will be reflected. All parameters are summarized in table 2.2.1.

**Table 2.2.1:** Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>symbol</th>
<th>value</th>
<th>units</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>laser fluence</td>
<td>( P_{\text{flux}} )</td>
<td>1.05 to 2.77</td>
<td>( \frac{kJ}{m^2} )</td>
<td>[49]</td>
</tr>
<tr>
<td>linear absorption</td>
<td>( a )</td>
<td>2.25e^3</td>
<td>( m )</td>
<td>[27]</td>
</tr>
<tr>
<td>nonlinear absorption</td>
<td>( \beta )</td>
<td>9e^2 to 8e^9</td>
<td>( \frac{m s}{kJ} )</td>
<td>[27]</td>
</tr>
<tr>
<td>laser pulse duration</td>
<td>( t_{\text{pulse}} )</td>
<td>80</td>
<td>( fs )</td>
<td>[49]</td>
</tr>
<tr>
<td>volumetric heat capacity</td>
<td>( C_p )</td>
<td>2414e^3</td>
<td>( \frac{kJ}{m^3 K} )</td>
<td>[21]</td>
</tr>
<tr>
<td>thermal conductivity crystalline</td>
<td>( \kappa_T^c )</td>
<td>22e3</td>
<td>( \frac{kJ}{m s K} )</td>
<td>[21]</td>
</tr>
<tr>
<td>thermal conductivity liquid</td>
<td>( \kappa_T^l )</td>
<td>140e3</td>
<td>( \frac{kJ}{m s K} )</td>
<td>[21]</td>
</tr>
<tr>
<td>thermal diffusivity</td>
<td>( D_T )</td>
<td>( \frac{m^2}{s} )</td>
<td>( \frac{m^2}{s} )</td>
<td>[21]</td>
</tr>
<tr>
<td>latent heat</td>
<td>( L_v )</td>
<td>4206</td>
<td>( \frac{J}{cm^3} )</td>
<td>[21]</td>
</tr>
<tr>
<td>kinetic undercooling</td>
<td>( \mu )</td>
<td>0.0667</td>
<td>( \frac{m}{s K} )</td>
<td>[22]</td>
</tr>
<tr>
<td>diffusivity of sulfur in silicon</td>
<td>( D_d )</td>
<td>2.7e^-4</td>
<td>( \frac{cm^2}{s} )</td>
<td>[54]</td>
</tr>
<tr>
<td>equilibrium partition coefficient</td>
<td>( k_e )</td>
<td>1e^-4</td>
<td>( \frac{m}{s K} )</td>
<td>[22]</td>
</tr>
<tr>
<td>diffusive velocity</td>
<td>( v_D )</td>
<td>1</td>
<td>( \frac{m}{s} )</td>
<td>[54]</td>
</tr>
<tr>
<td>pressure</td>
<td>( P )</td>
<td>1e^-6 to 500</td>
<td>torr</td>
<td>[49]</td>
</tr>
<tr>
<td>shot number</td>
<td>( s )</td>
<td>1 to 6</td>
<td>( )</td>
<td>[49]</td>
</tr>
</tbody>
</table>
We find the melting dynamics over a range of parameters by numerically solving the equations. We then use experimental constraints on the melting dynamics to constrain the parameters further. From the dopant profiles, we know the melt depth must be between, \(30 < x_m < 80 \text{ nm}\) where there is some error from the SIMS measurement (\(\pm 5\text{ nm}\)). If the melting dynamics do not vary with shot number, then the melt depth would have to be \(x_m > 60 \text{ nm}\). If the melting dynamics vary with shot then the melt depth would have to increase with shot number across the range. The resolidification velocity must be, \(v_r < 15 \frac{m}{s}\), in order to produce crystalline material as opposed to amorphous [53, 58].

2.3 Numerical Methods

For the numerical treatment of the model we reduce the number of parameters by dimensional analysis and write the equations in non-dimensional form. The non-dimensional, free-interface Stefan’s problem is then transformed into a coupled advection-diffusion problem on a fixed domain. This allows numerical integration without necessitating re-meshing at every time step or other sophisticated techniques, but introduces a singularity as the position of the solid-liquid interface approaches zero (the surface). We find asymptotic solutions for early times, where the singularity occurs and use them as an initial condition in the numerical solution of the full equation system. When the material solidifies, the equations once again diverge and we enforce mass conservation of the solute near the surface. In this section we describe the mapping and the asymptotic matching, the methods for numerical integration, the asymptotic solution for early times, treatment of the infinite boundary condition, and enforcement of mass conservation at the end of the simulation.
2.3.1 Non-dimensional form of the equations

We introduce characteristic scales for length, \( L \), temperature, \( \Theta \), concentration, \( C_0 \), time, \( \tau \), and thermal diffusivity, \( \kappa^* \) such that,

\[
x = L \hat{x} \tag{2.16}
\]

\[
T = \Theta \hat{T} + T_{ambient} \tag{2.17}
\]

\[
C = C_0 \hat{C} \tag{2.18}
\]

\[
t = \tau \hat{t} \tag{2.19}
\]

\[
\kappa_T = \kappa_T^* \kappa_T \tag{2.20}
\]

All diffusion constants are normalized by \( D = \frac{L^2}{\tau} \). We set \( \Theta = T_{melt} - T_{ambient} \) so that \( \hat{T}_{melt} = 1 \) and \( \hat{T}_{ambient} = 0 \). The non dimensional evolution equations for \( \hat{T} \), \( \hat{C} \), and \( \hat{h} \) are

\[
\hat{T}_t = \left( \hat{D}_T \hat{T}_x \right)_{\hat{x}} \tag{2.21}
\]

\[
\hat{C}_t = \left( \hat{D}_d \hat{C}_x \right)_{\hat{x}} \tag{2.22}
\]

\[
\hat{h}_t = \mathcal{A} \left[ -\kappa_T \hat{T}_x \right] \tag{2.23}
\]

\[
[\mathcal{C}] \hat{h}_t = -\hat{D}_d \hat{C}_x |_{\hat{x}=\hat{h}} \tag{2.24}
\]

with the rescaled thermal diffusivity,

\[
\mathcal{A} = \frac{\Theta \tau \kappa_T^*}{L^2 L_V} \tag{2.25}
\]

as the remaining non-dimensional parameter. These are supplemented by the non-dimensional boundary conditions for temperature \( \hat{T} \rightarrow 0 \) for \( \hat{x} \rightarrow \infty \) and at the surface \( (\hat{x} = 0) \), where \( \hat{T}_x = 0 \). The boundary condition for the concentration and interface response function can be made nondimensional using the same scales. We now drop the 'hat' for convenience and all quantities in Section 4 are non-dimensional unless explicitly mentioned.
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2.3.2 Mapping equations to a fixed computational domain

Moving boundaries, like the one at $x = h(t)$ are numerically difficult to handle and require sophisticated meshing techniques, where the mesh changes as then interface moves. To avoid these problems and use a straightforward discretization using finite differences we map the problem to a fixed domain by transforming $x \to \frac{x}{h(t)}$.

The equations are mapped to a fixed domain through the following transformations: $\partial_t \to \partial_t - x' \frac{h}{h} \partial_x$ and $\partial_x \to \frac{1}{h} \partial_x$. This transformation maps the equations to a fixed domain where the solid-liquid boundary fixed at $x' = 1$. Omitting the prime, the equations are now written as the following advection-diffusion equations

\begin{align*}
h^2 T_t &= (D^{(f)} T_x)_x + xhh_x T_x, \quad x \in [0, 1] \quad (2.26) \\
h^2 T_t &= (D^{(s)} T_x)_x + xhh_x T_x, \quad x \in [1, \infty] \quad (2.27) \\
h^2 C_t &= (D^{(g)} C_x)_x + xhh_x C_x, \quad x \in [0, 1] \quad (2.28) \\
&+ h^2 C_t = (D^{(g)} C_x)_x + xhh_x C_x, \quad x \in [0, 1] \quad (2.29)
\end{align*}

The system is described by three coupled second order PDEs which depend on the intrinsic dynamic parameter $h$ at the interface due to rescaling. We need equations describing the motion of the interface,

\begin{align*}
hh_t &= \mathcal{A}[ - \kappa T_x] \\
(C|_{x=1} - C^*)h h_t &= -D_d C_x |_{x=1} \\
h_t &= \hat{\mu}(T - 1) \\
\end{align*}

These are the conservation of energy an solute at the interface, and the interface response function, where $\hat{\mu}$ is the kinetic undercooling coefficient normalized by $\frac{k}{r\theta}$. We also require the continuity of the temperature field. To close the equations for temperature we need boundary conditions for temperature at
\( x \to 0 \) and at the surface \( x = 0 \). These are the same as before, but with non-dimensional temperature and concentration.

To close the concentration equations we need conditions at the interface as well as the surface. For the concentration flux boundary condition, the equation becomes

\[ C_x|_{x=0} = h J_c(P, s). \quad (2.33) \]

The condition at the interface for concentration is

\[ C^I = \frac{k_x + \frac{h_u}{v_d} C|_{x=1}}{1 + \frac{h_u}{v_d}} \quad (2.34) \]

where \( v_d \) has been normalized by \( \frac{L}{\tau} \).

We can now numerically solve these equation using a Crank-Nicolson scheme with finite discretization in space.

While this transformation makes numerical meshing to discretize these equations easier, it does introduce a singularity as \( h \to 0 \). The singularity is a problem at early times since there is no liquid layer at \( t = 0 \) and again as the material solidifies at the end of the melting dynamics. At the end of the simulation, the interface approaches the surface at a constant velocity, so it is simple to end the simulation at a finite \( h \) and then extrapolate the behavior to \( h = 0 \). The behavior in early times is more complicated and we must develop an asymptotic solution for early time.

### 2.3.3 Asymptotic solution at early times

We develop an asymptotic solution for the initial melting phase by assuming constant velocity \( h = U t \) for early times. With these assumptions we can write a Green’s function formulation of the dynamics for short times. We then check the validity of these assumptions.

We write the heat diffusion in two domains coupled by the jump condition for
the derivative as equivalent to

\[ T_t = (D_T T_x)_x - a h_t \delta(x - h(t)) \]  \hspace{1cm} (2.35)

where \( a = \frac{T}{C_p \Theta} \). We assume \( D_T \) constant and set it to the diffusivity at the temperature at the surface at \( t = 0 \) as determined by equation (2.3).

The melting interface constitutes a moving heat sink whose dynamics are described by the interface response function

\[ h_t = \mu(T - T_{melt}). \]  \hspace{1cm} (2.36)

We express the temperature solution in terms of Green’s functions

\[
T(x, t) = \int_0^\infty dx' \frac{d}{dt}T(x, t = 0)G(x, x', t', 0) - a \int_0^t dt' h_t(t')G(x, h(t'), t, t')
\]  \hspace{1cm} (2.37)

with the Green’s function

\[
G(x, x_0, t, t_0) = \frac{1}{\sqrt{4\pi D_T (t - t_0)}} \left( e^{-\frac{(x-x_0)^2}{4D_T (t-t_0)}} + e^{-\frac{(x+x_0)^2}{4D_T (t-t_0)}} \right).
\]  \hspace{1cm} (2.38)

Here the spatial integral describes the influence of the initial temperature profile. The time integral describing the melting dynamics contains the source terms, which collapse to a pure time integral due to the spatial delta function in the source.

Assuming \( h_t = U \) for some small time \( \tilde{t} \) we evaluate the temperature at the interface. Combined with the interface response function \( h_t = \tilde{\mu}(T(h, \tilde{t} - 1) = U \) we have an integral equation for the unknown velocity
\[
\frac{U}{\mu} + T_{\text{melt}} = \int_0^\infty dx' T(x', t = 0)G(U\tilde{t}, x', \tilde{\nu}, 0) - aU \int_0^{\tilde{t}} d\tilde{t}'G(U\tilde{t}, h(t'), \tilde{t}, t')
\]  

(2.39)

We can numerically evaluate both integrals. Accurate integration of the time integral requires a transformation of \( t \to \tau = \sqrt{t - \tilde{t}} \) to remove divergence at \( t = \tilde{t} \). We can then solve for the initial velocity \( U \) by solving equation (2.39) using the Newton Method. Once we have found \( U \) we can find the whole temperature field by numerically integrating equation (2.37) with \( h_t = U \) at time \( \tilde{t} \).

We must select a time \( \tilde{t} \) such that the assumption of constant interface velocity is valid. We check whether we have chosen a small enough time by simulating the full evolution for \( \tilde{t} = t^* \) and \( \tilde{t} = 2t^* \) and then making sure the relative error is smaller than 1 %.

### 2.3.4 Conservation of mass upon solidification

As \( h \to 0 \) during solidification, we must stop the simulation before \( h \) becomes too small, and extrapolate the behavior. We are not concerned with the exact shape of the concentration profile within the first hundredths of a nm at the surface, but we do want maintain conservation of mass for the sulfur. So we stop the simulation at small \( h \) and then enforce conservation of mass. For simplicity we extrapolate the concentration field as a gaussian to the surface

\[
C = B + Ae^{-\frac{r^2}{H^2}}.
\]  

(2.40)

We choose length scale \( H \) to be sufficiently small compared to \( h \). The coefficients \( A \) and \( B \) are chosen so that mass is conserved and the concentration at \( h \) matches the concentration in the solid at the end of the simulation.
2.3.5 Treatment of infinite boundary condition for temperature

Generally, to deal with the infinite boundary condition numerically we would choose a value $L_\infty$, large enough that changing it has negligible effects on the dynamics. However, an effective boundary condition at finite distance can be derived by asymptotics. Far away from the melting process, the dynamics are simply heat diffusion. We can think of the phase changes happening at the surface as a time dependent sink (during melting) or source (during solidification) at $x = 0$. For $x' >> \sqrt{4D_\tau t}$ these source terms are irrelevant.

Additionally very far from the surface, the laser intensity has only one length scaled determined by the linear absorption. Therefore, the initial temperature is well approximated by exponentials, locally at $x'$,

$$T(x', t^*) = T(x^*, t^*)e^{-\frac{(x'-x^*)^2}{\lambda^2(t^*)}}$$  \hspace{1cm} (2.41)

where $\lambda$ is the appropriate length scale set by the initial temperature profile at $x'$, $\lambda(x') = -\left[\frac{d}{dx} \log T(x', t = 0)\right]^{-1}$.

From this we can immediately find the time evolution far from other sinks or sources, where only diffusion is relevant,

$$T(x, t) = T(x, t^*)e^{\frac{D}{\lambda^2(t^*)}(t-t^*)}.$$  \hspace{1cm} (2.42)

This equation is valid for $|t - t^*| << \frac{\lambda^2}{D}$ and $|x' - x^*| << \lambda(x^*)$.

2.4 Thermal profile evolution during melting and resolidification

Our simulation allows us to probe the temperature evolution over time in detail not currently available in experiment. Parameters for the simulations are those in table 2.2.1, or as noted in the figures. We can look at the temperature profile in the material during the melting and solidification process, Fig. 2.4.1. The interface moves deeper into the material during melting, slows as the
Figure 2.4.1: Snapshots of temperature evolution from simulation with laser fluence, $P_{\text{flux}} = 1.4 \left( \frac{kJ}{m^2} \right)$, and nonlinear absorption coefficient, $\beta = 6 \times 10^8 \left[ \frac{m \cdot s}{kJ} \right]$. Temperature profiles of melting ($t = 0.04, 0.08, 0.32 \text{ ns}$), see Fig. 2.4.2 for more detail, and solidification ($t = 0.92, 4.92 \text{ ns}$), see Fig. 2.4.4 for more detail, where the interface position is marked in black. The transition from melting to solidification happens at $t = 0.38 \text{ ns}$, see Fig. 2.4.3 for more detail.
Figure 2.4.2: Snapshots of temperature evolution from simulation with laser fluence, \( P_{\text{flux}} = 1.4 \left( \frac{kJ}{m^2} \right) \), and nonlinear absorption coefficient, \( \beta = 6 \times 10^{-8} \left( \frac{m \cdot s}{kJ} \right) \).

Temperature profiles of melting where the interface position is marked in black. The transition from melting to solidification happens at \( t = 0.38 \) ns. The interface is moving away from the surface deeper into the material.
Figure 2.4.3: Snapshots of temperature evolution from simulation with laser fluence, \( P_{\text{fluence}} = 1.4 \left( \frac{kJ}{m^2} \right) \), and nonlinear absorption coefficient, \( \beta = 6 \times 10^8 \left( \frac{m \cdot K}{kJ} \right) \). Temperature profiles around the time of transition from melting to solidifying, where the interface position is marked in black. The transition from melting to solidification happens at \( t = 0.38 \) ns. The interface moves away from the surface during melting, slows, stops at maximum melt depth, and begins to move back towards the surface during solidification.

temperature profile flattens out, and then moves back toward the surface solidifying. As the material melts, the temperature profile quickly develops a kink where the sink of the moving interface is located, and energy is being used to melt the material, Fig.2.4.2. Close to the transition between melting and solidifying the profile flattens a great deal, slowing the interface, since the speed of the interface is related to the gradients Fig. 2.4.3. As the material solidifies, energy is recovered from the interface, so the temperature in the liquid increases slightly Fig. 2.4.4. The speed of solidification depends on the gradient. The gradient in the liquid is very flat, making the solidification velocity dependent on the gradient in the solid. The magnitude of the gradient in the solid, is set in part
Figure 2.4.4: Snapshots of temperature evolution from simulation with laser fluence, $P_{\text{flux}} = 1.4 \left[ \frac{kJ}{m^2} \right]$, and nonlinear absorption coefficient, $\beta = 6 \times 8 \left[ \frac{m^2}{kJ} \right]$. Temperature profiles during solidifying, where the interface position is marked in black. The interface moves towards the surface at later time.

by the initial temperature.

To summarize the melting dynamics we look at the position of the solid-liquid interface over time, Fig. 2.4.5. For the purpose of solute dynamics, the growing and shrinking of the liquid region are most relevant. The interface dynamics are a good summary of the size of the liquid region over time. We find that the interface dynamics are characterized by fast melting period of around $t_1 = 0.5 \text{ ns}$ during which the interface rapidly decelerates. The melt depth, $x_m$, is the maximum interface position. The Silicon solidifies at an almost constant velocity. The time for the entire process, melting and solidification, is the melt duration, $t_m$. The melting dynamics are very similar to those in nanosecond laser melting [21, 25], except the melting portion of the profile looks different, since there is still energy being added to the system for several nanoseconds and time to melt is longer. We look at the variation of the interface dynamics a range of laser fluence and nonlinear absorption coefficients in Fig. 2.4.6, since these are
The least known parameters. The general triangular shape of the interface dynamics does not change over the range of parameters we are interested in. All profiles are well described by melt depth, time to melt, melt duration, solidification velocity. There are experimental bounds on these characteristics. We would like to find the range of laser fluence, $P_{\text{flux}}$, and nonlinear absorption coefficients, $\beta$ which produce melting dynamics within our experimental bounds.

Given the constraints on melt depth, $30 < x_m < 80$ nm, and solidification velocity, $v_r < 15 \frac{m}{s}$, as well as the fact that the solidification velocity is approximately constant, we can set a lower bound for the melt duration. If the
Figure 2.4.6: Interface dynamics for various combinations of laser fluence, \( P_{\text{fluc}} \), and nonlinear absorption coefficients, \( \beta \). Other parameters are held fixed and are well known, see table 2.2.1. We obtain a variety of solid-liquid interface dynamics, all of which are well characterized by melt depth, solidification velocity, time to melt, and melt duration.
melt depth is 60 nm then the duration must be larger than 4 ns. Preliminary experiments in the Mazur group on the melt dynamics put an upper limit on the melt duration of 8 ns, giving us a range of $4 < t_m < 8$ ns, [unpublished data]. These measurements have about 3 ns lag time due to the delay response of the detector, it is likely that the melt duration is close to 5 ns. If the melt depth is shorter, then the lower bound can be smaller. For 30 nm melt depth the lower bound would be 2 ns.

We numerically solve the equations over a range of nonlinear absorption and laser fluence, Fig. 2.4.7. We pick pairs of values of nonlinear absorption coefficients and laser fluences which result in melt depths of 30, 40, 50, and 60 $nm$. We then calculate the melt depth and solidification velocity for each parameter pair, as shown in Fig. 2.4.7. We find that the experimental constraints on melt depth, solidification velocity, and melt duration constrain which pairs are reasonable. The experimental constraints are marked as gray lines in Fig. 2.4.7 marking $v_r = 15 \frac{m}{s}$ and time to resolidify 5 ns. If the melting dynamics are not varying from shot to shot, we expect the melting dynamics resulting in $x_m \approx 60$ nm, since sulfur is observed at least that deep in the material. Notably, this would result in a range of possible solidification velocities from $12 < v_r < 15 \frac{m}{s}$ as shown in Fig.2.4.7 (the range of resolidification velocities at 60 nm melt depth between red dot and blue star). If we also assume that the material actually absorbs 60% of the fluence then the best parameters are $P_{jus} = 1.4 \frac{kJ}{m^2}$ and $\beta = 5.6 \frac{m/s}{kJ}$, resulting in a 60 nm melt depth with a solidification velocity of $12 \frac{m}{s}$ and around 5 ns melt duration (red dot at 60 nm melt depth in Fig. 2.4.7).

If the melting dynamics are varying from shot to shot, we find that a change in the nonlinear absorption coefficient of about 35% will increase the melt depth from 30 to 60 nm (see range of $\beta$ values in Fig. 2.4.7). It is possible that either the implanted sulfur or some physical change to the material would increase the silicon's absorption after laser irradiation.

There is evidence that melting is non-thermal for fs-laser melting at these
Figure 2.4.7: Melt depth and solidification velocity resulting from various $\beta$ and $P_{\text{flux}}$ values. The solidification velocity must be, $v_r < 15 \frac{m}{s}$, and the melt duration is bounded by $4ns < t_m < 8ns$ and is most likely, $t_m < 5ns$. Therefore we have a range of $\beta$ and $P_{\text{flux}}$ values which will give different velocities, and melt duration, but produce the same melt depth. If we assume 40% reflection of a experimental fluence $P_{\text{flux}} = 2.4$, we can find the range of nonlinear absorption, $\beta$, needed to produce 30, 40, 50, and 60 nm melt depths (red dots).
fluences [48, 52]. Non-thermal melting would mean that instead of melting from the surface, there would be homogeneous melting throughout some region of the material on the time scale of picoseconds. While we do not know how this would effect the dynamics, it would definitely shorten the time to melt to much less than the 0.5 ns it takes in our simulation. Assuming it does not affect the temperature profile outside the melted region much, especially since the non-thermal melting happens on such a short time scale. There is a possibility that the solidification would be unaffected. The result would be an more sharply triangular melting dynamic than is seen in Fig. 2.4.5.

Given that we have a better idea of the range of the unknown parameter, $\beta$, from this study, we investigate the solute dynamics.

2.5 Solute Dynamics

When the silicon is liquid, sulfur can diffuse within the silicon. The melting dynamics set the size of the liquid region over time. The longer a region is liquid, the more time the sulfur has to diffuse and equilibrate within the region. Since the material near the surface is molten the longest, sulfur will have a longer effective diffusion time near the surface than deeper into the material. Consequently, the solute dynamics are more complicated than simple diffusion during the melt duration. The dynamics will be even further complicated if the melting dynamics vary from shot to shot.

The mechanism by which an adsorbed layer of sulfur will enter the material is unknown. We examine the two simplest assumptions. The adsorbed layer could act as a sharp initial condition described in equation 2.12, such that it all enters the material in a single dose which we call "instant dose." Instead of all getting in at $t = 0$, the layer could take time to diffuse into the material and enter as a flux. We assume it would act as a constant flux. Last of all, it could be some combination of the two. We compare the concentration profile where the total dose of sulfur integrated into silicon comes from the instant dose in the initial
Figure 2.5.1: Single shot simulation at $P_{\text{flux}} = 1.4\left[\frac{kJ}{m^2}\right]$, and nonlinear absorption coefficient, $\beta = 6e^8\left[\frac{m^2}{kJ}\right]$. We either assume an instant dose is contained in the initial condition with no flux boundary condition (dark blue) or assume no dose in the initial condition and a constant flux (light blue). Both concentration profiles contain the same integrated dose.
condition (with no flux boundary condition) to a profile where the total dose comes from a constant flux at the boundary (with zero initial concentration) in Fig. 2.5.1. The profiles have distinctively different appearances. The constant flux curve is much higher at the surface, since sulfur entering near the end of solidification does not have time to diffuse into the material. For the instant dose curve, all sulfur enters at time. As a result, there is much more sulfur early on and it penetrates farther into the silicon. The instant dose curve is much flatter between 2 and 10 nm, then 20 and 30 nm, since it has more time to diffuse near the surface.

The sharp upturn at the surface is more visible in the instant dose curve, but present in both curves. The upturn comes from sulfur being rejected from the solid phase as the silicon solidifies. It cannot escape out of the silicon entirely, and piles up as the interface approaches the surface. This characteristic is visible in the higher pulses of experimental data, Fig. 2.1.2. If we increase the diffusive velocity, $v_d$, which sets how quickly the sulfur can diffuse away from the front, we see an increase in the rejected sulfur (Fig. 2.5.2). We simulate the concentration dynamics for doses already implanted in a material undergoing multiple shots. For example in Fig. 2.5.3, we simulate an instant dose in the first shot followed by 5 more shots with no new sulfur. During the subsequent shots, the dose from the first shot diffuses further into the material. We investigate the change in sulfur profiles if the melting dynamics are not constant between shots, Fig 2.5.4. If the melt depth increase, due to increased absorption for instance, the shape of the profile changes from a sharp looking exponential to the profile we have seen previously. The sharp profile only happens when the melt duration is very short. To achieve a melt duration short enough to prevent the formation of a plateau, the time to melt much be much smaller than is predicted by the heterogeneous, thermal melting from the surface. Therefore, in order for a short melt depth and duration to be responsible for the exponential looking profiles at low shot number, the melting would have to be non-thermal.
Figure 2.5.2: Single shot simulations with varying diffusive velocity, \( v_D \). As \( v_D \) increases the solute rejection increases creating a larger upturn at the surface. Melting dynamics are set by \( P_{\text{flux}} = 1.5 \left( \frac{k_f}{m} \right) \), and nonlinear absorption coefficient, \( \beta = 3.38e^8 \left( \frac{m}{k_f} \right) \). We either assume an instant dose is contained in the initial condition. All profiles have the same total dose.
Figure 2.5.3: Multiple shot simulations with a single instant dose on entering on the first shot. Melting dynamics are set by $P_{\text{flux}} = 1.4 \left( \frac{U}{m^2} \right)$, and nonlinear absorption coefficient, $\beta = 6e^{8 \left( \frac{m}{U} \right)}$.

Figure 2.5.4: Concentration profiles for increasing melt depth. Simulated by solving the solute diffusion only, where the melt dynamics are assumed to be a triangular profile with instantaneous melting, varying melt depth, and fixed solidification velocity of $v_s = 15 \frac{m}{T}$. 
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We need to determine the mechanism for solute incorporation which accounts for all the characteristics of the solute profiles with varying pressure and shot number. At high pressure the shape of the solute profile changes quite dramatically with increasing shots. The profile changes from a smooth exponential to a plateau. As we have just shown there are two main mechanisms for changing the diffusion profiles, one is changing the melt duration and depth and the second is by changing the method by which the sulfur is incorporated into the material.

2.6 Comparison to experimental data

2.6.1 Hypothesis 1: the melt depth changes as a function of shots

If we assume that the dose gets in as an "instant dose," or a sharp initial condition with no flux at the boundary, then for very short melt durations ($\tau_m \approx 2$ ns), we get sharp exponential curves (See the first pulse from simulation in Fig. 2.6.1). We have fit, by eye, simulations similar to those in Fig. 2.5.4 to the experimental concentration profiles in Fig. 2.6.1. The fit is done by rescaling the concentration profile. Since the concentration is linear, this is the equivalent of fitting the total dose. Each simulation is only one shot, but the experimental data is actually for multiple shots. The discrepancy in the penetration depth would be corrected by simulating all six shots. The behavior near the surface, which is the behavior we are most interested in, will not change much when all shots are done correctly. The last shot dominates the curve shape near the surface, since sulfur from previous shots then diffuses further in.

2.6.2 Hypothesis 2: dose comes from instant dose or fluence

The second mechanism which will produce a transition from exponential curve to plateau is if the dose incorporation mechanism changed from instant dose to
Figure 2.6.1: Dots are SIMS data giving the concentration profiles resulting from laser irradiation at $P = 500$ torr with 1, 2, 4, and 6 laser pulses at $2.5 \frac{kJ}{m^2}$ laser fluence. Lines are simulations with an instant dose as the initial condition and varying melt depth. The simulations only simulate the solute dynamics and assume a triangular melt profile with negligible melting time, a solidification velocity of $\frac{D}{t}$ and a melt depth of 30, 40, 60 and 70 nm. We rescale the simulation to match the dose of the experiment. Since each simulation is only one shot, the length scale on these curves is incorrect. Since the shape of the curve at the surface is mostly determined by the dose coming in from the most recent shot, a single shot explains the behavior near the surface.
Figure 2.6.2: Fit of surface flux and instant dose to match SIMS concentration profiles for shots 1, 2, 4, and 6 at 500 torr. Percentage of dose entered by flux and instant dose are found by fitting simulations of an instant dose and constant flux experiencing 1 to 6 shots of laser irradiation, where the magnitude of the constant flux and instant dose are free parameters to be fitted.

For simplicity we assume the melting dynamics are not changing. The question is then, how much instant dose and how much flux is required to fit the experimental data?

We assume that the dose is integrated into the material through a combination of "instant dose" in the initial condition and a constant flux boundary condition. We fit the concentration profiles for 1, 2, 4, and 6 shots by allowing the contribution from the initial condition and boundary condition to vary in Fig. 2.6.2. We report the percentage contributing from each for these fits in Table 2.6.1, as well as the total dose coming in from that shot. Since there is uncertainty...
Table 2.6.1: Total dose of sulfur incorporated into silicon with each shot are shown. Percentage of dose entered by flux and instant dose are found by fitting simulations of an instant dose and constant flux experiencing 1 to 6 shots of laser irradiation, where the magnitude of the constant flux and instant dose are free parameters to be fitted. The error bars are calculated by starting our fitting search from a couple different initial conditions.

<table>
<thead>
<tr>
<th>Shot</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total dose since last data (in $10^{12}$ cm$^{-2}$)</td>
<td>$1.15 \pm 0.02$</td>
<td>$2.56 \pm 0.06$</td>
<td>$7.83 \pm 0.01$</td>
<td>$16.0 \pm 0.1$</td>
</tr>
<tr>
<td>Percentage entered by a flux</td>
<td>$100 \pm 0%$</td>
<td>$94.6 \pm 2.2%$</td>
<td>$42.3 \pm -12.1 + 7.3%$</td>
<td>$0 - 0 + 0.7%$</td>
</tr>
<tr>
<td>Percentage entered by an instant dose</td>
<td>$0 \pm 0%$</td>
<td>$5.4 \pm 2.2%$</td>
<td>$57.7 - 7.3 + 12.1%$</td>
<td>$100 - 0.7 + 0%$</td>
</tr>
</tbody>
</table>

in the fluence and nonlinear absorption coefficient we use the range of values found to produce a 60 nm melt depth. The range of selected parameters results in a change in the solidification velocity from 12 to $14 \pm 3$. Over this range, the proportion of surface flux to instant dose found from a fitting varies very little, following the same trend no mater the solidification velocity, Fig. 2.6.3. We also fit data for low pressure, Fig. 2.6.5. We compare this to a simulation where we fit the first dose of pressure, and allow dose to diffuse with subsequent shots, but add no additional dose, Fig. 2.6.4. For low pressure, the concentration in the material is low enough that contamination from the surface could be distorting the SIMS data for the first few nm.
Figure 2.6.3: We vary the laser fluence and nonlinear absorption coefficient to analyze the effect a varying solidification velocity has on the solute dynamics, and conduct a fitting of the instant dose and constant flux. Here is the percentage of dose coming from a flux boundary condition, with error bars determined by fitting using multiple initial guesses for the fitting. The melt depth for all data is chosen to be 60 nm. For the \( v_r = 14 \, \text{m s}^{-1} \) data, \( \beta = 8e^8 \) and \( P_{\text{flux}} = 1.24 \, \frac{\text{kJ}}{\text{m}^2} \). For \( v_r = 13 \, \text{m s}^{-1} \) data, \( \beta = 6.9e^8 \) and \( P_{\text{flux}} = 1.3 \, \frac{\text{kJ}}{\text{m}^2} \). For the \( v_r = 12.5 \, \text{m s}^{-1} \) data, \( \beta = 5.7e^8 \) and \( P_{\text{flux}} = 1.4 \, \frac{\text{kJ}}{\text{m}^2} \).

Table 2.6.2: Table of flux fit percentages for low pressure regime. Fig. 2.6.5

<table>
<thead>
<tr>
<th>Shot</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total dose since last data (in ( 10^{12} , \text{cm}^{-2} ))</td>
<td>0.53 ± 0.09</td>
<td>0.15 ± 0.3</td>
<td>0.1 ± 0.1</td>
<td>0.1 ± 0.1</td>
</tr>
<tr>
<td>Percentage entered by a flux</td>
<td>95 ± 5%</td>
<td>90 ± 10%</td>
<td>95 ± 5%</td>
<td>95 ± 5%</td>
</tr>
</tbody>
</table>
Figure 2.6.4: Dots are SIMS data giving the concentration profiles resulting from laser irradiation at $P = 0.5$ torr with 1, 2, 4, and 6 laser pulses at $2.5 \frac{J}{m^2}$ laser fluence. Lines are simulations with a dose coming from surface flux at the first shot with no incoming sulfur during subsequent shots. The melting dynamics are constant between shots with simulation fluence is $P_{\text{flux}} = 1.4 \frac{J}{m^2}$ and nonlinear absorption coefficient is $\beta = 5.6 \times 10^8 m J$. To match the simulation to the experiment we scale the first shot of the simulation to match the dose from the experiment. We also shift the simulation data by 7 nm to roughly account for the SIMS push down effect and surface oxide layer.

2.7 Discussion

With current data we are unable to distinguish between the two mechanisms for changing concentration profile. Future experiments could differentiate between the two mechanisms for changing profile shape, by determining if the actual melt dynamics are changing between laser shots. If changes in melt depth are responsible for the profile change, the simulations indicate that the melt depth would have to change by 30 nm and the melt duration would have to change by 3 ns to create the change in profile observed. A pump-probe experiment probing the position of the solid-liquid interface could distinguish these time and length...
Figure 2.6.5: Dots are SIMS data giving the concentration profiles resulting from laser irradiation at $P = 0.5$ torr with 1, 2, 4, and 6 laser pulses at $2.5 \frac{kJ}{m^2}$ laser fluence. The melting dynamics are constant between shots with simulation fluence is $P_{flux} = 1.4 \frac{kJ}{m^2}$ and nonlinear absorption coefficient is $\beta = 5.6 \times 10^8 \frac{m}{kJ}$. Percentage of dose entered by flux and instant dose are found by fitting simulations of an instant dose and constant flux experiencing 1 to 6 shots of laser irradiation, where the magnitude of the constant flux and instant dose are free parameters to be fitted. We also shift the simulation data by 7 nm to roughly account for the SIMS push down effect and surface oxide layer.

scales. It could also clarify whether the melting is thermal or non-thermal. If the melting is non-thermal then the model could be altered to assume homogenous melting across some region. However, unlike melting from the surface, choosing the thermal distribution as an initial condition with homogeneous melting is non trivial. Pump-probe experiments could help determine whether a triangular description of the melt dynamics with very fast melting and constant solidification is accurate.

If the melting dynamics are not changing, but the level of surface flux and instant dose are, there must be physical explanation. We propose that the silicon
oxide layer, which develops on the surface of silicon when exposed to air, could be responsible for the change in mechanism for sulfur incorporation over shot number. As Table 2.6.1 shows there is a fairly smooth transition between constant flux and instant dose as the main component incorporating the dose into the material. For the first few shots, the sulfur has to diffuse through the oxide layer to get into silicon creating a flux at the surface. With increasing shots, the oxide is blasted away, allowing more and more sulfur to get in as a instant dose. If this is the case, removing the oxide layer prior to laser irradiation would introduce the entire dose as a instant dose and there would be no transition with subsequent laser pulses.
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A.0.1 Full equations of CCM

\partial_t C = D \nabla^2 C + R_{CA} - R_{Rub} \quad (A.1)
\partial_t H = D \nabla^2 H - R_{CA} \quad (A.2)

\[ R_{CA} (H, C) = \frac{V_{ba}K_{ca}H - V_{ca}K_{ba}C}{K_{ba}K_{ca} + K_{ca}H + K_{ba}C} \quad (A.3) \]

\[ R_{Rub} = \frac{V_{max}C}{C + K_m(1 + \frac{\alpha}{K})} \quad (A.4) \]
\[ D \frac{\partial C}{\partial r} |_{r=R_c} = k_c (C_{\text{cytosol}} - C_{\text{carboxysome}}) \]  
(A.6)

\[ D \frac{\partial H}{\partial r} |_{r=R_c} = k_c (H_{\text{cytosol}} - H_{\text{carboxysome}}). \]  
(A.7)

\[ \partial_t C = D \nabla^2 C, \ r > R_c \]  
(A.8)

\[ \partial_t H = D \nabla^2 H, \ r > R_c. \]  
(A.9)

\[ D \frac{\partial C}{\partial r} |_{r=R_b} = \frac{a C_{\text{cytosol}}}{K_a + C_{\text{cytosol}}} + k_m^c (C_{\text{out}} - C_{\text{cytosol}}) \]  
(A.10)

\[ D \frac{\partial H}{\partial r} |_{r=R_b} = j_c H_{\text{out}} + \frac{a C_{\text{cytosol}}}{K_a + C_{\text{cytosol}}} + k_m^h (H_{\text{out}} - H_{\text{cytosol}}) \]  
(A.11)

A.0.2 Parameters used to produce figures.

**Table A.0.1:** Table comparing enzymatic rates. [20, 55, 64] \( V_{pa} \) (\( V_{max} \) for carbonic anhydrase dehydration) is estimated by assuming \( K_{eq} = 5 \) and using parameters found in [20]

<table>
<thead>
<tr>
<th>Enzyme reaction</th>
<th>active sites</th>
<th>( k_{cat} ) ([1/s])</th>
<th>(V_{max}) in ‘cell’ ([\mu M])</th>
<th>(V_{max}) in carboxysome ([\mu M])</th>
<th>(K_{1/2}) ([\mu M])</th>
</tr>
</thead>
<tbody>
<tr>
<td>carbonic anhydrase hydration</td>
<td>80</td>
<td>(8 \times 10^4)</td>
<td>(1.1 \times 10^4)</td>
<td>(2 \times 10^8)</td>
<td>(3.2 \times 10^3)</td>
</tr>
<tr>
<td>carbonic anhydrase dehydration</td>
<td>80</td>
<td>(4.6 \times 10^4)</td>
<td>(9.5 \times 10^4)</td>
<td>(1.67 \times 10^8)</td>
<td>(9.3 \times 10^3)</td>
</tr>
<tr>
<td>RuBisCO carboxylation</td>
<td>2160</td>
<td>26</td>
<td>103</td>
<td>(1.7 \times 10^6)</td>
<td>270</td>
</tr>
</tbody>
</table>
Table A.0.2: Parameter values chosen for simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{out}$</td>
<td>concentration of bicarbonate outside the cell</td>
<td>14 μM</td>
<td>[39]</td>
</tr>
<tr>
<td>$C_{out}$</td>
<td>concentration of carbon dioxide outside of cell dependent on pH</td>
<td>0.14 μM</td>
<td>[39]</td>
</tr>
<tr>
<td>$D$</td>
<td>diffusion constant of small molecules, $CO_2$ and $HCO_3^-$</td>
<td>$10^{-5}$ cm$^2$/s</td>
<td>[43]</td>
</tr>
<tr>
<td>$k_m^C$</td>
<td>permeability of cell membrane to $CO_2$</td>
<td>0.3 cm/s</td>
<td>[19, 32]</td>
</tr>
<tr>
<td>$P_m^H$</td>
<td>permeability of cell membrane to $HCO_3^-$</td>
<td>$3e^{-4}$ cm/s</td>
<td>[19, 32]</td>
</tr>
<tr>
<td>$R_c$</td>
<td>radius of carboxysome</td>
<td>$5e^{-6}$ cm</td>
<td>[12, 47]</td>
</tr>
<tr>
<td>$R_b$</td>
<td>radius of bacteria</td>
<td>$5e^{-5}$ cm</td>
<td>[45]</td>
</tr>
</tbody>
</table>

A.0.3 Equations in the cytosol

The equations for diffusion of $HCO_3^-$, $H$, and $CO_2$, $C$, in the cytosol are

\[
\frac{\partial t}{t} = D\nabla^2 C
\]
\[
\frac{\partial t}{t} = D\nabla^2 H.
\] (A.12) (A.13)

Here $D$ is the diffusion coefficient.

At steady state and in spherical coordinates the solutions to $\nabla^2 C = 0$ and $\nabla^2 H = 0$ are known; they have the form

\[
C = \frac{A_3}{r} + A_4
\] (A.14)
\[
H = \frac{B_3}{r} + B_4
\] (A.15)

where $A_3, A_4, B_3$, and $B_4$ are constants set by the boundary conditions.

The boundary condition at the cell membrane sets the gradient;

\[
D \frac{\partial C}{\partial r} = -\frac{a C_{cytosol}}{K_a + C_{cytosol}} + k_m^C (C_{out} - C_{cytosol})
\] (A.16)
\[
\frac{\partial H}{\partial r} = j_c H_{out} + \frac{a C_{cytosol}}{K_a + C_{cytosol}} + k^H_m \left( H_{out} - H_{cytosol} \right) \tag{A.17}
\]

Here active transport of HCO$_3^-$ is set by the transport velocity $j_c$. Conversion of CO$_2$ to HCO$_3^-$ has maximum velocity $a$ and half-maximum concentration $K_a$.

The permeability of the cell membrane to CO$_2$ and HCO$_3^-$ are set by escape velocities $k^C_m$ and $k^H_m$. We will assume the reactions are unsaturated, so \[ \frac{a C_{cytosol}}{K_a + C_{cytosol}} \approx \frac{a}{K_a} C_{cytosol}. \]

Similarly, the gradient at the carboxysome shell sets the linking boundary condition between the concentrations inside the carboxysome and in the cytosol.

\[
\frac{\partial C}{\partial r} = k_c \left( C_{cytosol} - C_{carboxysome} \right) \tag{A.18}
\]
\[
\frac{\partial H}{\partial r} = k_c \left( H_{cytosol} - H_{carboxysome} \right). \tag{A.19}
\]

Here the velocity of transport across the carboxysome shell is $k_c$.

Solution in cytosol

Using equation (A.14) in boundary condition (A.18) and equation (A.15) in boundary condition (A.18), we obtain:

\[
A_4 = C_{carboxysome} - A_3 \left( \frac{D}{k_c R_C^2} + \frac{1}{R_C} \right) \tag{A.20}
\]
\[
B_4 = H_{carboxysome} - B_3 \left( \frac{D}{k_c R_C^2} + \frac{1}{R_C} \right) \tag{A.21}
\]

so

\[
C = A_3 \left( \frac{1}{r} - \frac{D}{k_c R_C^2} - \frac{1}{R_C} \right) + C_{carboxysome} \tag{A.22}
\]
\[
H = B_3 \left( \frac{1}{r} - \frac{D}{k_c R_C^2} - \frac{1}{R_C} \right) + H_{carboxysome} \tag{A.23}
\]
Then using (A.22) in (A.16) and (A.23) in (A.17) we find;

\[
A_3 = \frac{(\frac{\alpha}{K_a} + k_m^c)C_{\text{carboxysome}} - k_m^c C_{\text{out}}}{(\frac{\alpha}{K_a} + k_m^c)G + \frac{D}{R_b}}
\]

\[
B_3 = \frac{(k_m^H H_{\text{carboxysome}} - (j_e + k_m^H)H_{\text{out}} - \frac{\alpha}{K_a} C_{\text{cytosol}}(r = R_b))}{k_m^H G + \frac{D}{R_b}}
\]

We have grouped the following parameters:

\[
G = \left( \frac{D}{R_b^2 k_c} + \frac{1}{R_c} - \frac{1}{R_b} \right)
\]

Using our values for these constants, the equations for CO₂ and HCO₃⁻ in the cytosol are;

\[
C_{\text{cytosol}} = \frac{k_m^c C_{\text{out}} - (\frac{\alpha}{K_a} + k_m^c)C_{\text{carboxysome}}}{(\frac{\alpha}{K_a} + k_m^c)G + \frac{D}{R_b}} \left( \frac{D}{k_c R_c^2} + \frac{1}{R_c} - \frac{1}{r} \right)
\]

\[
H_{\text{cytosol}} = \frac{(j_e + k_m^H)H_{\text{out}} - k_m^H H_{\text{carboxysome}}}{k_m^H G + \frac{D}{R_b}} \left( \frac{D}{k_c R_c^2} + \frac{1}{R_c} - \frac{1}{r} \right) + \frac{\alpha}{K_a} C_{\text{cytosol}}(r = R_b) \left( \frac{D}{k_c R_c^2} + \frac{1}{R_c} - \frac{1}{r} \right) + H_{\text{carboxysome}}
\]

Here the concentration of CO₂ at the cell membrane,

\[
C_{\text{cytosol}}(r = R_b) = \frac{k_m^c C_{\text{out}} - (\frac{\alpha}{K_a} + k_m^c)C_{\text{carboxysome}}}{(\frac{\alpha}{K_a} + k_m^c)G + \frac{D}{R_b}} G + C_{\text{carboxysome}}
\]

A.0.4 Equations in carboxysome

In the carboxysome the equations are

\[
\partial_t C = D \nabla^2 C + R_{CA} - R_{Rub}
\]
\[
\partial_t H = D \nabla^2 H - R_{CA}.
\]
where the equation for the carbonic anhydrase reaction is

\[
R_{CA} (H, C) = \frac{V_{ba} K_{ca} H - V_{ca} K_{ba} C}{K_{ba} K_{ca} + K_{ca} H + K_{ba} C}
\]  
(A.32)

Here \(V_{ba}\) and \(V_{ca}\) are the maximum rates of dehydration and hydration. \(K_{ba}\) and \(K_{ca}\) are the half maximum concentration rates for dehydration and hydration.

The equation for the RuBisCO reaction is

\[
R_{Rub} = \frac{V_{max} C}{C + K_m}
\]  
(A.33)

\[
K_m = K_m' \left(1 + \frac{O}{K_i}\right)
\]  
(A.34)

Here \(V_{max}\) is the maximum rate of carbon fixation by RuBisCO, and \(K_m\) is half maximum concentration rate, modified to include competitive binding with \(O_2\), \(O\).

We can use the solution in the cytosol to write a boundary condition at the carboxysome:

\[
\frac{\partial C}{\partial r} = -\frac{A_3}{r^2}
\]

\[
= - \left(1 + \frac{\alpha}{K_a} + k_m^C \right) C_{\text{carboxysome}} - k_m^C C_{\text{out}}
\]  
(A.35)

\[
\frac{\partial H}{\partial r} = -\frac{B_3}{r^2}
\]

\[
= - \left(1 + \frac{\alpha}{K_a} + k_m^H \right) H_{\text{carboxysome}} - \frac{\alpha}{K_a} C_{\text{cytosol}} (r = R_b)
\]  
(A.36)

A.0.5 RuBisCO negligible in setting up \(CO_2\) concentration

When RuBisCO negligible we can find the solution in the carboxysome as a balance between the carbonic anhydrase dehydration reaction and either the hydration reaction or diffusion.
A.0.6  Carbonic anhydrase equilibrates carbon in carboxysome

If the carbonic anhydrase rate is faster than the diffusion rate then diffusion will be negligible and the solution in the carboxysome is set by $R_{CA} \approx 0$:

$$H_{\text{carboxysome}} \approx \frac{V_{ca}K_{ba}}{V_{ba}K_{ca}}C_{\text{carboxysome}}.$$  \hfill (A.37)

Another consequence of looking at equations (A.30) and (A.31) at steady state with $R_{stub} \approx 0$ is that $\nabla^2 (C + H) \approx 0$. Integrating once we get:

$$\frac{\partial (C + H)}{\partial r} = \frac{a}{r^2} = 0$$  \hfill (A.38)

$$\frac{\partial (C + H)}{\partial r}(r = R_c) = 0$$

the constant $a$ must be zero, or else we would get a divergent solution at $r = 0$. This is the same as mass conservation. Since the RuBisCO reaction is negligible, the total flux of inorganic carbon in and out of the carboxysome must balance. Using boundary conditions (A.35) and (A.36) in equation (A.38), we find a second equation for $H$ and $C$.

$$\frac{(\frac{a}{K_a} + k_m^C)C_{\text{carboxysome}} - k_m^CC_{\text{out}}}{(\frac{a}{K_a} + k_m^C)G + \frac{D}{R_c}} + \frac{k_m^HH_{\text{carboxysome}} - (j_c + k_m^H)H_{\text{out}}}{k_m^HG + \frac{D}{R_c}}$$

$$= \frac{a}{K_a} \frac{k_m^CC_{\text{out}}}{(\frac{a}{K_a} + k_m^C)G + \frac{D}{R_c}} G + \frac{a}{K_a} C_{\text{carboxysome}}$$

$$- \frac{k_m^HH_{\text{carboxysome}}}{k_m^HG + \frac{D}{R_c}} = 0$$  \hfill (A.39)

Using equation (A.66) we can find the CO$_2$ concentration in the carboxysome:

$$C_{\text{carboxysome}} = \frac{(j_c + k_m^H)H_{\text{out}}((k_m^C + \frac{a}{K_a})G + \frac{D}{R_c}) + k_m^CC_{\text{out}}((k_m^H + \frac{a}{K_a})G + \frac{D}{R_c})}{(k_m^C + \frac{a}{K_a})(1 + \frac{V_{ca}K_{ba}}{V_{ba}K_{ca}})k_m^HG + k_m^C(1 + \frac{k_m^H V_{ca}K_{ba}}{k_m^C V_{ba}K_{ca}}) \frac{D}{R_c}}$$

$$= \frac{k_m^C(1 + \frac{k_m^H V_{ca}K_{ba}}{k_m^C V_{ba}K_{ca}}) \frac{D}{R_c}}{(k_m^C + \frac{a}{K_a})(1 + \frac{V_{ca}K_{ba}}{V_{ba}K_{ca}})k_m^HG + k_m^C(1 + \frac{k_m^H V_{ca}K_{ba}}{k_m^C V_{ba}K_{ca}}) \frac{D}{R_c}}$$

and the solution for $H$ is set by (A.66).
Carbonic anhydrase saturated

It is possible for the hydration reaction to be negligible compared to diffusion when carbonic anhydrase becomes saturated. In this case \( \nabla^2 H = \frac{\nu_{ba}}{D} \) and \( \nabla^2 C = -\frac{\nu_{ba}}{D} \), implying

\[
C = -\frac{\nu_{ba}}{6D} r^2 + A_1, \tag{A.41}
\]
\[
H = \frac{\nu_{ba}}{6D} r^2 + B_1. \tag{A.42}
\]

Applying boundary conditions (A.35) and (A.36) to these equations we find,

\[
C_{\text{carboxysome}} = \frac{\nu_{ba}}{3D} R_c^3 \left( G + \frac{D}{\left( \frac{a}{K_a} + \frac{k_m}{k_c} R_c^2 \right)} \right) + \frac{\nu_{ba}}{6D} \left( R_c^2 - r^2 \right) + \frac{k_m}{k_c + k_{out}} C_{out}
\]

\[
H_{\text{carboxysome}} = \frac{\nu_{ba}}{6D} (r^2 - R_c^2) - \frac{\nu_{ba}}{3D} R_c^3 \left( G + \frac{D}{k_m R_c^2} \right) + \frac{(j_c + k_m H)}{k_m H} H_{out} + \frac{\alpha}{k_m K_a} \left( \frac{k_m C_{out}}{\left( \frac{a}{K_a} + \frac{k_m}{k_c} G + \frac{D}{R_c^2} \right)} \right) + \left( 1 - \frac{\alpha}{k_m K_a} \right) C_{\text{carboxysome}}
\]

A.0.7 RuBisCO significant

If RuBisCO is significant then the approximation (A.38) doesn’t hold. Instead we need to loosen the condition. Instead of the flux of \( H + C \) out of the carboxysome being zero, it must be equal to the amount of CO\(_2\) consumed in the carboxysome.
\[ \int D \frac{\partial(C + H)}{\partial r}(r = R_c) dS_{\text{carboxysome}} \]
\[ = \int \frac{V_{\text{max}} C_{\text{carboxysome}}}{C_{\text{carboxysome}} + K_m} dV_{\text{carboxysome}} \tag{A.45} \]
\[ 4\pi R_c^2 D \left( -\frac{A_3}{R_c^2} - \frac{B_3}{R_c^2} \right) = \frac{4}{3} \pi R_c^3 \frac{V_{\text{max}} C_{\text{carboxysome}}}{C_{\text{carboxysome}} + K_m} \tag{A.46} \]
\[ A_3 + B_3 = -\frac{R_c^3}{3D} \frac{V_{\text{max}} C_{\text{carboxysome}}}{C_{\text{carboxysome}} + K_m} \tag{A.47} \]

with \( A_3 \) and \( B_3 \) defined as before:
\[ A_3 = \frac{\left( \frac{a}{K_a} + k_m^c \right) C_{\text{carboxysome}} - k_m^c C_{\text{out}}}{(\frac{a}{K_a} + k_m^c) G + \frac{D}{R_b}} \tag{A.48} \]
\[ B_3 = \frac{(k_m^H H_{\text{carboxysome}} - (j_c + k_m^H) H_{\text{out}} - \frac{a}{K_a} C_{\text{cytosol}}(r = R_b))}{k_m^H G + \frac{D}{R_b}} \tag{A.49} \]

We still use the fact that the carboxysome is small, and so diffusion equilibrates the concentration across the carboxysome very quickly. The equation for \( H_{\text{carboxysome}} \) therefore, still enforces the ratio \( H_{\text{carboxysome}} \approx \frac{V_{\text{out}}}{V_{\text{in}}} \frac{K_{ba}}{K_{ca}} C_{\text{carboxysome}} \).

If we define the following:
\[ N = (j_c + k_m^H) H_{\text{out}} \left( (k_m^c + \frac{a}{K_a}) G + \frac{D}{R_b} \right) \tag{A.50} \]
\[ + k_m^c C_{\text{out}} \left( (k_m^H + \frac{a}{K_a}) G + \frac{D}{R_b} \right) \]
\[ M = (k_m^c + \frac{a}{K_a}) (1 + \frac{V_{ca} K_{ba}}{V_{ba} K_{ca}}) k_m^H G + k_m^c (1 + \frac{k_m^H V_{ca} K_{ba}}{k_m^c V_{ba} K_{ca}}) \frac{D}{R_b^2} \tag{A.51} \]
\[ P = (\frac{a}{K_a} + k_m^c) G + \frac{D}{R_b} (k_m^H G + \frac{D}{R_b}) \tag{A.52} \]
then we can rewrite equation (A.47)

\[ N - MC_{\text{carboxysome}} - \frac{R_{\text{C}} V_{\text{max}} C_{\text{carboxysome}}}{3D(C_{\text{carboxysome}} + K_m)} P = 0 \quad (A.53) \]

\[ C_{\text{carboxysome}}^2 + (K_m - \frac{N}{M} + \frac{R_{\text{C}} V_{\text{max}} P}{3DM}) C_{\text{carboxysome}} - K_m \frac{N}{M} = 0 \quad (A.54) \]

\[ C_{\text{carboxysome}} = \frac{1}{2} \left( \frac{N}{M} - \frac{R_{\text{C}} V_{\text{max}} P}{3DM} - K_m \right) \]

\[ \pm \frac{1}{2} \sqrt{\left( \frac{N}{M} - \frac{R_{\text{C}} V_{\text{max}} P}{3DM} - K_m \right)^2 + \frac{4 \frac{N}{M} K_m}{3DM}} \quad (A.55) \]

For comparison, when RuBisCO is not significant the solution, equation (A.40), can be written as

\[ C_{\text{carboxysome}} = \frac{N}{M} \quad (A.56) \]

When RuBisCO is significant but saturated, and the reaction is constant, we can make the approximation:

\[ C_{\text{carboxysome}} = \frac{N}{M} - \frac{R_{\text{C}} V_{\text{max}} P}{3MD} \quad (A.57) \]

When RuBisCO is significant but unsaturated, and the reaction is linear in CO₂ concentration, we can make the approximation:

\[ C_{\text{carboxysome}} = \frac{N}{M} + \frac{R_{\text{C}} V_{\text{max}} P}{3K_{\text{ca}} D} \quad (A.58) \]

A.0.8 Reactions everywhere in cell

When RuBisCO and carbonic anhydrase are everywhere in the cell the equations previously used in the carboxysome apply everywhere:

\[ \partial_t C = D \nabla^2 C + R_{CA} - R_{\text{Rub}} \quad (A.59) \]

\[ \partial_t H = D \nabla^2 H - R_{CA} \quad (A.60) \]

\[ R_{CA} (H, C) = \frac{V_{ca} K_{ca} H - V_{ca} K_{ba} C}{K_{ba} K_{ca} + K_{ca} H + K_{ba} C} \quad (A.61) \]
\[ R_{Rub} = \frac{V_{max} C}{C + K_m} \]  

but now the only boundary condition is at the cell membrane;

\[
D \frac{\partial C}{\partial r} = -\frac{a C_{cytosol}}{K_a + C_{cytosol}} + k_m^C (C_{out} - C_{cytosol}) \quad (A.63)
\]

\[
D \frac{\partial H}{\partial r} = j_c H_{out} + \frac{a C_{cytosol}}{K_a + C_{cytosol}} + k_m^H (H_{out} - H_{cytosol}) \quad (A.64)
\]

Equations (A.59) and (A.60) can now be solved making the same approximations as before.

A.0.9 Carbonic anhydrase equilibrates carbon in cell

Using the analogous approximation to equation (A.38), set by boundary conditions (A.64) and (A.64),

\[
\frac{\partial (C + H)}{\partial r} (r = R_b) = 0 \quad (A.65)
\]

and

\[ H_{cytosol} \approx \frac{V_{ca} K_{ba}}{V_{ba} K_{ca}} C_{cytosol} \quad (A.66) \]

we find

\[
-\frac{a C_{cytosol}}{K_a + C_{cytosol}} + k_m^C (C_{out} - C_{cytosol}) + j_c H_{out} + \frac{a C_{cytosol}}{K_a + C_{cytosol}} + k_m^H \left( H_{out} - \frac{V_{ca} K_{ba}}{V_{ba} K_{ca}} C_{cytosol} \right) = 0 \quad (A.67)
\]

\[ C_{cytosol} = \frac{k_m^C C_{out} + (j_c + k_m^H) H_{out}}{k_m^C (1 + \frac{V_{ca} K_{ba}}{V_{ba} K_{ca}})} \quad (A.68) \]

83
Carbonic anhydrase saturated

When carbonic anhydrase concentration is low and saturated we have the same equations as before,

$$C = -\frac{V_{ba}}{6D}r^2 + A_1 \quad (A.69)$$

$$H = \frac{V_{ba}}{6D}r^2 + B_1. \quad (A.70)$$

and apply boundary conditions (A.63) and (A.64). We get:

$$C_{cytosol} = \frac{k_i^c c_{out}}{k_a^c + k_i^c} + V_{ba} \left( \frac{R_b}{3(k_a^c + k_m^c)} + \frac{R_b^2}{6D} - \frac{r^2}{6D} \right) \quad (A.71)$$

$$H_{cytosol} = V_{ba} \left( \frac{r^2}{6D} - \frac{R_b^2}{6D} - \frac{R_b}{3k_m^c} \right) + \frac{j_c + k_i^H}{k_m^c} H_{out}$$

$$+ \frac{a}{K_a k_m^H} C_{cytosol}(r = R_b) \quad (A.72)$$

A.0.10 RuBisCO significant

Following the same methodology as in section A.0.7, we write

$$\int D \frac{\partial (C + H)}{\partial r} \bigg|_{r=R_b} dS_{cell} = \int \frac{V_{max} C}{C + K_m} dV_{cell} \quad (A.73)$$

$$4\pi R_b^2 D \left( \frac{\partial C}{\partial r} \bigg|_{r=R_b} + \frac{\partial H}{\partial r} \bigg|_{r=R_b} \right) = \frac{4\pi R_b^3}{3} \frac{V_{max} C}{C + K_m} \quad (A.74)$$

$$D \frac{\partial C}{\partial r} \bigg|_{r=R_b} + D \frac{\partial H}{\partial r} \bigg|_{r=R_b} = \frac{R_b}{3} \frac{V_{max} C}{C + K_m} \quad (A.75)$$

Where the two partial derivatives at $r = R_b$ are defined by boundary conditions (A.63) and (A.64).

We can define

$$N_2 = k_m^c c_{out} + (j_c + k_i^H) H_{out} \quad (A.76)$$

$$M_2 = k_m^c \left( 1 + \frac{k_i^H V_{ca} K_{ba}}{k_m^c V_{ba} K_{ca}} \right) \quad (A.77)$$

Note that $N_2$ and $M_2$ do not have the same dimensions as $N$ and $M$ defined previously. Using these definitions we can solve for the CO₂ concentration in the
cytosol.

\[ N_2 - M_2 C - \frac{R_b V_{max}}{3} C + K_m = 0 \]  
(A.78)

\[ C^{2}_{cytosol} + (K_m - \frac{N_2}{M_2} + \frac{R_b V_{max}}{3M_2}) C_{cytosol} - K_m \frac{N_2}{M_2} = 0 \]  
(A.79)

\[ C_{cytosol} = \frac{1}{2} \left( \frac{N_2}{M_2} - \frac{R_b V_{max}}{3M_2} - K_m \right) \]

\[ + \frac{1}{2} \sqrt{(K_m - \frac{N_2}{M_2} + \frac{R_b V_{max}}{3M_2})^2 + \frac{4K_m N_2}{M_2}} \]  
(A.80)

The equation for CO$_2$ concentration assuming negligible RuBisCO activity, equation (A.68), can be rewritten:

\[ C_{cytosol} = \frac{N_2}{M_2} \]  
(A.81)

If RuBisCO is saturated then the concentration is described by:

\[ C = \frac{N_2}{M_2} - \frac{R_b V_{max}}{3} \]  
(A.82)

If RuBisCo is unsaturated:

\[ C = \frac{N_2}{M_2} + \frac{R_b V_{max}}{3K_m} \]  
(A.83)

A.0.11 Reactions localized without carboxysome

We assume the region where the enzymes are located remains the same size. This could be accomplished by attaching the enzymes to a scaffold instead of encapsulating them.

When there is no carboxysome shell, the boundary condition at $R_c$ changes to:

\[ C_{cytosol} = C_{scaffold} \]  
(A.84)

\[ H_{cytosol} = H_{scaffold} \]  
(A.85)

where the concentration in the cytosol is the same as before.
\begin{align*}
C_{\text{cyto}} &= \frac{A_3}{r} + A_4 = A_3 \left( \frac{1}{r} - \frac{1}{R_c} \right) + C_{\text{scaffold}} \quad (A.86) \\
H_{\text{cyto}} &= \frac{B_3}{r} + B_4 = B_3 \left( \frac{1}{r} - \frac{1}{R_c} \right) + H_{\text{scaffold}} \quad (A.87)
\end{align*}

Plugging equations (A.86) and (A.87) into the following boundary conditions at the cell membrane.

\begin{align*}
D \frac{\partial C}{\partial r} &= -\frac{aC_{\text{cytosol}}}{K_a + C_{\text{cytosol}}} + k_m^C \left( C_{\text{out}} - C_{\text{cytosol}} \right) \quad (A.88) \\
D \frac{\partial H}{\partial r} &= j_e H_{\text{out}} + \frac{aC_{\text{cytosol}}}{K_a + C_{\text{cytosol}}} \\
&\quad + k_m^H \left( H_{\text{out}} - H_{\text{cytosol}} \right) \quad (A.89)
\end{align*}

The values of $A_3$ and $B_3$ are the same as before, but with a different definition of $G$.

\begin{align*}
A_3 &= \left( \frac{a}{K_a} + k_m^C \right) C_{\text{scaffold}} - k_m^C C_{\text{out}} \\
&\quad - \left( \frac{a}{K_a} + k_m^C \right) G + \frac{D}{R_b} \quad (A.90) \\
B_3 &= \frac{(k_m^H H_{\text{scaffold}} - (j_e + k_m^H) H_{\text{out}} - \frac{a}{K_a} C_{\text{cytosol}}(r = R_b))}{k_m^H G + \frac{D}{R_b}} \quad (A.91) \\
G &= \left( \frac{1}{R_c} - \frac{1}{R_b} \right) \quad (A.92)
\end{align*}

\begin{align*}
C_{\text{cytosol}} &= \frac{k_m^C C_{\text{out}} - \left( \frac{a}{K_a} + k_m^C \right) C_{\text{scaffold}}}{\left( \frac{a}{K_a} + k_m^C \right) G + \frac{D}{R_b}} \left( \frac{1}{R_C} - \frac{1}{r} \right) + C_{\text{scaffold}} \quad (A.93) \\
H_{\text{cytosol}} &= \frac{(j_e + k_m^H) H_{\text{out}} + \frac{a}{K_a} C_{\text{cytosol}}(r = R_b) - k_m^H H_{\text{scaffold}}}{k_m^H G + \frac{D}{R_b}} \left( \frac{1}{R_C} - \frac{1}{r} \right) + H_{\text{scaffold}} \quad (A.94)
\end{align*}
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Here the concentration of CO₂ at the cell membrane,

\[
C_{cytosol}(r = R_b) = \frac{k_m^C C_{out} - \left( \frac{a}{K_a} + k_m^C \right) C_{scaffold}}{\left( \frac{a}{K_a} + k_m^C \right) G + \frac{D}{R_b}} G + C_{scaffold} \quad (A.95)
\]

The solution in the carboxysome is exactly what we have calculated before, in either the carbonic anhydrase equilibrating or saturated case, except with our new definition of G.
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