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Control of spin dynamics for applications in Nuclear Magnetic Resonance

Abstract

Sophisticated electromagnetic pulse sequences that control spin dynamics have been developed in Nuclear Magnetic Resonance (NMR) over the last few decades. However, due to more and more demanding criteria, such as unknown parameters, larger bandwidths, higher signal to noise ratio (SNR), less power consumption, etc., new pulse sequences are constantly needed. This thesis presents new pulse sequences for several important applications of NMR.

We first study the problem of decoupling two homonuclear spins that are coupled by weak isotropic scalar coupling. Most existing approaches employ selective irradiation targeting one of the spins. Selective irradiation, however, is not applicable when the resonance frequencies of the spins are unknown or not well separated. We describe non-selective pulse sequences that eliminate the coupling. In our design, the chemical shifts are scaled down by a known factor, allowing us to reconstruct their true values. Decoupling is achieved when the difference in the effective chemical shifts is sufficiently larger than the coupling strength.

We next modify the pulse sequence found above to reduce coupling between spins in quantum registers. Being a global pulse, i.e. applicable to all spins in one operation, it has low complexity and therefore has a clear advantage over non-global pulses. With
the application of a gradient field, Ising coupling in a coupled multi-spin system with nearest-neighbor coupling can be reduced, potentially resulting in prolonged coherence.

Finally, we investigate an echo-generating sequence called the CPMG sequence in applications where the dispersion in the static field is much larger than the amplitude of the irradiation. The CPMG sequence is commonly used in the exploration of oil and gas reserves to study earth formations. We find a new class of symmetric-phase-alternating refocusing pulses that significantly increase the SNR with little increase in power consumption. These pulses, when matched with suitable finite-amplitude excitation pulses, increase the SNR by over threefold.

Using tools from control theory and optimization, the pulse sequences found in this thesis are one step forward in the continuing quest for better NMR pulse sequences.
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Chapter 1

Introduction

Nuclear Magnetic Resonance (NMR) was first predicted and observed by Rabi using molecular beams [4] in 1937 followed by Bloch [5] and Purcell [6] in 1946 who observed the phenomenon in bulk materials. NMR is a physical phenomenon in which nuclei absorb or emit electromagnetic radiation when irradiated by an electromagnetic field, usually in the range of radio frequency, whose frequency matches that of the difference between energy levels in the nuclei. Not only is NMR a beautiful physical phenomenon, it also finds far reaching applications in other areas of science, medicine, and engineering. In chemistry, NMR spectroscopy is an indispensable tool to study the three dimensional structures of macromolecules at atomic precision [7]. In medicine, Magnetic Resonance Imaging (MRI) is a state-of-the art technology to scan images of various parts of the human body [8] for clinical use. Outside the laboratory, NMR is a powerful tool used to characterize fluid properties in earth formations deep underground [9, 10]. Recently, NMR has also been used as a testbed for quantum computing [11, 12] and techniques well developed in traditional NMR
are also used in quantum information processing (QIP) performed in other solid state systems.

Together with mass and electric charge, \textit{spin} is an intrinsic property of an atomic nucleus. It can be thought of as a source of nuclear magnetism, which, even though much weaker than the magnetism generated by an electric current, is of fundamental importance. Nuclei with an odd mass number or with an even mass number and an odd atomic number have nonzero spins. Those in the first category have half-integral spin quantum numbers, which are called fermions, while those in the second category have integral spin quantum numbers called bosons. Some of the most important nuclei in NMR spectroscopy of biomolecules are $^1H$, $^{13}C$ and $^{15}N$.

The nuclear spin angular momentum is a vector quantity denoted $\mathbf{I}$ whose magnitude is

$$|\mathbf{I}| = \hbar \sqrt{I(I+1)}, \quad (1.1)$$

where $I$ is the nuclear spin angular momentum quantum number. As a kind of angular momentum, only one component of $\mathbf{I}$ can be specified with certainty, the other two are now known due to the uncertainty principle. The specified component is often chosen to be the $z$ component:

$$I_z = \hbar m \quad (1.2)$$

Here $m$ is the spin quantum number that takes on values $m = (-I, -I + 1, \ldots, I)$. For example, for spins with $I = \frac{1}{2}$, $m$ can only be equal to $\pm \frac{1}{2}$.

Spin and magnetism of a nucleus are closely related. In particular, the spin angular momentum is related to the nuclear magnetic moment, $\mathbf{\mu}$ through the equation

$$\mathbf{\mu} = \gamma \mathbf{I}, \quad (1.3)$$
in which $\gamma$ is the gyromagnetic ratio that is characteristic for a given nucleus. In the presence of an external magnetic field $B$, the spin states of the nucleus have energies

$$E = -\mu \cdot B$$  \hspace{1cm} (1.4)

In a typical NMR experiment, the applied static magnetic field $B$ points in the $z$ direction having magnitude $B_o$. Since $\mu$ is quantized just like $I$, the energy levels are also quantized according to

$$E_m = -m\hbar\gamma B_o,$$  \hspace{1cm} (1.5)

that is we have $2I + 1$ equally spaced energy levels called *nuclear Zeeman levels*.

Transitions between energy levels are effected via an electromagnetic radiation, often in the radio frequency (rf.) range. For a magnetic dipole transition, the selection rule is $\Delta m = \pm 1$. Therefore, the required energy to drive a transition from one spin state to another is

$$\Delta E = -h\gamma B_o.$$  \hspace{1cm} (1.6)

The quantity $\omega_o = \frac{E}{\hbar} = -\gamma B_o$ is the *resonance frequency* of the nuclear spin. It is called the *Larmor frequency*.

Nuclear spins give rise to nuclear magnetism that interacts with other magnetic fields. This provides us with a very useful and powerful tool to study the structure and many dynamical processes at the atomic level. The starting point of most NMR experiments is the creation of a *thermal equilibrium* state. In general, the *spin polarization axis*, which is the direction of $I$ can point in any direction. This direction is parallel to the direction of the magnetic moment as seen in Eq. 1.3. Consider a sample in the absence of an external magnetic field. The distribution of magnetic
moments is isotropic leading to a zero total magnetization. When a large external magnetic field \( B_o \) is applied to the sample, individual spins start to precess around this external field at the Larmor frequency while keeping the angle between the field and the spin magnetic moment constant. Over a long enough period of time, due to local fluctuations of the magnetic field, the net distribution of spin orientations will be more probable in the direction of the external magnetic field. This is called the thermal equilibrium state. Consider specifically the case of spin-\( \frac{1}{2} \). As stated earlier, the spin states denoted as \(| \uparrow \rangle \) and \(| \downarrow \rangle \) have angular momentum quantized in the \( z \) direction corresponding to \( m = \pm \frac{1}{2} \). Therefore they occupy two energy levels \( E_{1,2} = \pm \frac{1}{2} \hbar \gamma B_o \).

In thermal equilibrium, the ratio of populations between spins in these two states is given by the Maxwell-Boltzmann distribution:

\[
\frac{N_u}{N_d} = \exp\left(-\frac{\Delta E}{k_B T}\right) = \exp\left(-\frac{\hbar \gamma B_o}{k_B T}\right),
\]

where the Boltzmann constant \( k_B = 1.38 \times 10^{-23} J K^{-1} \), \( \hbar = 1.05457173 \times 10^{-34} Js \).

At room temperature \( T = 300K \). The gyromagnetic ratio for protons is \( \gamma = 2.6752 \times 10^8 (Ts)^{-1} \). At \( B_o = 11.7 T \), the population difference is only 4.3 per \( 10^5 \). This insensitivity nature of NMR is a challenge that can be overcome by two reasons. First, we usually work with a very large number of spins and second, resonance is the key to pick up the signal in the receiver coil. Nevertheless, Eq. 1.7 explains the impetus to increase sensitivity in high resolution NMR spectroscopy by creating ever more powerful magnets.

After the spins have reached the equilibrium state, radio frequency (rf.) pulses are then used to bring the spins to the transverse plane and manipulate their dynamics.
When the radio frequencies are turned off, the spins still precess around the $B_o$ field at the Larmor frequency. If we place a coil near the sample, the changing magnetization will induce an electric current in the coil according to Faraday’s law. The voltage measured in the coil is called the free induction decay (FID) signal. Figure 1 shows the basic components of an NMR experiment.

While the $B_o$ field is usually static during the course of the experiment, the rf. pulses, on the other hand, are time varying that reflect the level of control we have on the system. They come in all lengths and shapes ranging from simple, constant phase and amplitude pulses to complex phase- and amplitude-modulated pulses. With proper designs, we can use these pulses to control the spin dynamics in order to obtain useful structural and dynamical information such as chemical shifts, relaxation times, suppress unwanted effects such as coupling in high resolution NMR spectroscopy, or enhance effects such as polarization transfer [13]. In this thesis, we propose and analyze the performance of several rf. pulses with applications in high resolution.
NMR spectroscopy, quantum computing and the study of earth formations.

It is fair to say that NMR spectroscopy has been the biggest driving force for the development of NMR techniques. Although there are a formidable literature in high resolution NMR spectroscopy, there are still many challenging problems, among which is the problem of homonuclear decoupling. Chapter 3 presents a solution to the problem of homonuclear decoupling in liquid-state NMR. We propose a new pulse sequence that effectively decouples a two-spin half system that has weak isotropic scalar coupling.

In quantum computing, liquid-state NMR is mainly used as test beds for quantum algorithms [12]. Current research is moving towards solid-state systems for their scalability potential compared to liquid-state NMR. Examples are nitrogen-vacancy (NV) color centers in diamond, phosphorous donors in silicon and quantum dots to realize quantum computers. Nevertheless, techniques developed in NMR have found very useful applications in the manipulation of electron spins in these solid-state systems. For instance, spin echo sequences that were first developed in NMR are routinely used to decouple the coupling between the electron spin of the NV center in a diamond lattice and the nuclear spins of $^{13}C$ present in the lattice [14, 15, 16]. In chapter 4, we extended the use of the sequence in chapter 3 to reduce decoherence in quantum registers. We will show that this pulse sequence is capable of decoupling the Ising interaction between the spins as well the coupling between the spins and the environment. This is important in maintaining the coherence of the spin system, a big challenge in the implementation of quantum computer.

Moving away from the traditional laboratory settings where the sample is placed
inside a huge magnet, in the so call single-sided NMR [17] the object to be studied is placed to one side of the magnet. This configuration offers new challenges as well as convenience and promises for many important applications of NMR. Recently, portable NMRs are commercially available for use in biology, medicine, and for studying cultural heritages such as paintings [17]. Still, the earliest and probably the most important application of single-sided NMR is the study of earth formations in, for example, the exploration of oil and gas reservoirs. Of particular importance in these applications is the Carr-Purcell-Meiboom-Gill sequence that generates spin echoes. Chapter 5 deals with the design of new refocusing and excitation pulses for this sequence. The new pulses have the potential to triple the signal to noise ratio in highly inhomogeneous field. Experimental results confirm the effectiveness of the new pulse sequences.

A detailed description of each problem will be given in the corresponding chapter. We will begin in chapter 2 by reviewing relevant NMR concepts and mathematical methods that are helpful in understanding the spin dynamics and the pulse sequences in subsequent chapters.
Chapter 2

Review of NMR concepts and mathematical methods

2.1 Representation of spins in quantum mechanics

The evolution of the wave function or the state of a quantum system is described by the Schroedinger equation

\[ i\hbar \frac{d}{dt} |\psi(t)\rangle = H(t) |\psi(t)\rangle, \]  

(2.1)

where \( |\psi(t)\rangle \) is the state and \( H(t) \) is the Hamiltonian of the system. The Hamiltonian in matrix form is a Hermitian matrix, i.e. \( H(t) = H(t)^\dagger \). In NMR, the Hamiltonian can be considered to be the nuclear spin Hamiltonian only. This assumption is justified by the fact that for most practical purposes, the motion of the electrons are so rapid that the nuclear spins only see the average effect of the electrons. The nuclear spin Hamiltonian contains the interaction between the nuclear spins with the time
average effect of the fields generated by the electrons as well as the externally applied fields.

In order to solve the spin dynamics, we need to describe the spin states, the Hamiltonians, as well as the observables for measurement.

2.1.1 Spin-\(\frac{1}{2}\) operators

We limit the discussion to spin-\(\frac{1}{2}\), which serves our purposes since we will mainly work with spin-\(\frac{1}{2}\) particles including \(^1H\), \(^{13}C\), and \(^{15}N\). A set of convenient matrices to describe these spins is Pauli matrices

\[
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\] (2.2)

\(I_x = \frac{1}{2}\sigma_x, \quad I_y = \frac{1}{2}\sigma_y, \quad \text{and} \quad I_z = \frac{1}{2}\sigma_z\) are the spin-\(\frac{1}{2}\) operators. \(\{iI_x, iI_y, iI_z\}\) form a basis for \(\mathfrak{su}(2)\), the \(2 \times 2\) skew-Hermitian traceless matrices.

Some formulas involved the spin operators and the Pauli matrices that can be easily verified are:

\[
[I_x, I_y] = iI_z, \quad [I_y, I_z] = iI_x, \quad [I_z, I_x] = iI_y,
\] (2.3)

\[
e^{-i\theta \hat{n} \cdot \sigma} = \cos(\theta) \mathbf{1} + i \sin(\theta) \hat{n} \cdot \sigma.
\] (2.4)

\[
(\vec{a} \cdot \sigma)(\vec{b} \cdot \sigma) = (\vec{a} \cdot \vec{b}) \mathbf{1} + i \sigma \cdot (\vec{a} \times \vec{b}),
\] (2.5)

where \(\mathbf{1}\) is the identity matrix, \(\vec{a}\) and \(\vec{b}\) are any real value vectors, and \(\sigma = [\sigma_x, \sigma_y, \sigma_z]'\).

Using the commutation rules between the spin operators, we have

\[
e^{-iI_x \theta}I_y e^{iI_x \theta} = I_y \cos(\theta) + I_z \sin(\theta)
\] (2.6)
We call any set of matrices that obeys the same commutation rules of the spin operators an isomorphic copy of the spin operators. If \((A, B, C)\) is such a set, then we also have
\[
e^{-A\theta} Be^{A\theta} = B \cos(\theta) + C \sin(\theta).
\]
(2.7)

Spin up and down are represented by the two eigen states of \(I_z\) with eigen values \(\frac{1}{2}\) and \(-\frac{1}{2}\)
\[
| \uparrow \rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad | \downarrow \rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]
These are called Zeeman basis.

In NMR, however, most of the time we are working with an ensemble of spins. The basis for a system of \(N\) coupled spins has the form
\[
| \psi \rangle = | s_1 \rangle \otimes | s_2 \rangle \otimes \cdots | s_N \rangle,
\]
where each \(s_i\) can be either \(|\uparrow\rangle\) or \(|\downarrow\rangle\). This results in \(2^N\) bases. In the case of two spins, the Zeeman basis would be
\[
| \uparrow\uparrow \rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad | \uparrow\downarrow \rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \otimes \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \quad | \downarrow\uparrow \rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix}, \quad | \downarrow\downarrow \rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \otimes \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \end{bmatrix}.
\]
(2.8)
The algebra that describes an $N$ spin system is therefore $\mathfrak{su}(2^N)$. A commonly used basis for the $\mathfrak{su}(2^N)$ algebra is $\{iB_s\}$ [18, 13] where

$$B_s = 2^{(q-1)} \prod_{k=1}^{N} (I_{k,\alpha})^{a_{ks}},$$  \hspace{1cm} (2.9)$$
where $q$ is the number of operators in the product, $a_{ks} = 1$ for $q$ of the spins, and $a_{ks} = 0$ for the remaining $N - q$ spins, and

$$I_{k,\alpha} = 1 \otimes 1 \cdots \otimes I_{\alpha} \cdots \otimes 1,$$

$I_{\alpha}$ appears at the $k^{th}$ position in the product. For example, the basis operators for a 2 spin-$\tfrac{1}{2}$ system are

- $q = 1$ : $I_{1x}, I_{1y}, I_{1z}, I_{2x}, I_{2y}, I_{2z}$,
- $q = 2$ : $2I_{1x}I_{2x}, 2I_{1y}I_{2y}, 2I_{1z}I_{2z}, 2I_{1y}I_{2x}, 2I_{1y}I_{2y}, 2I_{1y}I_{2z}, 2I_{1x}I_{2x}, 2I_{1x}I_{2y}, 2I_{1x}I_{2z}$.

Operators that involve more than one spin are referred to as product operators.

### 2.1.2 Measurement and density matrix

A physically observable quantity is represented in quantum mechanics by a Hermitian operator $A$ that has a complete set of orthonormal eigen functions. The wave function can be decomposed in terms of these eigen functions

$$|\psi\rangle = \sum_{n} c_n |n\rangle.$$  \hspace{1cm} (2.10)$$
Upon measurement of $A$, the wave function appears to be in one of these functions or eigenstates, a phenomenon called the collapse of the wave function. The probability of collapsing into eigen state $|n\rangle$ is $p_n = c_n c_n^\ast$. The value of the measurement
is the corresponding eigenvalue of $A$, $\lambda_n$. Since $A|n\rangle = \lambda_n|n\rangle$, we can denote the measurement as the expectation value of $A$ in the eigen state $|n\rangle$

$$\langle A \rangle = \langle n|A|n\rangle = \lambda_n \quad (2.11)$$

A quantum system that can be described by a wave function that obeys the Schrödinger equation is said to be in a *pure state*. The wave function contains all the information about the system. However, when the system is part of a larger system about which we do not have a complete knowledge, the system is no longer represented by a wave function. It is said to be in a *mixed state*.

The mixed state can be described by an ensemble of wave function $|\psi_j\rangle$ with probability $p_j$. The statistical value of the expectation value of an observable $A$ is then

$$\langle A \rangle = \sum_j p_j \langle \psi_j|A|\psi_j\rangle \quad (2.12)$$

If we represent a wave function using a set of orthonormal basis $|n\rangle$, which are not necessarily the eigen functions of $A$, then we can further write $\langle A \rangle$ as

$$\langle A \rangle = \sum_{m,n} \sum_j p_j c^*_m \langle m|A|n\rangle c_{nj}$$

$$= \sum_{m,n} \bar{c}_n c^*_m \langle m|A|n\rangle \quad (2.13)$$

While $\langle m|A|n\rangle$ stays the same, the quantity $\bar{c}_n c^*_m$ depends on the system. It is called the statistical ensemble average of the system. The matrix formed by $\bar{c}_n c^*_m$ in the orthonormal basis $|n\rangle$ is called the *density matrix* denoted $\rho_{mn}$ that describes the mixed state. It plays the role of the wave function when the system is in a pure state.
Equation 2.13 can be recast in the more commonly used form

\[ \langle A \rangle = tr(n) \sum_{m,n} c_m^* c_n \langle m|A \rangle \]

\[ = tr(\rho A). \]  

(2.14)

For example, let \( M \) denote the sum of individual nuclear magnetic moments. The expectation of \( M_x \), which is \( tr(M_x \rho) \) is the bulk magnetization that we observe in the \( x \) direction.

In NMR, we usually work with a very large number of spins, on the order of \( 10^{22} \), so the density matrix is a natural way to describe the system. Once we know the density matrix at a given time, we will know the density matrix at any other time after that because the evolution of the density matrix follows the Liouville equation

\[ i\hbar \frac{d\rho}{dt} = [H, \rho]. \]  

(2.15)

The question is how do we determine the density matrix at the initial time. As the rule of thumb, the starting point is always the thermal equilibrium state. If we leave the system alone for a long enough amount of time, it will come to the thermal equilibrium state. The density matrix for an isolated spin in thermal equilibrium derived from the Boltzmann distribution is

\[ \rho_{eq} = \frac{1}{2} 1 + \frac{1}{2} B I_z, \]  

(2.16)

where \( B \) denotes the Boltzmann factor

\[ B = \frac{\hbar \gamma B_0}{k_B T} \]  

(2.17)

It should be noted that although the density matrix is a rigorous and general description of a quantum system, in NMR it is often convenient to use the product operators as introduced in Sec. 2.1.1.
2.1.3 The spin Hamiltonian

The nuclear spin Hamiltonian describes the interaction between the nuclear magnetic moment and nuclear electric charges with the surrounding fields. We will distinguish between external and internal spin Hamiltonian.

The external spin Hamiltonian comes from the interaction of the nuclear magnetic moment with the applied magnetic fields. Below, we list the form of the Hamiltonian for a single spin. Generalization to multiple spins is straightforward. The static magnetic field in the $z$ direction gives rise to the Larmor Hamiltonian

$$H_{\text{Larmor}} = -\gamma I_z B_o = \omega_o I_z. \quad (2.18)$$

Usually $B_o$ is very homogeneous but there are applications, such as in MRI, in which it has a gradient along a particular direction.

The rf. pulses create the rf. Hamiltonian

$$H_{\text{rf}} = u(t) I_x + v(t) I_y, \quad (2.19)$$

where the transverse components of the rf. field are

$$u(t) = \omega_1 \cos(\omega_{rf} t + \phi)$$

$$v(t) = \omega_1 \sin(\omega_{rf} t + \phi). \quad (2.20)$$

For spins-$\frac{1}{2}$, internal spin interactions are purely magnetic. The internal spin Hamiltonian captures the interactions between the nuclear magnetic moment with the surrounding electrons and other nuclear spins. They include chemical shift, direct dipole-dipole coupling, $J$ coupling, and spin-rotation interaction. Chemical shift will be discussed in Sec. 2.2. $J$ coupling and dipole-dipole coupling will be discussed
in Sec. 3.1. We will omit spin-rotation interaction because it is small for most applications in NMR. Even though dipole-dipole coupling is averaged to zero in liquids, it is not zero at any given point and is responsible for the spin-spin relaxation, which is discussed in Sec. 2.4.

2.2 Chemical shift

When an external magnetic field is applied to a sample, the electrons, which also have a magnetic moment many times bigger than that of the nuclei, create an induced magnetic field around them. Each nucleus feels a magnetic field which is the sum of the external field and the induced field. Since the electron distributions vary, nuclei at different sites of the same molecule experience a slightly different magnetic field. This effect is called the chemical shift.

The local magnetic field can be represented by

$$B_{loc} = B_{ext} + B_{ind}. \quad \text{(2.21)}$$

To a very good approximation, in general

$$B_{ind} = \delta \cdot B_{ext}. \quad \text{(2.22)}$$

where $\delta$ is called the chemical shift tensor, a $3 \times 3$ real matrix.

In isotropic liquids, where the molecules are free to tumble around equally in all directions, the observed chemical shift can be simply defined as

$$\omega_o' = -\gamma B_o(1 + \delta). \quad \text{(2.23)}$$
where as usual, $\gamma$ is the gyromagnetic ratio of the nucleus, $B_o$ is the static field and $\delta$ depends on the local chemical environment. $\delta$ is defined using a reference frequency $\omega_{\text{ref}}$

$$\delta = \frac{\omega'_o - \omega_{\text{ref}}}{\omega_o}$$

(2.24)

where $\omega_o$ is the operating frequency of a spectrometer, which, for example is 500 MHz for proton at 11.7 T. $\delta$ is often referred to as the chemical shift. Its value is so small that it is usually measured in part-per-million (ppm).

### 2.3 Bloch equation

A single spin-$\frac{1}{2}$ has a well defined spin angular momentum $\mathbf{I}$ that precesses around a magnetic field like a spinning top. For an ensemble of non-interacting spins, the magnetization vector $\mathbf{M}$, the sum of individual nuclear magnetic moments, also behaves in the same way. Instead of using the density matrix formalism, in this case, we can use the Bloch equation to describe the evolution of $\mathbf{M}(t)$

$$\frac{d}{dt} \begin{bmatrix} M_x \\ M_y \\ M_z \end{bmatrix} = -\gamma \mathbf{B}(t) \times \mathbf{M}(t) = \begin{bmatrix} 0 & -\omega_o & -\gamma B_y(t) \\ \omega_o & 0 & +\gamma B_x(t) \\ \gamma B_y(t) & -\gamma B_x(t) & 0 \end{bmatrix} \begin{bmatrix} M_x \\ M_y \\ M_z \end{bmatrix}$$

(2.25)

or equivalently

$$\frac{d}{dt} \begin{bmatrix} M_x \\ M_y \\ M_z \end{bmatrix} = \begin{bmatrix} 0 & -\omega_o & v(t) \\ \omega_o & 0 & -u(t) \\ -v(t) & u(t) & 0 \end{bmatrix} \begin{bmatrix} M_x \\ M_y \\ M_z \end{bmatrix}$$

(2.26)
We can also cast the above vector equation in the form

\[
\frac{d}{dt} M(t) = (\omega_o \Omega_z + u(t)\Omega_x + v(t)\Omega_y) M(t),
\]

(2.27)

where \( \Omega_{x,y,z} \) form \( SO(3) \) and are given explicitly as

\[
\begin{align*}
\Omega_x &= \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0 \\
\end{bmatrix} \\
\Omega_y &= \begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0 \\
\end{bmatrix} \\
\Omega_z &= \begin{bmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\end{align*}
\]

(2.28)

Since \( \Omega_{x,y,z} \) are skew-symmetric matrices, the norm of \( M(t) \) is preserved. The three components of the magnetization are said to evolve on the Bloch sphere.

A rotation around \( x \) by an angle \( \alpha \) counter clockwise has rotation matrix

\[
R_x(\theta) = \exp(\Omega_x \theta) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \alpha & -\sin \alpha \\
0 & \sin \alpha & \cos \alpha \\
\end{bmatrix}
\]

(2.29)

Similar expressions for rotations around the \( y \) and \( z \) axis apply. Using the commutation rules

\[
\exp(\Omega_x \alpha) \exp(\Omega_y \theta) \exp(-\Omega_x \alpha) = \exp(\Omega_y \theta \cos \alpha + \Omega_z \theta \sin \alpha)
\]

(2.30)

and similarly for the cyclic permutation of \( \{\Omega_x, \Omega_y, \Omega_z\} \) we see that any rotations can be written in the form

\[
R_z(\alpha)R_y(\beta)R_z(\gamma)R_y(-\beta)R_z(-\alpha).
\]

(2.31)

The Bloch equation is often regarded as a semiclassical description of spins because it describes the evolution of the bulk magnetization in the language of classical
physics, which is very useful for many applications, but the description is only valid for a system of non-interacting spins. When we have to take into account, for example, the coupling between spins, a full quantum mechanics description of spins is needed.

2.4 Relaxation

Spins interact with each other and with the lattice. This leads to relaxation. There are two basic relaxation mechanisms: the spin-lattice relaxation and the spin-spin relaxation. The spin-lattice relaxation involves the exchange of energy between the spins and the surrounding, thereby bringing the the spin populations back to the Boltzmann distribution. It is also called longitudinal relaxation. The spin-spin relaxation is due to the interaction between the spins that lead to the lost of coherences, i.e. relative phases between them.

For an ensemble of non-interacting spin-$\frac{1}{2}$, there is a single constant associated with the spin-lattice relaxation called $T_1$. It is the time over which the z-magnetization looses or gains $e$ times its initial magnetization. Similarly, there is a single constant associated with the spin-spin relaxation called $T_2$.

When taking relaxations into account, the Bloch equation is modified according to

\[
\begin{align*}
\frac{dM_x(t)}{dt} &= (M(t) \times B(t))_x - \frac{M_x(t)}{T_2} \\
\frac{dM_y(t)}{dt} &= (M(t) \times B(t))_y - \frac{M_y(t)}{T_2} \\
\frac{dM_z(t)}{dt} &= (M(t) \times B(t))_z - \frac{M_z(t) - M_0}{T_1}
\end{align*}
\] (2.32)
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2.5 Average Hamiltonian

The average Hamiltonian is a method commonly used in NMR to approximate a time varying Hamiltonian over a certain period of time by a supposedly simpler Hamiltonian that has the same effect over the same period of time. It is a simple yet powerful method that is often deployed in the design of numerous pulse sequences in NMR. Let us first look at the context where such usage is needed.

In NMR, the total Hamiltonian of a system often comprises of three terms

\[ H(t) = H_o + H_{int} + H_{rf}, \]  

(2.33)

\( H_o \) is the Zeeman Hamiltonian that reflects the effect of the static magnetic field \( B_o \). \( H_{int} \) describes the interaction between different constituents of the system such as coupling. While \( H_o \) and \( H_{int} \) are stationary, the third term \( H_{rf} \) is usually time varying. It represents the rf. pulses, the control that we have on the system.

The evolution of a density matrix \( \rho \) under the Hamiltonian \( H \) is described by the Liouville equation

\[ i\hbar \frac{d\rho}{dt} = [H, \rho]. \]

Consider the interaction frame of the time invariant Hamiltonian \( H_o \), whose unitary propagator is \( U_o = e^{-iH_o t} \). This frame is called the rotating frame indicating the fact that we are making observations in a frame that is rotating at an appropriate frequency with respect to the lab frame. We make the following transformation to the density matrix \( \tilde{\rho} = U_o^\dagger \rho U_o \) and hope to find a new Hamiltonian \( \tilde{H} \) that governs the evolution of \( \tilde{\rho} \) according to

\[ i\hbar \frac{d\tilde{\rho}}{dt} = [\tilde{H}, \tilde{\rho}], \]  

(2.34)
It is easy to show that \( \tilde{H} = U_0^\dagger (H_{\text{int}} + H_{\text{rf}}) U_0 \), i.e. the Hamiltonian is transformed to the interaction frame in a similar manner as that of the density matrix.

In the same way, we can also choose to observe the system in the interaction frame of the rf. Hamiltonian, called the *toggling frame*. In some situations, successive transformations to several frames are needed. From now on, we will assume that the internal Hamiltonians are time independent and denote the total Hamiltonian of the system as \( H_s = H_o + H_{\text{int}} \). Often the rf. Hamiltonian is not time independent so the corresponding unitary operator \( U_{\text{rf}} \) does not have a simple exponential form as \( U_0 \).

It is the solution of the Schrödinger equation

\[
i \hbar \frac{dU_{\text{rf}}}{dt} = H_{\text{rf}}(t) U_{\text{rf}},
\]

with the initial condition \( U_{\text{rf}}(0) = I \). The complication in calculating \( U_{\text{rf}} \) arises due to the fact that \([H_{\text{rf}}(t), H_{\text{rf}}(s)]\) is not equal to zero for all values of \( t \) and \( s \). Let us denote \( U_{\text{rf}}(t_1, t_2) \) as the propagator from time \( t_1 \) to time \( t_2 \).

In quantum mechanics, the solution to Eq. 2.35 is denoted as

\[
U_{\text{rf}}(t_1, t_2) = T \exp \left( \int_{t_1}^{t_2} -iH_{\text{rf}}(t') dt' \right),
\]

where \( T \) indicates the Dyson time-ordering operation. This means

\[
T \{H(t_1)H(t_2)\} = \begin{cases} H(t_1)H(t_2) & \text{for } t_1 > t_2 \\ H(t_2)H(t_1) & \text{for } t_2 > t_1. \end{cases}
\]

In control theory, the solution is given by the *Peano-Baker series* [19]

\[
U_{\text{rf}}(t_1, t_2) = I - i \int_{t_1}^{t_2} H_{\text{rf}}(\sigma_1) d\sigma_1 + (-i)^2 \int_{t_1}^{t_2} H_{\text{rf}}(\sigma_1) \int_{t_1}^{\sigma_1} H_{\text{rf}}(\sigma_2) d\sigma_2 d\sigma_1 + \ldots
\]

A more detailed mathematical treatment is given in Ref. [20].
Using the interaction frame picture, we can rewrite the unitary propagator $U(t)$ of the Hamiltonian $H(t) = H_s + H_{rf}(t)$ as

$$U(t) = U_{rf}(t)\tilde{U}_s(t),$$  \hspace{1cm} (2.39)

where $\tilde{U}_s(t)$ is the propagator corresponding to

$$\tilde{H}_s(t) = U_{rf}(t)H_sU_{rf}(t).$$  \hspace{1cm} (2.40)

The average Hamiltonian is developed with the following assumptions which are often satisfied in NMR:

- The rf. Hamiltonian is periodic with period $T$. $H_{rf}(t) = H_{rf}(t + nT)$ for $n = 0, 1, 2, \ldots$.

- The rf. Hamiltonian is cyclic, i.e. $U_{rf}(T) = I$. This means over one full cycle, the rf. has no effect on the system.

From the periodicity of $H_{rf}$ we can see from Eq. 2.40 that $\tilde{H}_s(t)$ is also periodic with period $T$. And using the cyclicity condition, from Eq. 2.39, we see that

$$U(T) = \tilde{U}_s(T).$$  \hspace{1cm} (2.41)

In addition,

$$U(nT) = \tilde{U}_s(T)^n.$$  \hspace{1cm} (2.42)

These results mean that for stroboscopic observation in synchronism with the periodic rf. pulses, the evolution can be described by the periodic propagator $\tilde{U}_s(T)$ which corresponds to the Hamiltonian of the system in the interaction frame. This
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Hamiltonian $\tilde{H}_s(T)$ is called the average Hamiltonian and it is given in terms of the Magnus expansion

$$\tilde{H}_s(T) = \tilde{H}_s^{(0)} + \tilde{H}_s^{(1)} + \tilde{H}_s^{(2)} + \ldots,$$

(2.43)

with

$$\tilde{H}_s^{(0)} = \frac{1}{T} \int_0^T dt \tilde{H}_s(t),$$

$$\tilde{H}_s^{(1)} = -\frac{i}{2T} \int_0^T dt \int_0^t dt'[\tilde{H}_s(t), \tilde{H}_s(t')],$$

$$\tilde{H}_s^{(2)} = -\frac{1}{6T} \int_0^T dt \int_0^t dt' \int_0^{t'} dt'' \{[\tilde{H}_s(t), [\tilde{H}_s(t'), \tilde{H}_s(t'')]] + [[\tilde{H}_s(t), \tilde{H}_s(t')], \tilde{H}_s(t'')].\}

(2.44)

If we wish to eliminate some unwanted terms in the system Hamiltonian, the rf. pulses should be designed such that these terms vanish in the toggling frame. For example, in the zero-order term, their time averages should be zero. The higher order terms involve the commutators, that is the interaction, between different parts of the Hamiltonian.

Note that the cyclic condition is not a requirement in using this approach. However, when this condition is not met, the average Hamiltonian depends on $U_{rf}(T)$ making the solution susceptible to fluctuations of the rf. pulses.

If the condition $T|\tilde{H}_s| << 1$ is met, the Magnus expansion converges fast and we can use the average Hamiltonian to study the system for an extended period of time, i.e. many times longer than $T$. 
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Chapter 3

Homonuclear decoupling in liquid-state NMR

3.1 Overview of coupling

Coupled spin systems are ubiquitous in NMR [13, 21]. In NMR, the coupling between spins causes multiplets in the spectrum of the Free Induction Decay (FID) signal [21]. These multiplets degrade the signal to noise ratio and complicate the interpretation of the data. For example, to determine the structure of a large protein, it is desirable that these multiplets be collapsed into singlets in order to increase the intensity of the peaks.

There are two types of coupling: dipolar coupling and scalar coupling [11]. The first one is mediated through space while the latter is mediated through chemical bonds. Dipolar decouling is due to the interaction of a spin to the dipolar field produced by another spin. The energy associated with the classical interaction between
two magnetic dipoles $\mu_1$ and $\mu_2$ is

$$E = \frac{\mu_0}{4\pi} \left( \frac{\mu_1 \cdot \mu_2}{r^3} - \frac{3(\mu_1 \cdot r)(\mu_2 \cdot r)}{r^5} \right) \quad (3.1)$$

where $r$ is the vector joining the magnetic dipoles and $\mu = 4\pi 10^{-7}$ Tm/A is the permeability of free space.

For two nuclear spins $I^{(1)}$ and $I^{(2)}$, the dipolar Hamiltonian is

$$H_d = \frac{\mu_0 \gamma_1 \gamma_2 \hbar^2}{4\pi} \frac{1}{r^3} (1 - 3 \cos^2 \theta)(2I_z^{(1)}I_z^{(2)} - I_x^{(1)}I_x^{(2)} - I_y^{(1)}I_y^{(2)}), \quad (3.2)$$

where $\theta$, the polar angle in the spherical coordinates, is the angle between the internuclear vector $r$ and the external magnetic field.

Dipolar coupling can be intermolecular or intramolecular because it is mediated through space without the help of the electrons. For this reason, it is also called direct coupling. Since dipolar coupling depends on the distance between the nuclei, measuring its value between pairs of nuclei provides direct information on the geometrical structure of the molecules.

In isotropic liquid-state NMR, where spins are free to tumble around in all directions, the average value of $\cos^2 \theta$ when integrated over a solid angle is

$$\overline{\cos^2 \theta} = \frac{1}{4\pi} \int_0^{2\pi} d\phi \int_0^\pi \cos^2 \theta \sin \theta d\theta = \frac{1}{3} \quad (3.3)$$

Therefore, to first order, dipolar coupling is zero. This is of course only valid upon the condition that the rotational motion must be faster than the coupling frequency. This condition is usually satisfied in practice. For example, the frequency associated with the dipolar coupling for the amide group in protein using the gyromagnetic ratio
of $^1H$ and $^{15}N$ is [22],

$$
\Delta \omega = \frac{\mu_0}{4\pi} \frac{h \gamma_1 \gamma_2}{r^3} (3 \cos^2 \theta - 1) |_{\theta=0}
= \frac{4\pi 10^{-7} (1.054 \times 10^{-34})(2.67 \times 10^8)(-2.71 \times 10^7)}{(1.08 \times 10^{-10})^3} (3 \cos^3 0 - 1)
= -120 \times 10^3 \text{rad/sec}
$$

This translates into a frequency of 19.3 kHz. The rotation frequencies are on the order of $10^8$ Hz. Hence, it is safe to say that dipolar coupling is averaged to zero for isotropically tumbling molecules. As a consequence, in isotropic liquid-state NMR, we are generally concerned with the scalar or $J$ coupling.

$J$ coupling is mediated through electrons so it is a purely intramolecular effect. The nuclear spins do not couple together directly but through the interaction with the electrons, hence the alternate name indirect spin-spin coupling. The full form of $J$ coupling between two spins $I^1$ and $I^2$ is

$$
H_J = I^{(1)} \cdot J_{12} \cdot I^{(2)}
$$

where $J_{12}$ is the coupling tensor, a $3 \times 3$ matrix. This tensor depends on molecular orientation and has both isotropic and anisotropic parts.

In anisotropic liquids (liquid crystals) and in solids, the anisotropic part is non zero but it is very small and is hard to distinguish from the dipole-dipole coupling. Hence, in both these cases and especially in isotropic liquids, the $J$ coupling has the form

$$
H_J^{isotropic} = J_{12} I^{(1)} \cdot I^{(2)},
$$

where $J_{12} = \frac{1}{3}(J_{12}^{xx} + J_{12}^{yy} + J_{12}^{yy})$. 
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Within $J$ coupling, there are heteronuclear and homonuclear couplings. In heteronuclear coupling, the coupled spins belong to different nuclear species, and therefore they have very different values for the Larmor frequencies. Let us look the example of carbon $^{13}C$ and proton $^1H$. The gyromagnetic ratio of $^1H$ is $\gamma_H = 42.576$ MHz/T and that of $^{13}C$ is $\gamma_C = 10.705$ MHz/T. Therefore, at applied field $B_o = 11.7$ T, the Larmor frequency of $^1H$ is $\omega_o = \gamma_H B_o \approx 500$ MHz, and the Larmor frequency of $^{13}C$ is only around 126 MHz. The $J$ coupling, on the other hand, is only on the order of a few hundred Hz. This situation, where the coupling is much smaller than the difference in Larmor frequencies between the two spins

$$J \ll |\Delta \omega|$$

qualifies for the high-field, or weak-coupling approximation [23]. Under this approximation, the coupling Hamiltonian is truncated to

$$H_{J}^{\text{het}} = J z^1 I_{z}^{1(1)} I_{z}^{1(2)}.$$ (3.8)

Because the Larmor frequencies of the heteronuclear spins are well separated it is possible to selectively irradiate only one species by applying rf. irradiation at the resonance frequency of the targeted spin species. The most common method to decouple heteronuclear spins is to irradiate one spin species with a sufficiently strong field so as to invert the spins fast enough. When one spin is inverted rapidly on a time scale faster than the time scale dictated by the coupling strength between the two spins, and the other spin is not perturbed by the applied field, the interaction between the spins rapidly changes sign and as a result, averages out to zero. This essentially decouples one spin species from the other. Successful methods have been found to initially
decouple proton, whose bandwidth is 10 ppm, while observing carbon, whose bandwidth is 200 ppm, and later decouple carbon while observing proton. Some common sequences for heteronuclear decoupling are GARP [24], WALTZ-16 [25], WURST [26], adibatic [27], CHIRP [28], and more recently MODE [29]. These were designed using techniques such as composite pulses [30, 31], adiabatic passage, multiple rotating frame and numerical methods.

Decoupling is more challenging when the two coupled spins are homonuclear spins, i.e. they belong to the same species. Their Larmor frequencies are only separated by the chemical shifts. While Larmor frequencies between $^1H$ and $^{13}C$ can be on the order of several hundred MHz, the chemical shift difference between protons is only on the order of kHz [7]. This small difference in frequencies makes it difficult to selectively address one spin rapidly without disturbing its neighbors, especially when the precise chemical shifts are unknown and are actually the parameters to be determined. In special cases, where the coupled homonuclear spins lie in distinct frequency bands, band-selective shaped pulses have been used to successfully decouple the spins [32, 33, 34]. Another case is when there are two homonuclear spins whose chemical shifts are close enough to each other but if we know their precise chemical shifts, then we can still selectively invert one by very weak irradiation. However, when the chemical shifts do not organize into distinct frequency bands, or when this information is unavailable, selective irradiation is not an option. Here, assuming almost no knowledge of the chemical shifts, we present new pulse sequences that decouple homonuclear spins without the need for selective inversion over a broad range of frequencies. From the control point of view, this is an interesting problem
because we are only allowed to apply the same control to decouple two different spins. Our immediate goal is to collapse multiplets into singlets in a systematic way in order to determine the locations of the resonances.

The Hamiltonian $H$ of a coupled two spin $\frac{1}{2}$, $I$ and $S$, in the rotating frame at the rf frequency, usually chosen close to the Larmor frequency of the spin species, is

$$H = \omega_I I_z + \omega_S S_z + J(I \cdot S), \quad (3.9)$$

where $\omega_I$ and $\omega_S$ are the frequency offsets of the spins. $I \cdot S = I_x S_x + I_y S_y + I_z S_z$, $I_x = \sigma_x \otimes 1$, $S_x = 1 \otimes \sigma_x$, and similarly for $y, z$.

We first solve the problem of decoupling when the coupling between the homonuclear spins has the Ising form $J I_z S_z$ because the solution is simpler and we can use it to illustrate some basic ideas. We then extend the solution to the problem of isotropic coupling $J(I \cdot S)$. The solution for isotropic coupling is divided into two parts: the first part deals with very weak coupling strength compared to the difference in the chemical shifts, and the second part with relatively stronger coupling strength at the cost of nonlinear scaling of the chemical shifts. Finally, we discuss the merits and limitations of our pulse sequences.

### 3.2 Ising coupling

In this section, we assume coupling of the Ising type, i.e. a Hamiltonian of the form

$$H_{\text{Ising}} = \omega_I I_z + \omega_S S_z + J I_z S_z, \quad (3.10)$$

where $J \ll |\omega_I - \omega_S|$. 
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In the absence of coupling, $J = 0$, the spectrum of the FID signal $\langle I_x + S_x \rangle$ shows two sharp peaks at frequencies $\omega_I$ and $\omega_S$. We normalize the intensity of these peaks to one. In the presence of $J$, each peak is split into a doublet with half the intensity. This is seen below.

The energy levels and the corresponding eigenstates of $H_{\text{Ising}}$ are

$$E(|\downarrow\downarrow\rangle) = \frac{1}{2}(-\omega_I - \omega_S + J/2),$$
$$E(|\downarrow\uparrow\rangle) = \frac{1}{2}(-\omega_I + \omega_S - J/2),$$
$$E(|\uparrow\downarrow\rangle) = \frac{1}{2}(\omega_I - \omega_S - J/2),$$
$$E(|\uparrow\uparrow\rangle) = \frac{1}{2}(\omega_I + \omega_S + J/2),$$

where, as usual, $|\uparrow\rangle$ and $|\downarrow\rangle$ are the eigenstates of $\sigma_z$.

Observable transitions are transitions whose change in the magnetic quantum number $\Delta m$ is equal to $\pm 1$. As a result, the spectrum of the FID signal shows two doublets at frequencies corresponding to $\Delta E$ equal to $\omega_I \pm J/2$, and $\omega_S \pm J/2$.

Our goal is to collapse these doublets into singlets using non-selective rf. pulses.

First, examine the following Hamiltonian

$$H' = k(\omega_I I_y + \omega_S S_y) + J I_z S_z$$
$$= \omega'_I I_y + \omega'_S S_y + J I_z S_z.$$  

$(3.12)$

$H'$ represents an effective $y$ field which is linearly proportional to the original frequency offsets and perpendicular to the $zz$ coupling term. In the interaction frame represented by $\omega'_I I_y + \omega'_S S_y$, the coupling term $J I_z S_z$ is oscillating and will therefore be averaged out to zero provided that $J \ll |\omega'_I \pm \omega'_S|$. It follows that the Hamiltonian $(3.12)$ eliminates the coupling.
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We now calculate the evolution of the FID signal under the Hamiltonian $\omega I_y + \omega S_y + J I_z S_z$. First, rewrite the Hamiltonian as

$$H = \omega^+ \frac{I_y + S_y}{2} + \frac{J}{2} (I_z S_z - I_x S_x) + \omega^- \frac{I_y - S_y}{2} + \frac{J}{2} (I_z S_z + I_x S_x),$$

(3.13)

where $\omega^+ = \omega_I + \omega_S$, $\omega^- = \omega_I - \omega_S$.

Let

$$H_1 = \omega^+ \frac{I_y + S_y}{2} + \frac{J}{2} (I_z S_z - I_x S_x),$$

$$H_2 = \omega^- \frac{I_y - S_y}{2} + \frac{J}{2} (I_z S_z + I_x S_x).$$

Since $H = H_1 + H_2$ and $[H_1, H_2] = 0$, the evolution operator is

$$U = e^{-iHt} = \underbrace{e^{-iH_1t}}_{U_1} \underbrace{e^{-iH_2t}}_{U_2}.$$

(3.14)

The density matrix for the initial state where both spins point in the $x$ direction is

$$\rho(0) = \frac{1}{2}(1 + \sigma_x) \otimes \frac{1}{2}(1 + \sigma_x)$$

(3.15)

The operator that represents the sum of the magnetization of the two spins in the $x$ direction is $I_x + S_x$. As mentioned in Sec. 3.2, we wish to normalize the intensity of spin half particles, so the actual operator used to measure the FID signal is $M_x = 2(I_x + S_x)$. Due to the form of the Hamiltonian, we can easily see that

$$\langle M_x \rangle(t) = \langle U^\dagger \rho_0 M_x \rangle$$

$$= \langle U^\dagger (I_x + S_x) U (I_x + S_x) \rangle$$

$$= \langle U_2^\dagger U_1^\dagger (I_x + S_x) U_1 U_2 (I_x + S_x) \rangle$$

$$= \langle U_1^\dagger (I_x + S_x) U_1 U_2 (I_x + S_x) U_2^\dagger \rangle. $$

(3.16)
Notice the following isomorphic copy of the spin operators

\[
\left\{ \frac{I_y + S_y}{2}, I_x S_z - I_y S_x, I_x S_z + I_y S_x \right\} \\
\left\{ \frac{I_y - S_y}{2}, I_x S_z + I_y S_x, I_x S_z - I_y S_x \right\}.
\]

We can rewrite the evolution operator \( U_1 \) as

\[
U_1 = e^{-i(\omega + \frac{I_y + S_y}{2} + \frac{J}{2}(I_x S_z - I_y S_x))t} = e^{i\beta_1(I_x S_z + I_y S_x)} e^{-i \alpha_1 t (I_y S_x + I_y S_x)},
\]

where \( \alpha_1 = \sqrt{(\omega^+)^2 + (\frac{J}{2})^2} \), \( \cos \beta_1 = \frac{\omega^+}{\alpha_1} \), \( \sin \beta_1 = \frac{-J/2}{\alpha_1} \).

We can now calculate the evolution of \( I_x + S_x \) with the help of the following isomorphic copy of the spin operators

\[
\{ 2(I_x S_y + I_y S_x), I_x + S_x, 2(I_x S_y + I_y S_x) \}, \\
\{ I_x + S_x, I_y + S_y, I_z + S_z \}, \\
\{ 2(I_x S_y + I_y S_x), I_y + S_y, 2(I_x S_y + I_y S_z) \}, \\
\{ I_z + S_z, 2(I_x S_z + I_y S_x), 2(I_y S_z + I_x S_y) \}.
\]

\[
U_1^\dagger (I_x + S_x) U_1 = \cos(\frac{\alpha_1 t}{2})(I_x + S_x) + \cos \beta_1 \sin(\frac{\alpha_1 t}{2})(I_x + S_x) + 2 \sin \beta_1 \sin(\frac{\alpha_1 t}{2})(I_y S_x + I_x S_y).
\]

Similarly, we can rewrite \( U_2 \) as

\[
U_2 = e^{-i(\omega - \frac{I_y - S_y}{2} + \frac{J}{2}(I_x S_z - I_y S_x))t} = e^{i\beta_2(I_x S_z - I_y S_x)} e^{-i \alpha_2 t (I_y S_x - I_y S_x)},
\]

where \( \alpha_2 = \sqrt{(\omega^-)^2 + (\frac{J}{2})^2} \), \( \cos \beta_2 = \frac{\omega^-}{\alpha_2} \), \( \sin \beta_2 = \frac{-J/2}{\alpha_2} \).
Using the following sets

\[
\{2(I_x S_z - I_z S_x), I_x + S_x, 2(I_x S_y - I_y S_x)\},
\]

\[
\{I_x + S_x, I_y - S_y, I_z - S_z\},
\]

\[
\{2(I_z S_y - I_y S_x), I_y - S_y, 2(I_z S_y + I_y S_x)\},
\]

\[
\{I_z - S_z, 2(I_x S_z - I_z S_x), 2(I_y S_z + I_z S_y)\},
\]

we can calculate the evolution of \(I_x + S_x\) under \(H_2\)

\[
U_2(I_x + S_x)U_2^\dagger = \cos(\frac{\alpha_2 t}{2})(I_x + S_x) -
\]

\[
\cos \beta_2 \sin(\frac{\alpha_2 t}{2})(I_z - S_z) - 2 \sin \beta_2 \sin(\frac{\alpha_2 t}{2})(I_y S_z + I_z S_y).
\]

Therefore,

\[
\langle I_x + S_x \rangle = \text{tr}(U_1^\dagger(I_x + S_x)U_1 U_2^\dagger(I_x + S_x)U_2)^\dagger)
\]

\[
= 2 \cos(\frac{\alpha_1 t}{2}) \cos(\frac{\alpha_2 t}{2}) - 2 \sin \beta_1 \sin \beta_2 \sin(\frac{\alpha_1 t}{2}) \sin(\frac{\alpha_2 t}{2})
\]

\[
= (1 + \sin \beta_1 \sin \beta_2) \cos(\frac{\alpha_1 + \alpha_2}{2} t)
\]

\[
+ (1 - \sin \beta_1 \sin \beta_2) \cos(\frac{\alpha_1 - \alpha_2}{2} t).
\]

Substitute the values of \(\alpha_{1,2}\) and \(\beta_{1,2}\) in terms of \(\omega_{I,S}\) and \(J\), we arrive at the final result. The FID signal is the sum of two sinusoids with frequencies

\[
\frac{1}{2} \left( \sqrt{(\omega_I + \omega_S)^2 + (J/2)^2} \pm \sqrt{(\omega_I - \omega_S)^2 + (J/2)^2} \right)
\]

having the corresponding intensities

\[
1 \pm \frac{J^2}{\sqrt{J^2 + 4(\omega_I + \omega_S)^2} \sqrt{J^2 + 4(\omega_I - \omega_S)^2}}.
\]

In the limit \(J \ll |\omega_I - \omega_S|\), the frequencies simplify to

\[
\omega_I + \frac{1}{16} \left( \frac{J^2}{\omega_I + \omega_S} + \frac{J^2}{\omega_I - \omega_S} \right),
\]

\[
\omega_S + \frac{1}{16} \left( \frac{J^2}{\omega_I + \omega_S} - \frac{J^2}{\omega_I - \omega_S} \right).
\]
and the intensities are almost equal to 1.

That means the spectrum of the FID signal now contains two singlets, instead of two doublets as in the case of $H_{\text{Ising}}$. This is a clear advantage because the singlets have almost equal intensity that are double the intensities of the doublets. The positions of the peaks, however, depend on $J$. Nevertheless, it is only a weak dependence, so under the condition $J \ll |\omega'_I - \omega'_S|$, where $\omega'_I$ and $\omega'_S$ are the scaled chemical shifts, we can resolve the resonances to high accuracy even when $J$ is not known precisely.

In the next subsections, we describe a pulse sequence that produces the Hamiltonian $H'$ and then verify its performance by simulation.

### 3.2.1 The 4-segment pulse sequence

In order to synthesize the Hamiltonian $H'$, we evolve the system under the following four Hamiltonians, each for a small time interval $\Delta t$.

\[
\begin{align*}
H_1 &= \omega_I I_z + \omega_SS_z + JI_zS_z + A(I_x + S_x), \\
H_2 &= -\omega_I I_z - \omega_SS_z + JI_zS_z + A(I_x + S_x), \\
H_3 &= -\omega_I I_z - \omega_SS_z + JI_zS_z - A(I_x + S_x), \\
H_4 &= \omega_I I_z + \omega_SS_z + JI_zS_z - A(I_x + S_x).
\end{align*}
\]

These Hamiltonians are realized by applying rf fields in the $x$ direction, and hard $\pi$ pulses to both spins. We name this a 4-segment pulse sequence; its implementation is illustrated in Fig. 3.1b. In the interaction frame of the Zeeman terms, i.e. the frame represented by $\omega_I I_z + \omega_SS_z$, $-\omega_I I_z - \omega_SS_z$, $-\omega_I I_z - \omega_SS_z$, $\omega_I I_z + \omega_SS_z$ each for an interval $\Delta t$, the $x$ components of the rf fields cancel out after four intervals of evolution, while the $y$ components add up. If $\omega_I \Delta t$ is a small angle, then in each
period $\Delta t$, the $y$ component of spin $I$ evolves as $\int_0^{\Delta t} A \sin(\omega_I t) dt \approx A(\Delta t)^2 \omega_I / 2$, a term linear in $\omega_I$. The coupling term $JI_zS_z$ is unaffected since it commutes with the Zeeman terms. As a result, we get a Hamiltonian of the form $H'$ as desired.

Similar cycles of the rf Hamiltonian have been recently proposed to design small tip angle-excitation pulses that are robust to rf inhomogeneity [35].

Figure 3.1: (a) shows the evolution of the rf Hamiltonian for spin $I$ in the toggling frame of the chemical shift Hamiltonian. The four stages of the cycle, corresponding to the chemical shift Hamiltonian being $(\omega_I I_z + \omega_S S_z)$, $-(\omega_I I_z + \omega_S S_z)$, $-(\omega_I I_z + \omega_S S_z)$ and $(\omega_I I_z + \omega_S S_z)$, are numbered in the figure. (b) shows a block of the 4-segment pulse sequence that makes the chemical shift and the rf Hamiltonian execute the cycle in (a). This basic building block is repeated throughout the decoupling time. Short windows of free evolution to acquire the signal are denoted by the arrow in the figure.

We now calculate the effective Hamiltonian due to the four stage Hamiltonian in Eq. (3.28), i.e. find $H_{\text{eff}}$ such that the unitary operator generated by this 4-segment
pulse sequence
\[ U = e^{-iH_4 \Delta t} e^{-iH_3 \Delta t} e^{-iH_2 \Delta t} e^{-iH_1 \Delta t} \]  
(3.29)
can be written as
\[ U = e^{-i(\Delta t)H_{\text{eff}}} . \]  
(3.30)

Before we proceed, there are a few assumptions to be made. First, we require that the frequency offsets be dispersed over a certain range \([-B, B]\), i.e., \(|\omega_I|, |\omega_S| < B\), and secondly \(\Delta t\) be chosen such that \(\sqrt{B^2 + A^2 \Delta t} \ll 1\).

We use the Baker Campbell Hausdorff formula
\[ e^A e^B = e^{A+B+\frac{1}{2}[A,B]+\frac{1}{12}([A,[A,B]]-[B,[A,B]])+...}, \]  
(3.31)
to calculate \(U\), keeping terms up to the third order in \(\Delta t\), we have

\[ U_1 = e^{-iH_2 \Delta t} e^{-iH_1 \Delta t} \]

\[ = \exp(-i\Delta t2(JI_zS_z + A(I_x + S_x))) + i(\Delta t)^2 A(\omega_I I_y + \omega_S S_y) - i \frac{(\Delta t)^3}{3} A(\omega_I^2 I_x + \omega_S^2 S_x), \]

\[ U_2 = e^{-iH_4 \Delta t} e^{-iH_3 \Delta t} \]

\[ = \exp(-i\Delta t2(JI_zS_z - A(I_x + S_x))) + i(\Delta t)^2 A(\omega_I I_y + \omega_S S_y) - i \frac{(\Delta t)^3}{3} A(\omega_I^2 I_x + \omega_S^2 S_x)). \]

The total evolution is \(U = U_2 U_1\).

\[ U = \exp(-4i(\Delta t)JI_zS_z + 2i(\Delta t)^2 A(\omega_I I_y + \omega_S S_y) \\
- 4i(\Delta t)^2 A(J_y S_z + I_z S_y) - 2i(\Delta t)^3 A^2(\omega_I I_z + \omega_S S_z) \\
- 16i(\Delta t)^3 A^2 J(I_y S_y - I_z S_z) + O((\Delta t)^4). \]  
(3.32)
The effective Hamiltonian, therefore, has terms up to the second order in $\Delta t$.

$$
H_{\text{eff}} = JI_zS_z - \frac{1}{2}\theta(\omega_I I_y + \omega_S S_y) + \theta J(I_y S_z + I_z S_y) + \frac{1}{2}\theta^2(\omega_I I_z + \omega_S S_z) + \frac{4}{3}\theta^2 J(I_y S_y - I_z S_z) + O((\theta)^3),
$$

(3.33)

where $\theta = A\Delta t$. $\theta$ has to satisfy the condition $\theta \ll 1$.

The first two terms are precisely what we are seeking to create: the main coupling stays in the $z$ direction, while the main field is scaled down by a factor of $\frac{1}{2}\theta$ and points in the $y$ direction. However, there is a residual field along the $z$ direction, and a coupling term in the $y$ direction that need to be taken into account.

The combined effect of the fields in the $y$ direction, $-\frac{1}{2}\theta(\omega_I I_y + \omega_S S_y)$, and $z$ direction, $\frac{1}{2}\theta^2(\omega_I I_z + \omega_S S_z)$, creates a field pointing in the $y'$ direction, as illustrated in Fig. 3.2.

The transformation to the new coordinate $xy'z'$ yields

$$
I_y = -\cos \gamma I_{y'} - \sin \gamma I_{z'},
$$

$$
I_z = \sin \gamma I_{y'} - \cos \gamma I_{z'},
$$

(3.34)

Figure 3.2: The coordinate transformation that aids the calculation of the effective field and coupling strength.
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where \( \tan \gamma = \theta \). Hence, to first order in \( \theta \), the Zeeman Hamiltonian is \( \frac{\theta}{2}(w_I y' + w_S S_y') \). Since the effective field points entirely in the \( y' \) direction, the most important coupling is the \( y'y' \) term. We get this term by projecting the coupling terms in Eq. (3.33) parallel and perpendicular to the effective field in the \( y' \) direction and retaining only the parallel component. The coupling strength up to the second order in \( \theta \) is therefore

\[
J' = \frac{1}{3} \theta^2 J, \quad \text{for } \theta \ll 1. \tag{3.35}
\]

In summary, when \( \theta \ll 1 \), the most important terms in the effective Hamiltonian are

\[
H_{\text{eff}}' = \frac{\theta}{2}(\omega_I y' + \omega_S S_y') + \frac{\theta^2}{3} J I y' S_{y'} \tag{3.36}
\]

That means the frequency offsets of the spins are scaled down as \( \theta \), while the coupling strength is scaled down as \( \theta^2 \). Since \( \theta \) is known, the chemical shift information is preserved. Theoretically, as \( \theta \) goes to zero, the coupling will vanish. However, scaling down the offsets too much is not preferable because this degrades the resolution. In the simulation section, we will show how to choose \( \theta \) that works for practical purposes.

Finally, assuming no rf-inhomogeneity, we can make the effective Zeeman interaction point along the \( z \) axis by appropriate rf rotations.

### 3.2.2 Simulation results

We verify the effectiveness of this 4-segment pulse sequence by simulation. First, let us identify the relevant parameters. A typical value for \( J \)-coupling between protons in the study of amino acids by NMR spectroscopy is \( J/(2\pi) = 10 \) Hz. For example, \( J_{H^N,H^\alpha}/(2\pi) = 10 \) Hz, \( J_{H^\alpha,H^\beta}/(2\pi) = 12 \) Hz [7]. The chemical shifts of protons are on
Figure 3.3: This figure shows the simulation results for the Ising coupling. The parameters used are $\omega_I/(2\pi) = 0.5$ kHz, $\omega_S/(2\pi) = 1$ kHz, $J/(2\pi) = 10$ Hz, $\Delta t = 31.8 \mu$s, $A/(2\pi) = 1$ kHz, $\theta = 1/5$. The observation time is 2 s. All $\pi$ pulses are assumed to be ideal delta pulses with negligible durations. The first row shows the results for the coupled system. The second row shows the results for the decoupled system due to the application of the 4-segment decoupling sequence. (a) and (d) show the evolution of the total magnetization of spin $I$, $\sqrt{\langle I_x \rangle^2 + \langle I_y \rangle^2 + \langle I_z \rangle^2}$. In (d), the red circles are the plot of $\cos(\theta^2 J t / 6)$, which perfectly matches the simulation result. (b) and (e) show the evolution of the total $x$-magnetization of the two spins (the FID signal). (c) and (f) show the Fourier transform of the FID. The locations of the peaks are exactly as expected. It is clear that the applied pulse sequence shows great improvement in preserving the magnetization and increasing the intensity of the peaks.

the order of a few ppm, which for a 500 MHz proton Larmor frequency spectroscopy translates into a few kHz [7]. We want to keep the rf field small, so a value of $A/(2\pi) = 1$ kHz is chosen. $\Delta t$ is set equal to $31.8 \mu$s such that $\theta = A\Delta t = 1/5$. This
value of $\theta$ would scale $J/(2\pi)$ from 10 Hz to 0.13 Hz. An observation time of 2 s is long enough for many experiments. For these parameters, we run simulations for different values of offsets in the range [0, 3] kHz where the condition $\sqrt{A^2 + \omega_{I,S}^2} \Delta t \ll 1$ is satisfied.

Starting with the initial state where both spins point in the positive $x$ direction, we simulate the evolution of $s(t) = \langle I_x + S_x \rangle(t)$. In the absence of decoupling, the FID signal $s(t)$ is

$$s(t) = [\cos(\omega_I t) + \cos(\omega_S t)] \cos(\frac{1}{2} J t). \quad (3.37)$$

The coupling term creates an envelope of frequency $\frac{1}{2} J$ on top of a signal that is the sum of two sinusoids. This results in a spectrum that has two doublets, each consisting of two peaks a distance $J$ apart. The coupling can also be easily observed by measuring the total magnetization of one spin, since

$$\sqrt{\langle I_x \rangle^2 + \langle I_y \rangle^2 + \langle I_z \rangle^2} = \cos(\frac{1}{2} J t). \quad (3.38)$$

From Eq. (3.36), the magnetization of spin $I$ should decay at a much slower rate, $\frac{\omega^2}{6} J$, after the application of the decoupling sequence. This is confirmed by simulation.

The Fourier spectrum of the decoupled system shows two sharp peaks having a much higher intensity, as shown in Fig. 3.3 for a particular pair of frequency offsets.

In summary, in this section we have proposed a pulse sequence that decouples the Ising term. The sequence is comprised of two hard $\pi$ pulses and four rf pulses. As a result of this sequence, the frequency offsets are scaled down by a factor of $\frac{1}{2}(A\Delta t)$, while the coupling strength is scaled down by a factor of $\frac{1}{3}(A\Delta t)^2$, where $A$ is the rf amplitude and $\Delta t$ is a small time, two parameters that are under our control. Effective decoupling is achieved when $A\Delta t$ is small enough.
3.3 Isotropic coupling - weaker coupling strength

The decoupling sequence described in the previous section is only effective for Ising coupling. When applied to the isotropic coupling, \( I_x S_x + I_y S_y + I_z S_z \), the planar term \((I_x S_x + I_y S_y)\) is not averaged out, leading to a quick decay of the signal, as shown in Fig. 3.4a. In this section, we attempt to modify the sequence to decouple a system that has isotropic coupling.

The principle behind the design of the new sequence is that we first eliminate \( I_x S_x + I_y S_y \), thereby reducing the problem of isotropic coupling, \( I \cdot S \), to the problem of Ising coupling, \( I_z S_z \), which we already know how to solve.

We start by rewriting the Hamiltonian as

\[
H = \omega_I I_z + \omega_S S_z + J(I \cdot S) \\
= \omega^+ \frac{I_z + S_z}{2} + \omega^- \frac{I_z - S_z}{2} + J(I_x S_x + I_y S_y) + JI_z S_z,
\]

where \( \omega^+ = \omega_I + \omega_S \) and \( \omega^- = \omega_I - \omega_S \).

Observe that the following operators

\[
\left( I_x S_x + I_y S_y, \frac{I_z - S_z}{2}, I_x S_y - I_y S_x \right)
\]

form a \( \mathfrak{su}(2) \) algebra, i.e. they obey the same commutation rules as \( \{I_x, I_y, I_z\} \). Thus, evolution under \( I_z - S_z \) for time \( \frac{\pi}{\omega^-} \) will invert \( I_x S_x + I_y S_y \). We then need to choose the right free evolution times so as to cancel exactly the effect of positive \( I_x S_x + I_y S_y \) created during the application of the 4-segment pulse sequence needed to eliminate \( I_z S_z \). This is illustrated in Fig. 3.4b.
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3.3.1 The 6-segment pulse sequence

The following 6-segment pulse sequence aims to first cancel $I_x S_x + I_y S_y$ through free evolution periods, then use rf pulses similar to the original 4-segment pulse se-
sequence to eliminate $I_zS_z$.

\begin{align} 
H_1 &= \omega I_z + \omega S_z + J(I \cdot S) + A(I_x + S_x), \quad \Delta t, \\
H_2 &= -\omega I_z - \omega S_z + J(I \cdot S) + A(I_x + S_x), \quad \Delta t, \\
H_3 &= -\omega I_z - \omega S_z + J(I \cdot S) - A(I_x + S_x), \quad \Delta t, \\
H_4 &= -\omega I_z - \omega S_z + J(I \cdot S), \quad \tau = \pi / \omega, \\
H_5 &= \omega I_z + \omega S_z + J(I \cdot S), \quad \tau = \pi / \omega, \\
H_6 &= \omega I_z + \omega S_z + J(I \cdot S) - A(I_x + S_x), \quad \Delta t. 
\end{align} 

(3.41)

The times on the right show the durations for which each Hamiltonian evolves.

We analyze the pulse sequence in the interaction frame of the Zeeman terms. As argued earlier, the free evolution periods represented by $H_4$ and $H_5$ help eliminate $I_xS_x + I_yS_y$, leaving only the Ising coupling term. At the same time, the frequency offsets do not really evolve in these periods. We therefore expect that this 6-segment pulse sequence also scales down the $I_zS_z$ coupling and the frequency offsets in the same way that the 4-segment pulse sequence does. We now show a detailed calculation using the average Hamiltonian theory to verify these claims.

The Hamiltonian can be split into two terms

$$H(t) = H_o(t) + V_o(t),$$

(3.42)

where $H_o(t)$ contains the linear Zeeman terms, $\pm(\omega I_z + \omega S_z)$ in different periods of time as specified in Eq. (3.41), and $V_o(t)$ contains the coupling term and the rf. We now go into the interaction frame of the Zeeman term, $H_o(t)$, that produces the unitary operator $U_o(t)$ such that

$$\frac{dU_o(t)}{dt} = -iH_o(t)U_o(t).$$

(3.43)
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Since $U_o(4\Delta t + 2\tau) = 1$, i.e. the sequence is cyclic, at the end of the pulse sequence, the state in the interaction frame is the same as the state in the lab frame. Therefore, we do not need to do an inverse transformation, and only have to calculate the effective Hamiltonian in this interaction frame.

$$\bar{V}(t) = U_o^{-1}(t)V_o(t)U_o(t). \quad (3.44)$$

It is easy to see that

$$U_o(t) = e^{-i(\omega I_z + \omega S_z)t}, \quad 0 < t < \Delta t,$$

$$U_o(t) = e^{-i(\omega I_z + \omega S_z)(2\Delta t - t)}, \quad \Delta t < t < 3\Delta t + \tau,$$

$$U_o(t) = e^{-i(\omega I_z + \omega S_z)(t - (4\Delta t + 2\tau))}, \quad 3\Delta t + \tau < t < 4\Delta t + 2\tau. \quad (3.45)$$

Notice that $[I_z + S_z, I_xS_x + I_yS_y] = 0$ and recall Eqs. (3.39) and (3.40), we can calculate the effective Hamiltonian for the coupling term $V_o(t) = I_xS_x + I_yS_y$ as follows

$$e^{i(\omega I_z + \omega S_z)t}V_o(t)e^{-i(\omega I_z + \omega S_z)t} =$$

$$\cos(\omega^- t)(I_xS_x + I_yS_y) + \sin(\omega^- t)(I_xS_y - I_yS_x). \quad (3.46)$$

The total value of $(I_xS_x + I_yS_y)$ coupling is therefore

$$\int \bar{V}_o(t)dt = J \left( \int_0^{\Delta t} \cos(\omega^- t) + \int_{\Delta t}^{3\Delta t + \tau} \cos(\omega^- (2\Delta t - t)) \right. \left. + \int_{3\Delta t + \tau}^{4\Delta t + 2\tau} \cos(t - (4\Delta t + 2\tau)) \right) \right) \right) dt$$

$$= \frac{2J}{\omega^-} \left( \sin(\omega^- \Delta t) + \sin(\omega^- (\Delta t + \tau)) \right) \quad (3.47)$$

If $\omega^-$ is known definitely, we can choose $\tau = \pi/\omega^-$, and the above expression becomes identically zero, i.e., $I_xS_x + I_yS_y$ is eliminated in the first order. The term
$I_xS_y - I_yS_x$ is nonzero, but this does not contribute to the coupling, as the effective field in the $y$ direction averages it out.

### 3.3.2 Scaling of the frequency offsets

We now calculate the effective frequency offsets resulting from the rf pulses. This is also best done in the interaction frame of the Zeeman Hamiltonian represented by $U_o(t)$.

For a time varying Hamiltonian $H(t)$, the average Hamiltonian between the time 0 and $T$ in the zeroth order is

$$H^{(0)} = \frac{1}{T} \int_0^T dt H(t). \tag{3.48}$$

From the identity

$$e^{i\omega I_zt}AI_x e^{-i\omega I_zt} = A(I_x \cos(\omega_I t) - I_y \sin(\omega_I t)), \tag{3.49}$$

it is easy to see that through the four evolution times of the rf field, the $x$ components cancel out and the $y$ components add up. Hence, the total effective field in the zeroth order average Hamiltonian is

$$\frac{1}{4\Delta t} \int_0^{\Delta t} dt [-A \sin(\omega_I t)I_y - A \sin(\omega_St)S_y] =$$

$$- \left[\sin^2\left(\frac{\omega_I \Delta t}{2}\right) \frac{A\Delta t}{2} \omega_I I_y + \sin^2\left(\frac{\omega_S \Delta t}{2}\right) \frac{A\Delta t}{2} \omega_S S_y\right]. \tag{3.50}$$

Notice that we count the evolution as if it happened only in time $4\Delta t$ instead of $4\Delta t + 2\tau$. This is completely justified because there is no rf field in stages 4 and 5 of the pulse sequence. The effective Zeeman evolution from these stages is zero, so we only need to sum the contributions from stages 1, 2, 3, 6, i.e. in total time $4\Delta t$. 
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If the transverse magnetization \( \langle I_x + S_x \rangle \) is measured, we will observe two peaks at scaled frequency offsets

\[
\text{sinc}^2 \left( \frac{\omega I \Delta t}{2} \right) \frac{\theta}{2 \omega_I} \quad \text{and} \quad \text{sinc}^2 \left( \frac{\omega S \Delta t}{2} \right) \frac{\theta}{2 \omega_S},
\]

where \( \theta = A \Delta t \).

In the limit where \( \omega \Delta t \) goes to zero, \( \text{sinc}(\omega \Delta t/2) \) goes to 1, and we get back the simple linear scaling as in the 4-segment pulse sequence case. Here, \( \Delta t \) is kept small such that \( \Delta t \omega / 2 < 1 \) and the scaling is almost linear over a wide range of frequency offsets \( \omega \). Most importantly, there is a one-to-one mapping between the original and the scaled frequency offsets, as shown in Fig. 3.5.

### 3.3.3 Compensating cycle for the case of unknown \( \omega^- \)

In Eq. (3.47), if \( \omega^- \) is known, we can exactly eliminate the effect of \( I_x S_x + I_y S_y \) by choosing \( \tau = \pi / \omega^- \). In this subsection, we show how to cancel this planar coupling term when \( \omega^- \) has a spread, as often the case in practical applications. This is achieved by concatenating several decoupling blocks, each with a different free evolution time \( \{\tau_i\}, i = 1, 2, \ldots, m \) such that the combined effect of these eliminates the planar coupling term.

Denote \( \omega^- \) as the nominal frequency difference. The actual frequency difference, \( \omega^- \), is equal to \( \omega^- = \omega^-_o (1 + \delta) \), where \( \delta \) is the range \([0, \Delta]\) with \( \Delta \) given. The total planar coupling \( I_x S_x + I_y S_y \) for each \( \omega^-(\delta) \) in \( m \) blocks is \( 2 J f(\delta) \), where

\[
f(\delta) = \sum_{i=1}^{m} \sin((1 + \delta)\omega^-_o \Delta t) + \sin((1 + \delta)\omega^-_o (\Delta t + \tau_i)) \bigg/ (1 + \delta)\omega^-_o.
\]
Figure 3.5: Almost linear scaling of the frequency offsets for the 6-segment pulse sequence. The horizontal axis shows the frequency $\omega/(2\pi)$. The vertical axis shows the scaled frequency $\text{sinc}^2 \left( \frac{\omega \Delta t}{2} \right) \frac{4\Delta t}{\pi^2}$. In this plot $\Delta t = 50\mu s$. $A/(2\pi) = 1$ kHz.

We need to find $\{\tau_i\}, i = 1, 2, \ldots, m$ such that $f(\delta)$ is close to zero for all $\delta$ in the desired range.

Each basic building block of this 6-segment pulse sequence is shown in Fig. 3.6.

### 3.3.4 Simulation results

We minimize $f(\delta)$ numerically according to Eq. (3.51) for $\delta$ in the range $[0, 0.5]$, i.e. 50% tolerance in $\omega^-$ for a system with the following parameters:

$$J/(2\pi) = 10\text{ Hz}, \quad \omega_o^-/(2\pi) = 1\text{ kHz}, \quad \Delta t = 50\mu s, \quad \theta = \pi/10, \quad A/(2\pi) = 1\text{ kHz}.$$
Figure 3.6: A basic building block of the 6-segment decoupling pulse sequence that is repeated throughout the decoupling time. The free evolution times $\tau_i$ vary for different blocks and are determined by minimizing the quantity in Eq. (3.51).

According to Eq. (3.51), only $\omega_o^-$, $\Delta t$, the range of $\delta$, and $m$, the number of compensating blocks, are needed for the optimization. We choose $m$ equal to 4, since this gives satisfactory results and the total time of the compensating blocks is not too long. The numerical values found are:

$$\{\tau_i\} = \{0.4434, 0.5197, 0.6151, 0.9511\} \text{ ms}.$$ 

Notice that these values vary around the nominal value $\pi/\omega_o^- = 0.5$ ms, which partly explains why they successfully minimize the sum.

Figure 3.7 shows the results obtained by simulation for systems that have frequency offset difference, $\omega^-$, in the range $[\omega_o^-, 1.5 \omega_o^-]$. As expected, decoupling is achieved across the dispersion in $\omega^-$. The original offsets are found according to the one-to-one mapping in Fig. 3.5. Precise knowledge of $J$ is not required in the
Figure 3.7: The first row shows the signal and spectrum of a coupled system with isotropic coupling $J/(2\pi) = 10$ Hz, $\omega_I/(2\pi) = 1$ kHz, $\omega_S/(2\pi) = 2$ kHz. The remaining rows show the results due to decoupling for a system that has $J/(2\pi) = 10$ Hz, $\omega_I/(2\pi) = 1$ kHz, $\omega_S/(2\pi) = [2, 2.1, 2.2, 2.3, 2.4, 2.5]$ kHz. The first column plots $\sqrt{\langle I_x \rangle^2 + \langle I_y \rangle^2 + \langle I_z \rangle^2}$, the second column plots the Fourier transform of the FID signal $\langle I_x + S_x \rangle$. The designed parameters are $\Delta t = 50$ $\mu$s, $A/(2\pi) = 1$ kHz, $\{\tau_i\} = \{0.4434, 0.5197, 0.6151, 0.9511\}$ ms. All $\pi$ pulses are ideal $\delta$ pulses with negligible durations. The results show the robustness of the pulse sequence over the dispersion of the chemical shift difference.
3.3.5 Discussion

We first discuss the details of sampling. Even though each control block is $4\Delta t + 2\tau_i$ long, we only count it as $4\Delta t$ for signal processing purposes, since the frequency offsets barely evolve during the free evolution periods. We can sample faster at time intervals $\Delta t$, $2\Delta t$, $3\Delta t$, $4\Delta t + 2\tau_i$, and the performance is as good as sampling at the end of each block. However, since the frequencies are scaled down, we do not need to sample very fast to capture all the frequency components.

Secondly, we want to make a note about the strength of the coupling. The above sequence successfully reduces the problem of isotropic coupling to the problem of Ising coupling. However, as a tradeoff, it actually enhances the strength of the original $I_z S_z$ coupling during the long free evolution time. This large coupling, even in the perpendicular direction to the effective $y$ field, can obscure the real peaks as can be seen from Eq. (3.27). This is why the sequence is only effective for relatively weak coupling strength. However, our simulation above shows that the performance might be adequate for many practical applications.

In conclusion, in this section we design a pulse sequence that successfully decouples an isotropically coupled system, but only for very small values of $J$ compared to $\omega^-$. The advantage of this sequence is that it has a simple, almost linear scaling of the frequency offsets over a broad range.
3.4 Isotropic coupling - stronger coupling strength

The previous section analyzes a decoupling sequence that almost linearly scales down the frequency offsets. This 6-segment pulse sequence eliminates the effect of $I_xS_x + I_yS_y$ by adding free evolution times, and uses a rf pulse to decouple $I_zS_z$.

In this section, we come back to the original 4-segment pulse sequence and show that with longer evolution times $\Delta t$, the sequence can simultaneously eliminate $I_xS_x + I_yS_y$ and $I_zS_z$ with larger coupling strength. There are two trade-offs: a nonlinear scaling of the frequency offsets, and the loss of one-to-one mapping between the original and the scaled frequency offsets. We will show how to circumvent this problem by identifying the range of frequency of interest where a one-to-one mapping exists.

The full Hamiltonian including the control is once again as follows

$$H_1 = \omega I_z + \omega S_z + J(I \cdot S) + A(I_x + S_x),$$
$$H_2 = -\omega I_z - \omega S_z + J(I \cdot S) + A(I_x + S_x),$$
$$H_3 = -\omega I_z - \omega S_z + J(I \cdot S) - A(I_x + S_x),$$
$$H_4 = \omega I_z + \omega S_z + J(I \cdot S) - A(I_x + S_x),$$

(3.52)

where each Hamiltonian is maintained for a time $\Delta t$.

In order to calculate average Hamiltonian in Eq. 3.52, we go into the interaction frame of the Zeeman term. The resulting Hamiltonian is denoted by $V_o(T)$

$$V_o(t) = J(I \cdot S) + A(I_x + S_x)|U_o(t) = e^{-i(\omega I_z + \omega S_z)t},$$
$$V_o(t) = J(I \cdot S) + A(I_x + S_x)|U_o(t) = e^{-i(\omega I_z + \omega S_z)(2\Delta t-t)},$$
$$V_o(t) = J(I \cdot S) - A(I_x + S_x)|U_o(t) = e^{i(\omega I_z + \omega S_z)(t-2\Delta t)},$$
$$V_o(t) = J(I \cdot S) - A(I_x + S_x)|U_o(t) = e^{i(\omega I_z + \omega S_z)(4\Delta t-t)},$$

(3.53)
for time $0 < t < \Delta t$, $\Delta t < t < 2\Delta t$, $2\Delta t < t < 3\Delta t$, $3\Delta t < t < 4\Delta t$, respectively.

Denote the $\mathfrak{su}(2) \{ I_x S_x + I_y S_y, \frac{I_z - S_z}{2}, I_x S_y - I_y S_x \}$ as $\{ E, F^-, G \}$. The effective Hamiltonian in the four time intervals are

$$\tilde{V}_1(t) = J I_z S_z + J E \cos(\omega^- t) + J G \sin(\omega^- t) + \nonumber$$
$$A[I_x \cos(\omega_I t) - I_y \sin(\omega_I t) + S_x \cos(\omega_S t) - S_y \sin(\omega_S t)] = f_1(t), \nonumber$$
$$\tilde{V}_2(t) = J I_z S_z + J E \cos(\omega^- (2\Delta t - t)) + J G \sin(\omega^- (2\Delta t - t)) + \nonumber$$
$$+ A[I_x \cos(\omega_I (2\Delta t - t)) - I_y \sin(\omega_I (2\Delta t - t)) + \nonumber$$
$$S_x \cos(\omega_S (2\Delta t - t)) - S_y \sin(\omega_S (2\Delta t - t))] = f_1(2\Delta t - t), \nonumber$$
$$\tilde{V}_3(t) = J I_z S_z + J E \cos(\omega^- (t - 2\Delta t)) - J G \sin(\omega^- (t - 2\Delta t)) + \nonumber$$
$$+ A[-I_x \cos(\omega_I (t - 2\Delta t)) - I_y \sin(\omega_I (t - 2\Delta t)) - \nonumber$$
$$S_x \cos(\omega_S (t - 2\Delta t)) - S_y \sin(\omega_S (t - 2\Delta t))] = f_3(t - 2\Delta t), \nonumber$$
$$\tilde{V}_4(t) = J I_z S_z + J E \cos(\omega^- (4\Delta t - t)) - J G \sin(\omega^- (4\Delta t - t)) + \nonumber$$
$$+ A[-I_x \cos(\omega_I (4\Delta t - t)) - I_y \sin(\omega_I (4\Delta t - t)) - \nonumber$$
$$S_x \cos(\omega_S (4\Delta t - t)) - S_y \sin(\omega_S (4\Delta t - t))] = f_3(4\Delta t - t). \nonumber$$

For a time varying Hamiltonian $H(t)$, the average Hamiltonian between time 0 and
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$I$ in the first three orders are

\[
H^{(0)} = \frac{1}{T} \int_{0}^{T} dt H(t),
\]

\[
H^{(1)} = \frac{-i}{2T} \int_{0}^{T} dt \int_{0}^{t} dt' [H(t), H(t')],
\]

\[
H^{(2)} = \frac{-1}{6T} \int_{0}^{T} dt \int_{0}^{t} dt' \int_{0}^{t'} dt'' \{[H(t), [H(t'), H(t'')], H(t''')].
\]

(3.55)

In order to evaluate the integrals, notice the following useful identities obtained by appropriate changes of variables

\[
\int_{0}^{\Delta t} f(t) dt = \int_{0}^{2\Delta t} f(2\Delta t - t) dt
\]

\[
= \int_{0}^{4\Delta t} f(4\Delta t - t) dt.
\]

(3.56)

\[
\int_{0}^{\Delta t} \tilde{V}_1(t) \int_{0}^{t} \tilde{V}_1(t') dt' dt = \int_{0}^{\Delta t} f_1(\sigma) \int_{0}^{\Delta t} f_1(\sigma') d\sigma' d\sigma,
\]

\[
\int_{0}^{2\Delta t} \tilde{V}_2(t) \int_{0}^{\Delta t} \tilde{V}_2(t') dt' dt = \int_{0}^{\Delta t} f_1(\sigma) \int_{0}^{\Delta t} f_1(\sigma') d\sigma' d\sigma,
\]

\[
\int_{0}^{3\Delta t} \tilde{V}_3(t) \int_{0}^{\Delta t} \tilde{V}_3(t') dt' dt = \int_{0}^{\Delta t} f_3(\sigma) \int_{0}^{\Delta t} f_3(\sigma') d\sigma' d\sigma,
\]

(3.57)

\[
\int_{0}^{4\Delta t} \tilde{V}_4(t) \int_{0}^{\Delta t} \tilde{V}_4(t') dt' dt = \int_{0}^{\Delta t} f_3(\sigma) \int_{0}^{\Delta t} f_3(\sigma') d\sigma' d\sigma.
\]
In addition, denote

\[ \int_0^{\Delta t} f_1(t) = F_1 = Q_1 + Q_2, \]  
\[ \int_0^{\Delta t} f_3(t) = F_3 = Q_1 - Q_2, \]  
where \( Q_1 \) is equal to

\[ \Delta t \int_0^{\Delta t} \left[ J I_z S_z - A \sin(\omega_I t) I_y - A \sin(\omega_S t) S_y + J \cos(\omega^{-} t) E \right] dt = \Delta t \left[ J I_z S_z - \frac{\theta}{2} \text{sinc}^2 \left( \frac{\omega_I \Delta t}{2} \right) \omega_I I_y - \frac{\theta}{2} \text{sinc}^2 \left( \frac{\omega_S \Delta t}{2} \right) \omega_S S_y + J \text{sinc}(\omega^- \Delta t)(I_x S_x + I_y S_y) \right], \]  
and \( Q_2 \) is

\[ \int_0^{\Delta t} dt \left[ J G \sin(\omega^- t) + A \cos(\omega_I t) I_x + A \cos(\omega_S t) S_x \right] = \text{sinc}^2 \left( \frac{\omega^- \Delta t}{2} \right) \frac{J \omega^- (\Delta t)^2}{2} (I_x S_y - I_y S_x) \]  
\[ + \theta \text{sinc}(\omega_I \Delta t) I_x + \theta \text{sinc}(\omega_S \Delta t) S_x. \]  
As before, in the expressions for \( Q_1, Q_2 \), and in what follows, \( \theta = A \Delta t \).

The zeroth order term is

\[ H^{(0)} = \frac{1}{4 \Delta t} \int_0^{4 \Delta t} dt H(t) = \frac{1}{4 \Delta t} 2(F_1 + F_3) = \frac{Q_1}{\Delta t}. \]  
In order to calculate the first order term, let us have a closer look at an integral of this kind

\[ \int_0^{4 \Delta t} dt \left[ \tilde{V}(t), \int_0^t dt' \tilde{V}(t') \right]. \]
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The commutator consists of two terms, the first of which can be broken down as

$$
\int_0^{\Delta t} \bar{V}_1(t) \int_0^t \bar{V}_1(t') + \int_0^{\Delta t} \bar{V}_2(t) \left( \int_0^{\Delta t} \bar{V}_1(t') + \int_0^{\Delta t} \bar{V}_2(t') \right) \\
+ \int_0^{2\Delta t} \bar{V}_3(t) \left( \int_0^{\Delta t} \bar{V}_1(t') + \int_0^{2\Delta t} \bar{V}_2(t') + \int_0^{2\Delta t} \bar{V}_3(t') \right) + \\
\int_0^{3\Delta t} \bar{V}_4(t) \left( \int_0^{\Delta t} \bar{V}_1(t') + \int_0^{2\Delta t} \bar{V}_2(t') + \int_0^{3\Delta t} \bar{V}_3(t') + \int_0^{3\Delta t} \bar{V}_4(t') \right),
$$

(3.63)

where the integrals are over $t'$ and $t$. This simplifies to $2(F_1^2 + F_3^2 + 2F_3F_1)$ according to Eq. (3.57).

The first order term can then be shown as equal to

$$
H^{(1)} = \frac{-i}{8\Delta t} \left[ 2(F_1^2 + F_3^2 + 2F_3F_1) - 2(F_1^2 + F_3^2 + 2F_1F_3) \right] = \frac{-i}{8\Delta t} [[F_3, F_1]] = \frac{-i}{\Delta t} [Q_1, Q_2].
$$

(3.64)

Substitute the explicit expressions for $Q_1, Q_2$ we have

$$
H^{(0)} = J I_z S_z - \frac{\theta}{2} \text{sinc}^2 \left( \frac{\omega_1 \Delta t}{2} \right) \omega_1 I_y \\
- \frac{\theta}{2} \text{sinc}^2 \left( \frac{\omega_S \Delta t}{2} \right) \omega_S S_y + J \text{sinc}(\omega^\ast \Delta t)(I_z S_x + I_y S_y),
$$

(3.65)

$$
H^{(1)} = J \theta \left( \text{sinc}(\omega_1 \Delta t) I_y S_z + \text{sinc}(\omega_S \Delta t) I_z S_y \right) + \\
\frac{\theta^2}{2} \left[ \text{sinc}^2 \left( \frac{\omega_1 \Delta t}{2} \right) \frac{\sin(\omega_1 \Delta t)}{\Delta t} I_z + \text{sinc}^2 \left( \frac{\omega_S \Delta t}{2} \right) \frac{\sin(\omega_S \Delta t)}{\Delta t} S_z \right] + \\
\left( \frac{J^2 \omega^\ast (\Delta t)^2}{2} \right) \text{sinc}(\omega^\ast \Delta t) \sin^2 \left( \frac{\omega^\ast \Delta t}{2} \right) (I_z - S_z) + \\
J \theta \text{sinc}^2 \left( \frac{\omega_1 \Delta t}{2} \right) \text{sinc}^2 \left( \frac{\omega^\ast \Delta t}{2} \right) \frac{\omega^\ast \omega_1 (\Delta t)^2}{4} I_z S_y \\
- J \theta \text{sinc}^2 \left( \frac{\omega_S \Delta t}{2} \right) \text{sinc}^2 \left( \frac{\omega^\ast \Delta t}{2} \right) \frac{\omega^\ast \omega_S (\Delta t)^2}{4} I_y S_z.
$$

(3.66)
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Notice that the largest contribution of the Larmor frequencies now points in the $y$ direction, so in the next order term, $H^2$, we only look for the strength of the $yy$ coupling term. We first separate $C_o$ the coupling due to the Ising coupling term in the original Hamiltonian.

\[
C_o = \frac{-1}{24\Delta t} JA^2 [-48\text{sinc}(\omega_I \Delta t)\text{sinc}(\omega_S \Delta t)(\Delta t)^3 + \\
6\text{sinc}(\omega_I \Delta t)\text{sinc}^2 \left( \frac{\omega_S \Delta t}{2} \right) (\Delta t)^3 + 6\text{sinc}(\omega_S \Delta t)\text{sinc}^2 \left( \frac{\omega_I \Delta t}{2} \right) (\Delta t)^3 + \\
\frac{12\Delta t}{\omega_S^2} (\text{sinc}(\omega_I \Delta t) - 1) + \frac{12\Delta t}{\omega_I^2} (\text{sinc}(\omega_S \Delta t) - 1) + \\
\left( \frac{6\Delta t}{\omega_I^2} + \frac{6\Delta t}{\omega_S^2} \right) (1 - \text{sinc}(\omega^+ \Delta t) + 1 - \text{sinc}(\omega^- \Delta t))]. 
\]  
\begin{equation}
(3.67)
\end{equation}

Under the condition $\omega \Delta t \ll 1$, $\text{sinc}(\omega \Delta t) \approx 1$, for $\omega = \omega_I, \omega_S$, the main field in $H^{(0)}$ reduces to

\[
-\frac{A\Delta t}{2}(\omega_I I_y + \omega_S S_y),
\]  
\begin{equation}
(3.68)
\end{equation}

which is the linear scaling as in the Ising coupling case. In addition, $C_o$ reduces to $\frac{4}{3}(A\Delta t)^2 JJ_y S_y$, which is consistent with the result derived in Eq. (3.33).

The total $yy$ coupling in $H^{(2)}$ is

\[
H_{yy}^{(2)} = C_0 - \frac{JA^2}{24\Delta t} [C_1(\omega_I, \omega_S, \Delta t) + C_1(\omega_S, \omega_I, \Delta t)] - \frac{J^3}{24\Delta t} [C_2(\omega_I, \omega_S, \Delta t) + C_2(\omega_S, \omega_I, \Delta t)],
\]  
\begin{equation}
(3.69)
\end{equation}

where $C_1$ and $C_2$ are terms that arise from the planar coupling $I_x S_x + I_y S_y$ Hamiltonian.

The explicit formulae for $C_1$ and $C_2$ are shown below. Let

\[
f_1(x, y, z, \psi_x, \psi_y, \psi_z, T) = \int_0^T dt_3 \cos(xt_3 + \psi_x) \\
\int_0^T dt_2 \cos(yt_2 + \psi_y) \int_0^T dt_1 \cos(zt_1 + \psi_z),
\]  
\begin{equation}
(3.70)
\end{equation}
In the following integrals, the integrands are exactly those that appear in Eq. (3.70), so we choose to omit them

\[ f_2(x, y, z, \psi_x, \psi_y, \psi_z, T) = \int_0^T \int_0^T \int_0^T, \]
\[ f_3(x, y, z, \psi_x, \psi_y, \psi_z, T) = \int_0^T \int_0^T \int_0^T, \]
\[ f_4(x, y, z, \psi_x, \psi_y, \psi_z, T) = \int_0^T \int_0^T \int_0^T, \]
\[ f_5(x, y, z, \psi_x, \psi_y, \psi_z, T) = \int_0^T \int_0^T \int_0^T, \]
\[ f_6(x, y, z, \psi_x, \psi_y, \psi_z, T) = \int_0^T \int_0^T \int_0^T. \]

(3.71)

In addition let

\[ A_1 = -7f_1 + 2(f_2 + f_3 + f_4) + f_5 - f_6, \]
\[ A_2 = f_1 + 2(f_2 + f_3 + f_4) + f_5 - f_6, \]
\[ A_3 = 2(f_2 + f_3 + f_4 + f_5). \]

(3.72)

Denote \( \omega^- = \omega_I - \omega_S \), we have

\[ C_1(\omega_I, \omega_S, \Delta t) = -2A_1(\omega_I, \omega^-, \omega_I, 0, 0, 0, \Delta t) - 2A_1(\omega_I, \omega_I, \omega^-, 0, \frac{\pi}{2}, -\frac{\pi}{2}, \Delta t) \]
\[ - 2A_1(\omega^-, \omega_I, \omega_I, -\frac{\pi}{2}, \frac{\pi}{2}, 0, \Delta t) + A_2(\omega_I, \omega^-, \omega_I, 0, -\frac{\pi}{2}, \frac{\pi}{2}, \Delta t) \]
\[ + A_2(\omega^-, \omega_I, \omega_I, -\frac{\pi}{2}, 0, \frac{\pi}{2}, \Delta t) + A_2(\omega_I, \omega_I, \omega^-, 0, 0, 0, \Delta t) \]
\[ + A_3(\omega^-, \omega_I, \omega_I, 0, 0, 0, \Delta t) + A_3(\omega_I, \omega_I, \omega^-, 0, 0, 0, \Delta t) \]
\[ + A_3(\omega_I, \omega^-, \omega_I, \frac{\pi}{2}, -\frac{\pi}{2}, 0, \Delta t). \]

(3.73)

\[ C_2(\omega_I, \omega_S, \Delta t) = 4A_1(\omega^-, \omega^-, \omega^-, -\frac{\pi}{2}, 0, -\frac{\pi}{2}, \Delta t) \]
\[ + 2A_2(\omega^-, \omega^-, \omega^-, -\frac{\pi}{2}, -\frac{\pi}{2}, 0, \Delta t) + 2A_3(\omega^-, \omega^-, \omega^-, 0, -\frac{\pi}{2}, -\frac{\pi}{2}, \Delta t). \]

(3.74)
Since \( f_k, k = 1, 2, \ldots, 6 \) are upper bounded by \((\Delta t)^3\), \( C_1 \) and \( C_2 \) are on the order of \((\Delta t)^3\). \( \theta = \Delta t A \) and \( \Delta t J \) are both small parameters, therefore, the strength of the coupling in \( H^{(2)} \) is on the order of \( J\theta^2 \), which is much smaller than the original coupling \( J \). Simulations have been performed to confirm our calculations.

The total value of \( I_x S_x + I_y S_y \) is

\[
\frac{4J}{\omega^2} \sin(\omega^2 \Delta t). \tag{3.75}
\]

Hence, if \( \omega^2 \) is known with certainty, we can choose \( \Delta t = \pi/\omega^2 \) to eliminate \( I_x S_x + I_y S_y \) in the first order. However, this knowledge is usually not available because of chemical shift dispersion. In the next section, we show how to compensate for this.

### 3.4.1 Compensation for unknown chemical shift difference

As was done in the case of the 6-segment pulse sequence, when the chemical shift difference has a dispersion, we eliminate the planar coupling term by concatenating several elementary control blocks shown in Fig. 3.1, each with a different value of \( \Delta t_i, i = 1, 2, \ldots, m \).

Denote \( \omega^- \) as the nominal frequency difference. The actual frequency difference, \( \omega^- \), is equal to \( \omega^- = \omega^-_0 (1 + \delta) \), where \( \delta \) is in the range \([0, \Delta]\) with \( \Delta \) given. The total planar coupling \( I_x S_x + I_y S_y \) for each \( \omega^-_0 (\delta) \) is \( 4Jg(\delta) \), where

\[
g(\delta) = \sum_{i=1}^{m} \frac{\sin((1 + \delta)\omega^-_0 \Delta t_i)}{(1 + \delta)\omega^-_0}. \tag{3.76}
\]

We need to find a set of parameters \( \{\Delta t_i\}, i = 1, 2, \ldots, m \) such that \( g(\delta) \) is close to zero for all \( \delta \) in a desired range.
3.4.2 Scaling of the frequency offsets and rf amplitude modulation

With the concatenating blocks, and with a fixed value of rf amplitude, $A$, throughout the blocks, the scaled frequency offset is

$$
\sum_{i=1}^{m} \frac{\sin^2\left(\frac{\omega \Delta t_i}{2}\right) \left(\frac{\Delta t_i}{2}\right) \omega 4\Delta t_i}{\sum_{i=1}^{m} 4\Delta t_i}.
$$

(3.77)

This nonlinear relationship between the scaled and the original frequencies is rarely one to one. This makes it difficult to retrieve the chemical shifts without additional information. To circumvent this problem, we vary the rf amplitude over the concatenating blocks so that, over the range of frequencies of interest, there is a one-to-one mapping between the scaled and the original offsets. This is done by first obtaining $\Delta t_i$ by minimizing $g$ in Eq. (3.76), and then adjusting the value of $A$ in each block. Now, denote $A$ as the vector that contains the modulated rf amplitude. The new scaled frequency offset is equal to

$$
\omega_{\text{scaled}} = \frac{\sum_{i=1}^{m} \sin^2\left(\frac{\omega \Delta t_i}{2}\right) \left(\frac{A(i)\Delta t_i}{2}\right) \omega 4\Delta t_i}{\sum_{i=1}^{m} 4\Delta t_i}.
$$

(3.78)

Higher rf amplitudes lead to higher scaled frequencies. However, the highest frequency that can be captured is limited by how fast we can sample. For simplicity, here we choose to sample uniformly at the end of each compensating cycle, i.e. after each interval of $4 \sum_{i=1}^{m} \Delta t_i$. However, it is worth noting that nonuniform sampling after each compensating block $4\Delta t_i$ has the potential to capture higher frequencies. This would allow the use of higher rf amplitudes, leading to higher scaled frequencies, and eventually the ability to decouple systems that have higher coupling strength.
3.4.3 Simulation results

We run simulations for a system that has $\omega^-/(2\pi)$ in the range $[1, 1.5]$ kHz. First, we find a set of $\{\Delta t_i\}$ that minimizes $g(\delta)$ in Eq. (3.76) for $\omega^-/(2\pi) = 1$ kHz and $\delta$ in the range $[0, 0.5]$. The optimization yields the following set of times $\{\Delta t_i\} = \{0.1650, 0.5309, 0.4900, 0.8739\}$ ms. With these values of $\{\Delta t_i\}$, we manually adjust the values of $A$ such that the frequency scaling curve has a nice linear region. A good choice for $A$ is $A/(2\pi) = [200, 100, 120, 60]$ Hz. This is roughly equivalent to keeping $A(i)\Delta t_i$ a constant. Figure 3.8 shows the scaling of the frequency offsets for the set of parameters found.

It should be noted that our design is most effective when the actual frequencies fall in a linear range of the frequency scaling curve. However, the design is able to decouple systems with higher coupling strength compared to the previous case for the same chemical shift difference because it does not enhance the $zz$ coupling.

Figure 3.9 shows simulation results for a range of frequency offsets $\omega^- = [1, 1.5]$ kHz.

3.5 Discussion of experimental issues

The pulse sequences described successfully decouple a coupled two spin $\frac{1}{2}$ system with isotropic scalar coupling. The design uses relatively low rf amplitude, and most importantly, the rf irradiation is non-selective, which is a major challenge in isotropic scalar coupling. The paper primarily presents the theory behind the design of such pulse sequences. In this section, we address some of the experimental issues.
Figure 3.8: Nonlinear scaling of the frequency offsets under modulation of $\Delta t$ and rf amplitudes. The horizontal axis shows $\omega/(2\pi)$, the vertical axis shows $\omega_{\text{scaled}}/(2\pi)$ according to Eq. (3.78). For this plot, $\Delta t = [0.1650, 0.5309, 0.4900, 0.8739]$ ms, $A/(2\pi) = [200, 100, 120, 60]$ Hz.

The sequences are well suited in 2D NMR. An ideal setting is to transfer the spin coherence after it has acquired a phase under chemical shift evolution to a coupled spin for readout, as in the indirect evolution periods in multi-dimensional NMR. This does not require windows of free evolution in the pulse sequence for measurement. Measurement in direct dimension, however, can be done by adding periods of non rf irradiation as shown in Fig. 3.1.

Another point we wish to discuss is the ideal $\pi$ pulses used in the simulations. For
Chapter 3: Homonuclear decoupling in liquid-state NMR

Figure 3.9: The first row shows the signal and spectrum of a coupled system that has chemical shift difference equal to 1 kHz and frequency offsets located at 0.6 and 1.6 kHz. The spectrum consists of two doublets each with 2 peaks separated by the coupling strength. The remaining rows show the results due to decoupling for a system that has frequency offsets $\omega_I/(2\pi) = 0.6$ kHz, $\omega_S/(2\pi) = [1.6, 1.7, 1.8, 1.9, 2.0, 2.1]$ kHz. The first column plots $\sqrt{\langle I_x^2 \rangle + \langle I_y^2 \rangle + \langle I_z^2 \rangle}$, and the second column plots the Fourier transform of the FID signal $\langle I_x + S_x \rangle$. The designed parameters are $\Delta t = [0.1650, 0.5309, 0.4900, 0.8739]$ ms, $A/(2\pi) = [200, 100, 120, 60]$ Hz. All $\pi$ pulses are ideal $\delta$ pulses. In all cases, $J/(2\pi) = 20$ Hz, which is twice as big as the coupling in the 6-segment pulse sequence case. The results show the robustness of our pulse sequence over the dispersion of the chemical shift difference.

applications where peak power is not a constraint, the pulse sequences are readily usable. For applications where power is limited, suitable phase cycling can be employed
to mitigate the effects that finite power inversion pulses have on decoupling. So far, we have assumed that the $\pi$ pulses are instantaneous pulses for easier analysis of the decoupling sequences. In practice, however, the $\pi$ pulses as depicted in Fig. 3.6 have maximum amplitude $A_m$ and finite duration $\pi/A_m$. During this finite duration, the system’s Hamiltonian still evolves leading to reduced performance of our decoupling sequence. We can mitigate this problem by inverting the phase of the rf. pulses. The Hamiltonians for practical $\pi$ pulses are:

$$H^\pm_\pi = \omega_I I_z + \omega_S S_z + J(I_x S_x + I_y S_y + I_z S_z) \pm A_m (I_x + S_x)$$  \hspace{1cm} (3.79)

Specifically, in the first cycle, we use $H^+_{\pi}$ and $H^-_{\pi}$ and in the second cycle, we use $H^-_{\pi}$ and $H^+_{\pi}$. For the parameters indicated Fig. 3.7, $A_m = 40$ produces results that are comparable with the results obtained using instantaneous pulses provided that the chemical shift difference must be known. When the chemical shift difference is unknown and a compensation cycle needs to be used, $A_m$ needs to be higher, around 100 kHz.

Finally, the decoupling sequences scale down the frequency offsets. This obviously degrades the resolution, but because we can decouple effectively, we can make spins precess for longer periods and restore resolution. Since the frequency offsets are scaled down by a factor that involves the strength of the applied rf field, in the presence of rf inhomogeneity, the observed spectrum is blurred by the point spread function $\chi(f)$. The observed spectrum is therefore

$$Z(f) = \sum_i X(f_i)\chi(f - f_i) + N(f)$$  \hspace{1cm} (3.80)

where the true spectrum is comprised of spikes at $f_i$. $N(f)$ is the noise spectrum. We wish to deconvolve the observed spectrum $Z(f)$ to recover $X(f_i)$. To do this, first
calibrate $\chi(f)$ from an isolated peak. $\chi(f)$ reflects the inhomogeneity of the sample. We can then deconvolve using techniques such as the least square estimation.

### 3.6 Conclusion and outlook

In conclusion, we have introduced two new pulse sequences to decouple homonuclear spins with isotropic scalar coupling in liquid-state NMR. The pulse sequences successfully collapsed doublets into singlets with higher peak intensities. The original chemical shifts can be read off from the observed spectrum. This was done by first eliminating the planar coupling term $I_xS_x + I_yS_y$, and creating an effective field pointing in the $y$ direction to effectively cancel the coupling in the $z$ direction $I_zS_z$. As a result of the sequences, the frequency offsets were scaled down by a factor depending on the rf amplitudes and durations. The effective coupling was scaled down faster than the frequency offsets. We laid the detailed analysis and methods to design the parameters for the pulses, and presented numerical examples. In an actual implementation, care has to be taken in choosing the right parameters.

The main advantages of the decoupling sequences are that the pulses are non-selective, having low rf power, and they work for a range of coupling strength and chemical shifts. While very weak irradiation can selectively invert one spin, precise chemical shifts need to be known ahead of time. In our scheme, this information is not necessary, making it useful in exploring new molecules.

The pulses have limitations. The chemical shifts are scaled down. Numerical optimization is required for a specific system. The scaling factor of the frequency offsets depends on the rf amplitude, which is not homogeneous throughout the sample.
We discuss how to circumvent this and some other experimental issues in Sec. 3.5.

Solving for the strong coupling case is a desirable extension of the current work.
Chapter 4

Reducing coupling between quantum bits using global pulses

4.1 Introduction

Decoherence is one of the biggest obstacles in quantum information processing (QIP) since random phase errors reduce the fidelity of a quantum operation [36]. Maintaining coherence is therefore a very important aspect in realization of a quantum computer. It turns out that many techniques developed in NMR can find immediate applications in quantum computing. Here, we will apply the decoupling sequence developed in chapter 3 to show how to extend the coherence time of a quantum system that has Ising type coupling among the qubits.

There are different mechanisms that lead to decoherence in QIP systems. In liquid state NMR, which is used as a test bed for many quantum algorithms [12], spin-spin coupling among the nuclei is mainly responsible for the transverse relaxation
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$T_2$ [37]. In solid state systems such as an NV center, the coupling between the electron spin of the NV center and the surrounding spin bath of $^{13}C$ nuclei is the dominant dephasing mechanism [38]. In superconducting qubits, the origin of decoherence has been shown to involve the coupling between the flux qubits and a microscopic two-level system [39, 40, 41, 42].

Decoupling therefore will help prolong coherence in these systems. Various decoupling techniques have been proposed and experimentally realized. Randomized dynamical decoupling [43] uses randomly selected pulses at regular intervals. Uhrig dynamical decoupling [44] consists of an optimized CPMG sequence that has varying interval between the application of the $\pi$ pulses. Several extensions of this decoupling scheme have been reported [45, 46, 47, 48] together with its implementation in ion traps [49, 50]. In fact, many decoupling schemes rely on the refocusing $\pi$ pulse first developed in NMR for decoupling purposes in QIP [51, 16, 15].

A common feature of these decoupling schemes is that they assume selective controls on the system. However, for many quantum systems, selective addressing of each qubit could be very challenging. In addition, selective pulses increase the complexity of a system. For example, in Ref. [52] it is shown that the number of selective pulses needed to decouple a system with two-body couplings grows linearly with the number of qubits. Here, we examine the use of global pulse sequences to decouple the Ising interaction between the qubit spins as well as the coupling between the system and the environment. The advantage of global pulses is that the number of pulses needed for decoupling will be independent of the number of qubits, i.e. the complexity of the pulses is $O(1)$. 
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Consider the general Hamiltonian of a quantum system denoted \( S \) coupled to a heat bath denoted as \( H \) \[ H = H_S + H_B + H_{SB} \tag{4.1} \]

A global pulse transforms an initial Hamiltonian \( H_o \) to
\[
H_i = (U \otimes U \otimes \cdots \otimes U) H_o U \otimes U \otimes \cdots \otimes U,
\]
where \( U \) represents the propagator generated by the global pulse on each single qubit. Global pulses can be used to decouple systems with special symmetries such as dipole-dipole coupling. In this case, the coupling Hamiltonian takes the following form
\[
H_{dd}^1 = \sum_{jk} d_{jk} (2I_{jz}I_{kz} - I_{jx}I_{kx} - I_{jy}I_{ky}),
\]
\[
H_{dd}^2 = \sum_{jk} d_{jk} (2I_{jy}I_{ky} - I_{jx}I_{kx} - I_{jz}I_{kz}),
\]
\[
H_{dd}^3 = \sum_{jk} d_{jk} (2I_{jx}I_{kx} - I_{jz}I_{kz} - I_{jy}I_{ky}),
\]

(4.3)

It is easy to see that averaging these three Hamiltonians decouples the dipole-dipole coupling:
\[
e^{-i\bar{H}t} e^{-iH_{dd}^2t} e^{-iH_{dd}^3t} = e^{-i\bar{H}t},
\]

where \( \bar{H} = 0 \). This is the basic building block of WAHUHA \[54\], and MREV sequences such as MREV-16 \[55\], whose effectiveness of for decoupling dipole-dipole interaction has been experimentally demonstrated \[56\]. Such decoupling schemes, however, cannot be generalized to systems with Ising coupling.
4.2 Reducing decoherence with global pulses

Consider a quantum register with $N$ qubits which has two-body couplings among the qubits. The coupling topology can take various shapes, for example, it can be a spin chain or square lattice as in Fig. 4.1.

A gradient magnetic field is added upon the system which causes the Zeeman splitting on the qubits. The magnetic field and its gradient is made big enough such that the difference of Zeeman splitting between coupled qubits is much larger than the coupling strength between the qubits. In a long spin chain, the gradient field is made periodic as shown in Fig. 4.2.
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Under such gradient magnetic field, the Hamiltonian of the system takes the form

\[ H = \sum_{j=1}^{N} \omega_j I_{jz} + \sum_{(jk) \in G} J_{jk} I_{jz} I_{kz} \tag{4.4} \]

where \( \omega_j = -\vec{\mu} \cdot \vec{B}_j \), \( \vec{\mu} \) is the magnetic moment and \( B_j \) indicates the magnetic field at site \( j \). \( G \) is a graph indicating the coupling topology of the system, i.e., if the edge \((jk) \in G\), then the qubits at site \( j \) and \( k \) are coupled. We assume \( \omega_i >> J_{jk}, |\omega_j - \omega_k| >> J_{jk}, \forall i, j, k \).

We will first use a two-qubit system to illustrate the decoupling strategy, then generalize it to \( N \) qubits.

For a system of two qubits denoted \( I \) and \( S \) coupled via \( J \) coupling, the Hamiltonian is

\[ H_0 = \omega_I I_z + \omega_S S_z + J I_z S_z. \tag{4.5} \]

Consider the effect of the following pulse sequence

\[ H_1 = \omega_I I_z + \omega_S S_z + J I_z S_z + A(I_x + S_z) \]
\[ H_2 = -\omega_I I_z - \omega_S S_z + J I_z S_z + A(I_x + S_x) \]
\[ H_3 = -\omega_I I_z - \omega_S S_z + J I_z S_z - A(I_x + S_x) \]
\[ H_4 = \omega_I I_z + \omega_S S_z + J I_z S_z - A(I_x + S_z) \tag{4.6} \]

where \( H_1 \) is obtained simply by applying a magnetic field in the \( x \) direction with effective amplitude \( A \), \( H_2 \) is obtained from \( H_1 \) by conjugating a \( \pi \) pulse along the \( x \) direction, i.e., \( H_2 = e^{-i\pi(I_x+S_x)}H_1e^{-i\pi(I_x+S_x)} \). \( H_4 \) and \( H_3 \) are obtained similarly with a control field along the \(-x\) direction. Each Hamiltonian is maintained for a period of \( \Delta t \). The \( \pi \) pulses here are assumed to be infinitely narrow pulses.
Using the average Hamiltonian theory and keeping terms up to the second order, we obtain the following average Hamiltonian over an interval of $4\Delta t$

$$H_{1_{\text{eff}}} = J I_z S_z + \frac{A \Delta t}{2} (\omega_I I_y + \omega_S S_y) + A \Delta t J (I_y S_z + I_z S_y)$$

$$- \frac{(A \Delta t)^2}{2} (\omega_I I_z + \omega_S S_z) + \frac{4}{3} (A \Delta t)^3 J (I_y S_y - I_z S_z) + O((A \Delta t)^3) \quad (4.7)$$

Denote $\theta = \Delta t A$ and choose $\Delta t$ such that $\theta << 1$. The coupling along the $J$ direction and the newly created Zeeman term in the $y$ direction are the most important terms in $H_{1_{\text{eff}}}$. Let us first look at these terms

$$H_1 = \frac{\theta}{2} (\omega_I I_y + \omega_S S_y) + J I_z S_z. \quad (4.8)$$

By applying a $\pi_x$ rotation on $H_1$ we obtain

$$H_2 = -\frac{\theta}{2} (\omega_I I_y + \omega_S S_y) + J I_z S_z \quad (4.9)$$

Now consider the combined effect of raising $H_1$ and $H_2$ to some order $k$. The resulting unitary operator is

$$U = (U_1)^k (U_2)^k = e^{-i H_1 4\Delta tk} e^{-i H_2 4\Delta tk} \quad (4.10)$$

In the interaction frame of $\frac{\theta}{2} (\omega_I I_y + \omega_S S_y)$ for time $k 4\Delta t$, and then $-\frac{\theta}{2} (\omega_I I_y + \omega_S S_y)$ for another period of $4k \Delta t$, the $J$ coupling term becomes

$$J [I_z (\cos(2 \theta k t \omega_I) + I_x (\sin(2 \theta k t \omega_I))] [S_z (\cos(2 \theta k t \omega_S) + S_x (\sin(2 \theta k t \omega_S)] \quad (4.11)$$

The coupling will be bounded from above by

$$\frac{1}{2 \theta |\omega_I - \omega_S| k 4\Delta t} J \quad (4.12)$$

For large enough $k$, the coupling is eliminated and $U$ is approximately equal to identity, which is our goal.
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Notice that

\[ U_k^2 = (e^{-i\pi(I_x + S_x)} e^{-iH_1 4\Delta t} e^{i\pi(I_x + S_x)})^k \]

\[ = e^{-i\pi(I_x + S_x)} (e^{-iH_1 4\Delta t} e^{i\pi(I_x + S_x)})^k \]

so the pulse sequence can be implemented as shown in Fig. 4.3.

This decoupling strategy can be generalized to \( N \) qubits with nearest neighbors coupling. The Hamiltonian of the two-qubit system for the basic sequence in (4.6) is generalized for \( N \) qubits

\[
H_1 = \sum_{j=1}^{N} \omega_j I_{jz} + \sum_{(jk) \in G} J_{jk} I_{jz} I_{kz} + \sum_{j} A I_{jx},
\]

\[
H_2 = -\sum_{j=1}^{N} \omega_j I_{jz} + \sum_{(jk) \in G} J_{jk} I_{jz} I_{kz} + \sum_{j} A I_{jx},
\]

\[
H_3 = -\sum_{j=1}^{N} \omega_j I_{jz} + \sum_{(jk) \in G} J_{jk} I_{jz} I_{kz} - \sum_{j} A I_{jx},
\]

\[
H_4 = \sum_{j=1}^{N} \omega_j I_{jz} + \sum_{(jk) \in G} J_{jk} I_{jz} I_{kz} - \sum_{j} A I_{jx},
\]

One way to see why this generalization works is to partition the Hamiltonians into
pairs of coupled spins. For the case of 4 spins we can partition the Hamiltonians into

\[ H_1 = H_{12}^1 + H_{23}^1 + H_{34}^1 + H_{41}^1, \]
\[ H_2 = H_{12}^2 + H_{23}^2 + H_{34}^2 + H_{41}^2, \]
\[ H_3 = H_{12}^3 + H_{23}^3 + H_{34}^3 + H_{41}^3, \]
\[ H_4 = H_{12}^4 + H_{23}^4 + H_{34}^4 + H_{41}^4. \]

The subscript \( jk \) denotes the coupling between spin \( j \) and \( k \). In particular,

\[ H_{12}^1 = \frac{\omega_1}{2} I_{1z} + \frac{\omega_2}{2} I_{2z} + J_{12} I_{1z} I_{2z} + \frac{A}{2} (I_{1x} + I_{2x}) \]
\[ H_{23}^2 = -\frac{\omega_2}{2} I_{2z} - \frac{\omega_3}{2} I_{3z} + J_{23} I_{2z} I_{3z} + \frac{A}{2} (I_{2x} + I_{3x}) \]

Here we partition the strength of the Larmor term for each spin equally between the Hamiltonians with the assumption that the strengths of the \( J \) coupling do not vary much between pairs of spins. Let us look at a ‘cross’ term that is the commutator between \( H_{12}^1 \) and \( H_{23}^2 \).

\[ [H_{12}^1, H_{23}^2] = (\Delta t)^2 i \frac{J A}{2} (I_{1z} I_{2y} - I_{2y} I_{3z}). \]

With a small enough value for \( \Delta t \), this commutator can be approximated as zero. Hence, the main contributions to the commutator between \( H_1 \) and \( H_2 \) come from the following commutators \([H_{12}^1, H_{12}^2], [H_{12}^3, H_{23}^2], [H_{34}^1, H_{34}^2], \) and \([H_{41}^1, H_{41}^2], \) i.e. commutators between the same pairs of spins. The calculation of \( H_{\text{eff}} \) for multiple spins is therefore very similar to the calculation for two spins.

Decoherence of a quantum system is the result of the coupling with the environment. Our decoupling scheme can reduce decoherence in certain cases. One case is when the effect of the environment is manifest in small random fluctuations over time.
in the coupling strengths $J_{jk}$. This, to a large extent, does not effect our results since at every step in our analysis, the precise knowledge of the coupling is not needed, only its relative size compared to the difference in the strength of the Zeeman splittings.

Another case in which decoherence can be mitigated is when the coupling with the environment is a purely dephasing mechanism. The coupling Hamiltonian can be modeled as

$$H_{SB} = \sum \hbar \sigma_z (g_k b_k^\dagger + g_k^\dagger b_k),$$

(4.18)

where $b_k^\dagger$ and $b_k$ are bosonic operators for the $k$th field mode of the environment, characterized by a generally complex coupling parameter. Our decoupling scheme with the use of the $\pi$ pulses also averages out the net effect of $H_{SB}$.

Finally, we present a numerical simulation. Fig. 4.4 illustrate the effects of our decoupling strategy. The vertical axis represents the fidelity of $U$ with respect to the identity operator, where fidelity measurement between two unitary operators $U_1$ and $U_2$ is defined as

$$\phi = \frac{|tr(U_1 U_2^\dagger)|^2}{|tr(U_2 U_2^\dagger)||tr(U_1 U_1^\dagger)|};$$

(4.19)

The simulation was done on a square lattice with one iteration of the pulses. The coupling strengths between adjacent qubits follow independent normal distributions with mean values $J = [10, 12.1, 11.4, 9.2]$ Hz and variance equal to the square of the mean of mean values $\bar{J} = 10.7$ Hz. The Zeeman splitting caused by the gradient magnetic field is 17.29kHz, 32.35kHz, 10kHz, 32.4kHz respectively, $\Delta t$ is taken to be $10^{-7}$s and $A \approx 8$kHz, $\theta = \frac{1}{20}$. It can be seen that the global pulses reduce the decoherence rate by about two orders of magnitude. The results are almost identical to the case where the coupling strengths are constant, confirming our conclusion.
Figure 4.4: The simulation was on a square lattice with four qubits, the coupling strengths of four edges of this lattice follow independent normal distributions with mean values $2\pi[10, 12.1, 11.4, 9.2]$ and variance equal to the square of mean of the mean values $\bar{J} = 10.7$ Hz. The Zeeman splitting caused by the gradient field is $2\pi10^4[1.729, 3.235, 1.0, 3.24]$ respectively, $\Delta t = 10^{-7}, \theta = \frac{1}{50}$, $A \approx 2\pi8 \times 10^3 = 8kHz$. The blue line shows the fidelity without the decoupling pulses, the red circles show the fidelity with the application of the decoupling pulses.

In conclusion, we have shown the effectiveness of our pulse sequence, which is a global pulse, in reducing the coupling strength of register qubits. This can be used to reduce the residual coupling of quantum memories, where selective addressing may be hard or undesirable. The building block constructed here can be symmetrized to incorporate inhomogeneities of magnetic field, similarly to how MLEV-16 was constructed to decouple the dipole-dipole coupling. Other extensions on decoupling
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using global pulses can also be made along this approach.
Chapter 5

New refocusing and excitation pulses for the CPMG sequence

5.1 NMR well logging

Well logging is a technique in which sensors lowered down in a bore hole are used to measure properties of earth formations. NMR along with mechanical, electromagnetic, acoustic, and nuclear sensors are routinely used in well logging for the evaluation of hydrocarbon reservoirs [10]. Although NMR was not used in the oil fields until much later, the research on NMR for well logging started as early as 1948. With the development of logging tools, especially the invention of the inside-out configuration of a strong permanent magnet [57], and the improvement of measurement techniques, NMR became a successful commercial tool for well logging starting in the 1980s. From the measured relaxation time, diffusion constant, and other parameters, a great deal of information about the formation being explored can be obtained. This
includes, but not limited to, porosity (the fraction of fluid in the rock), the types of fluids (brine or hydrocarbon, light or heavy oils), pore size distribution, and fluid properties such as viscosity, permeability, etc. [9, 10].

Let us look at a particular example of how NMR data are used in characterizing physical properties of a fluid. The $T_2$ distribution has a close relationship to many parameters that characterize the formation. In a water-saturated rock, the larger $T_2$ is the larger the pore size is. Bigger pores contain free water, middle-size pores contain capillary-bound water, and smaller pores contain clay-bound water. In addition, $T_2$ is approximately proportional to molecular weight, so it can be used to qualitatively characterize heavy and light oil [58].

Relaxation and diffusion constants are two of the most frequently measured quantities in NMR well logging. Both quantities can be measured using the CPMG sequence [59]. Our goal in this chapter is to design refocusing and excitation pulses that improve SNR in highly inhomogeneous field, i.e., when the dispersion in the Larmor offsets is much bigger than the amplitude of the rf. irradiation. This is often the case in NMR well logging.

5.2 CPMG sequence

The Carr-Purcell-Meiboom-Gill (CPMG) sequence is one of the most important sequences used to generate spin echoes. It was first developed by Carr and Purcell [60] and later was modified by Meiboom and Gill [61] both in the 1950s. Despite its long history, the sequence is still used today in a variety of applications ranging from magnetometry[62], quantum information processing [15] to well logging [63].
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Figure 5.1: (a) Illustration of the CPMG sequence. $t_E$ is the echo spacing. $t_p$ is the length of the refocusing pulse. For a rectangular pulse, $t_p = \frac{1}{2A}$, where $A$ is the rf. amplitude measured in Hz. $\tau$ indicates a free precession period.(b) The echo peaks decay exponentially with time constant $T_2$ caused by the spin-spin relaxation.

The CPMG sequence consists of an initial excitation pulse $90^\circ_X$ that brings the longitudinal magnetization to the transverse plane, and a train of $180^\circ$ pulses that are equally spaced and phase shifted by $90^\circ$ compared to the excitation pulse, i.e. $180^\circ_Y$ in this case. A schematic illustration of the CPMG sequence is shown in Fig. 5.1(a).

After the initial excitation pulses, all spins are aligned along the $y$ direction. During the first free precession period, spin isochromats of slightly different precession frequencies move with different speed and therefore are separated from one another. The $180^\circ$ pulse flips them along the $y$ axis making the faster one closer to the start line and the slower ones further away from the start line, hence after the second free precession period equal in length to the first one, all isochromats are brought back to
the same point creating an echo. This process is repeated many times giving rise to a train of echoes. The refocusing pulses which are $90^\circ$ phase shifted to the excitation pulse have an additional advantage. This phase shift makes the sequence more robust against pulse length errors because the errors do not accumulate from one echo to the next.

While the refocusing pulses in the CPMG sequence correct for the dephasing of the isochoromats due to field inhomogeneity, they do not correct for the decoherence due to spin-spin interaction. The echo peaks do not maintain a constant height but instead experience an exponential decay as shown in Fig. 5.1(b). The time constant of this decay is the spin-spin relaxation constant $T_2$.

Ideally, the pulses are instantaneous pulses that have infinite excitation and refocusing bandwidths (BW). In practice, however, the rf. amplitudes are always limited due to various constraints imposed on the system. The effective bandwidth for a pulse of finite amplitude is approximately its amplitude. In very inhomogeneous field, this places a severe limit on the number of spins that can be excited or refocused, thereby limiting the signal-to-noise ratio (SNR). We will refer to a constant amplitude pulse as a rectangular pulse, for example a rectangular $180^\circ$ pulse of amplitude $A$ Hz would have duration $\frac{1}{2A}$ s. Currently, rectangular pulses are still the standard in most well logging tools. Our goal here is to design excitation and refocusing pulses that replace the rectangular $90^\circ$ and $180^\circ$ pulses to significantly improve the SNR in very inhomogeneous fields. We impose an upper limit on the rf. amplitude in the design of the pulses, as often the case in well logging and many other NMR applications.
5.3 Challenges in improving signal-to-noise ratio

In most measurements, a high SNR is always desirable. It is even more so in well logging. The logging tools have to penetrate a depth exceeding 10 kilometers underground under harsh conditions (high temperature up to 175° C, high pressure around 140 MPa) [9, 10]. This makes drilling and the operation in the bore hole extremely costly. Measurements can be taken while drilling in the so-called logging while drilling technique, or taken after a drill has been completed. In either cases, increasing the SNR by not increasing the measurement time and power will be attractive and beneficial.

NMR in the context of well logging is markedly different from that in high field NMR spectroscopy or MRI. The sample to be probed is outside the magnet resulting in grossly inhomogeneous Larmor frequency offsets. The magnet used in the borehole is a permanent magnet whose field usually does not exceeds 500 G. Nevertheless, the inhomogeneity in the Larmor frequency offsets is still at least an order of magnitude larger than the rf. amplitude. The only compensation for all the harsh conditions we have to deal with is that the sample here, which is the volume of the earth formation under the irradiation of the magnetic field, is large. Effectively, we have an infinite-bandwidth sample at our disposal. Since the goal is to improve SNR, it is not essential to completely excite and refocus all spins in a given bandwidth but rather excite and refocus spins in as large a bandwidth as possible.

Another important point in our problem is that the pulses should have short durations. Since the relaxation times can be from sub-milliseconds to several seconds, the echo spacing should be kept short in order to capture a wide range of relaxation
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times. Short pulses also result in a large number of echoes, which can go up to several thousand per measurement. Averaging adjacent echoes is another way to improve the SNR. Since the refocusing pulse is to be repeated many times, it is essential to keep this pulse short. Surprisingly, we were able to find refocusing pulses as short as the rectangular \( \pi \) pulse that have the potential to triple the SNR.

We will first describe the spin dynamics in grossly homogeneous fields, outline the method used to look for the pulses, and finally present the findings of the refocusing pulses and the excitation pulses.

5.4 Spin dynamics in inhomogeneous fields

The Hamiltonian for a system of spins in the rotating frame consists of the natural Hamiltonian and the rf. Hamiltonian

\[
H(t) = \Delta \omega_0 I_z + \omega_1(t)(\cos(\phi(t))I_x + \sin(\phi(t))I_y)
\]

\[
= \Delta \omega_0 I_z + u(t)I_x + v(t)I_y.
\] (5.1)

where \( \omega_1(t) = \gamma B_1(t) \) is the rf amplitude, \( \Delta \omega_0 \) is the Larmor offsets. The rf. pulse can be specified by its amplitude \( \omega_1(t) \) and phase \( \phi(t) \) or by its \( x \) and \( y \) components: \( u(t) \) and \( v(t) \). Coupling can be ignored in this case so the Bloch equation is conveniently used to describe the evolution of the magnetization. Relaxation will be taken into account at the last step by multiplying the signal by a decaying exponential.

This Hamiltonian can be used to advance the spin ensembles in time by brute force calculation. However, when the Larmor field is inhomogeneous enough, the calculation can be greatly simplified. In this case, the echoes go through some transient states and quickly approach an asymptotic form. The decay in the observed echo
amplitude is purely due to relaxation. Below we summarize the spin dynamics that was discussed in detail in Ref. [64].

Let \( \vec{M}(0^+)(\Delta \omega_0, \omega_1) \) be the magnetization after the initial excitation pulse. Denote \( \hat{n}(\Delta \omega_0, \omega_1) \) the axis and \( \theta(\Delta \omega_0, \omega_1) \) the angle of the effective rotation that describes the evolution from one echo to the next. This evolution consists of two periods of free precession sandwiched by a period of evolution under the effect of the refocusing pulse denoted as the rotation \( R(\theta, \hat{n}) \) shown in Fig. 5.1(a). Note that the analysis here is complete general and is independent of the exact implementation of the 180\(^\circ\) pulse. It is also important to note that here we assume the echo spacing \( t_E \) is much shorter compared to \( T_2 \) and is short enough such that diffusion is negligible. We will omit the decay rate \( e^{-t/T_2} \) until the final result.

To facilitate the analysis, we break the initial magnetization into two components, one parallel to the axis of rotation, and one perpendicular to the axis of rotation in the plane spanned by the two vectors. Under the effect of a rotation, the first one remains “locked” along the axis of rotation while the latter rotates by the corresponding angle and can be further broken into two components perpendicular to each other. The magnetization at the center of the \( k^{th} \) echo can be written as

\[
\vec{M}(k)(\Delta \omega_0, \omega_1) = (R(\theta, \hat{n}))^k \vec{M}(0^+)
= R(k\theta, \hat{n})\vec{M}(0^+)
= (\hat{n} \cdot \vec{M}(0^+))\hat{n} + (\vec{M}(0^+ - \hat{n} \cdot \vec{M}(0^+))) \cos(k\theta) + (\hat{n} \times \vec{M}(0^+)) \sin(k\theta)
\]

The total magnetization is calculated by summing over the contributions from all the spins. When the field is inhomogeneous enough such that we have a fairly large
dispersion of the angle $\theta$, the last two terms are oscillatory and sum up to zero for sufficiently large $k$. They only contribute to the initial transient behavior. For our applications, when the bandwidth of the frequency offsets is more than 10 times the rf. amplitude, this approximation holds. The asymptotic magnetization is solely due to the first term

$$\vec{M}_{asy}(\Delta \omega_0, \omega_1) = (\hat{n} \cdot \vec{M}(0^+))\hat{n}$$  \hspace{1cm} (5.3)

Denote

$$M_\perp = M_{asy}(x) + iM_{asy}(y)$$
$$\hat{n}_\perp = \hat{n}_x + i\hat{n}_y$$  \hspace{1cm} (5.4)

we have

$$\vec{M}_\perp = (\hat{n} \cdot \vec{M}(0^+))\hat{n}_\perp.$$  \hspace{1cm} (5.5)

During the free precession periods, under the effect of the Larmor frequency offset, the two components of the transverse magnetization evolve as

$$M_{asy}(x) \rightarrow M_{asy}(x) \cos(\Delta \omega_0 t) + M_{asy}(y) \sin(\Delta \omega_0 t),$$
$$M_{asy}(y) \rightarrow M_{asy}(y) \cos(\Delta \omega_0 t) - M_{asy}(x) \sin(\Delta \omega_0 t),$$  \hspace{1cm} (5.6)

i.e. during this period, $M_\perp$ acquires a phase of $e^{-i\Delta \omega_0 t}$.

If we integrate the magnetization over the distribution of the rf. inhomogeneity and Larmor offsets, we obtain the asymptotic echo in the time domain $m_{asy}(t)$. In other words, $m_{asy}(t)$ and $M_\perp$ are a Fourier transform pair.

$$m_{asy}(t) = \int \int d\Delta \omega_0 \omega_1 f(\Delta \omega_0, \omega_1) e^{-i\Delta \omega_0 t}(\hat{n} \cdot \vec{M}(0^+))\hat{n}_\perp,$$  \hspace{1cm} (5.7)

where $f(\Delta \omega_0, \Delta \omega_1)$ is the field distribution.
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It should be emphasized again that we can discard the transients since as shown in experiment, the echo shape approaches the asymptotic form given by Eq.(5.7) very quickly, usually after the first three echoes.

Assume that the noise has a constant power spectral density and assume that a matched filter is used, the signal power to noise ratio is

$$SNR = \frac{\int_{-T/2}^{T/2} dt m_{asy}(t)m_{asy}^*(t)}{N_o^2}$$

(5.8)

where $T$ is the acquisition time and $N_o^2$ is the noise power. We will drop the constant $N_o^2$ from now on for convenience.

In principle, we can optimize the SNR directly by maximizing the value of this integral. However, evaluating this integral repeatedly at each step of an optimization algorithm is very inefficient. Thus, we desire a means of either approximating the integral or optimizing another metric that closely relates to SNR.

5.5 Method of optimizing SNR

According to the Parseval’s theorem, for $T \rightarrow \infty$, the power in the time domain is equal to the power in the frequency domain. Ignoring the normalization factor of $\frac{1}{4\pi}$ we have

$$SNR(\infty) = \int \int d\Delta \omega_o d\omega_1 |f(\Delta \omega_o, \omega_1)|^2[(\hat{n} \cdot \vec{M}(0^+))^2\hat{n}_x^2 + (\hat{n} \cdot \vec{M}(0^+))^2\hat{n}_y^2]$$

(5.9)

In addition, assume a perfect 90° excitation pulse so that $\vec{M}(0^+) = (0, 1, 0)$, we obtain $M_{asy}(x) = \hat{n}_x\hat{n}_y$, and $M_{asy}(y) = \hat{n}_y^2$. With the goal of maximizing the in phase component in the $y$ direction, we wish to maximize

$$SNR^*(\infty) = \int \int d\Delta \omega_o d\omega_1 f^2(\Delta \omega_o, \omega_1)\hat{n}_y^4$$

(5.10)
Furthermore, for simplicity, let us assume a uniform distribution of the Larmor offsets $\Delta \omega_0$ and no RF inhomogeneity, the quantity to be maximized is

$$
\tilde{\Phi}' = \sum_{\Delta \omega_0} \hat{n}_y^4(\Delta \omega_0) \quad (5.11)
$$

The number of parameters involved in the optimization of $\tilde{\Phi}'$ is very large and the function is highly non convex, i.e. we can easily get stuck to a local minimum. Towards this end, the GRAPE algorithm [65] proves to be a very efficient and successful method. It requires calculating analytically the gradient of the function that needs to be optimized and uses the result to update the direction in the search space in which we have to move in each step of the optimization process. We will now proceed to calculate the gradient of $\hat{n}_y$.

The unitary operator that performs a counter clockwise rotation of angle $\theta$ around an axis $\hat{n}$, where $\hat{n}$ is a unit vector, has the form

$$
U(\theta, \hat{n}) = e^{-i\frac{\theta}{2} \hat{n} \cdot \sigma} \quad (5.12)
$$

Given $U$, one can determine $\hat{n}$ up to a sign. To avoid ambiguity, we impose the constraint $\hat{n}_y \geq 0$.

The Hamiltonian of the spin system is

$$
H(t) = H_0 + \sum_{k=1}^{m} u_k(t) H_k \quad (5.13)
$$

where $H_0$ is the natural Hamiltonian, which in our case is $-\Delta \omega_0 I_z$. $H_k$ represents the control Hamiltonians, which are $I_x$ and $I_y$.

Denote the evolution due to free precession as $U_0$. If we discretize the controls in N small time steps and assume that the controls are constant in each time step $\Delta t$, ...
then

\[ U = U_0 U_N \ldots U_j \ldots U_1 U_0, \quad (5.14) \]

where \( U_j = \exp(-i\Delta t(H_0 + \sum_{k=1}^{m} u_k(j)H_k)). \)

If we perturb the control \( u_k(j) \) by a small amount \( \delta u_k(j) \), the resulting small change in \( U_j \) to first order in \( \delta u_k(j) \) is

\[ \delta U_j = -i\Delta tH_k U_j \delta u_k(j) \quad (5.15) \]

The proof to the above equation is given at the end of this section.

Therefore, to first order, the change in the total unitary operator is

\[ \delta U = U_0 U_N \ldots (-i\Delta t)H_k U_j \ldots U_1 U_0 \delta u_k(j) \]

\[ = \tilde{U} \delta u_k(j) \quad (5.16) \]

We can write \( U \) in the explicit matrix representation that involves the Pauli matrices:

\[
U = e^{-i\frac{\hat{n} \cdot \sigma}{2}} \\
= I \cos(\frac{\theta}{2}) + i \sin(\frac{\theta}{2}) \hat{n} \cdot \sigma \\
= \begin{bmatrix}
\cos(\frac{\theta}{2}) + i \sin(\frac{\theta}{2}) \hat{n}_z & \sin(\frac{\theta}{2}) \hat{n}_y - i \sin(\frac{\theta}{2}) \hat{n}_x \\
-\sin(\frac{\theta}{2}) \hat{n}_y - i \sin(\frac{\theta}{2}) \hat{n}_x & \cos(\frac{\theta}{2}) - i \sin(\frac{\theta}{2}) \hat{n}_z
\end{bmatrix}.
\quad (5.17)
\]

Hence, \( \hat{n}_y \) can easily be found from \( U \). Also taking into account the constraint that \( \hat{n}_y \geq 0 \), we have

\[ \hat{n}_y = \sqrt{\frac{\Re^2(U_{12})}{1 - \Re^2(U_{11})}} \quad (5.18) \]
Finally, the increment of $\dot{n}_y$ due to a small change in $U$ is

$$
\delta \dot{n}_y = \frac{1}{2} \frac{\Re^2(U_{12})}{1 - \Re^2(U_{11})} \left( \frac{2 \Re(U_{12})\delta \Re(U_{12})(1 - \Re^2(U_{11})) + 2 \Re(U_{11})\delta \Re(U_{11})\Re^2(U_{12})}{(1 - \Re^2(U_{11}))^2} \right)
$$

(5.19)

From Eqs. (5.16) and (5.19) we can find $\delta \dot{n}_y$ in terms of $\delta u_k(j)$

$$
\frac{\delta \dot{n}_y}{\delta u_k(j)} = \frac{1}{2 \dot{n}_y} \left( \frac{2 \Re(U_{12})(1 - \Re^2(U_{11}))\Re(\tilde{U}_{12}) + 2 \Re(U_{11})\Re^2(U_{12})\Re(\tilde{U}_{11})}{(1 - \Re^2(U_{11}))^2} \right)
$$

(5.20)

This is the analytical expression for the derivative of $\dot{n}_y$ with respect to the controls, to the first order. We can then numerically optimize any function of $\dot{n}_y$ using conjugate gradient instead of gradient descent for faster convergence.

The effective axis and angle of rotation is calculated step by step. Two consecutive rotation around axis $\dot{n}_1$ with angle $\theta_1$ and axis $\dot{n}_2$ with angle $\theta_2$ result in a rotation around axis $\dot{n}_{12}$ with angle $\theta_{12}$ that can be calculated using the quaternion representation of rotation [66]

$$
\cos \left( \frac{\theta_{12}}{2} \right) = \cos \left( \frac{\theta_1}{2} \right) \cos \left( \frac{\theta_2}{2} \right) - \sin \left( \frac{\theta_1}{2} \right) \sin \left( \frac{\theta_2}{2} \right) \dot{n}_1 \cdot \dot{n}_2,
\sin \left( \frac{\theta_{12}}{2} \right) \dot{n}_{12} = \sin \left( \frac{\theta_1}{2} \right) \cos \left( \frac{\theta_2}{2} \right) \dot{n}_1 + \cos \left( \frac{\theta_1}{2} \right) \sin \left( \frac{\theta_2}{2} \right) \dot{n}_2
$$

(5.21)

Proof of Eq. 5.15

Let $\tilde{H} = H_o + \sum_{k=1}^{m} u_k(j)H_k$. The corresponding unitary evolution and its infinitesimal increment are

$$
U_j = \exp(-i\Delta t\tilde{H})
$$

(5.22)

$$
\delta U_j = \exp(-i\Delta t\tilde{H} - i\Delta t\delta u_k(j)H_k) - \exp(-i\Delta t\tilde{H})
$$
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First, notice that if \( A \) is a time independent matrix, the solution to the vector differential equation

\[
\frac{d}{dt} X(t) = AX(t) + B(t)
\]  

(5.23)

is given by

\[
X(t) = e^{At} X(0) + \int_0^t e^{-A\tau} B(\tau) d\tau
\]  

(5.24)

Now we wish to find the following quantity

\[
(\frac{d}{dx} e^{A+Bx}) \bigg|_{x=0}
\]  

(5.25)

In order to do so, we introduce the scalar parameter \( \lambda \) and the function

\[
g(x, \lambda) = \frac{d}{dx} e^{\lambda(A+Bx)}.
\]  

(5.26)

Denote \( f(\lambda) \) the value of \( g(x, \lambda) \) evaluated at \( x = 0 \), we have

\[
f(\lambda) = \left( \frac{d}{dx} e^{\lambda(A+Bx)} \right) \bigg|_{x=0}
\]  

(5.27)

Notice that the quantity of interest is just \( f(1) \).

Taking the derivative of \( f \) with respect to \( \lambda \) we have

\[
\frac{df}{d\lambda} = \left( \frac{d}{dx} [(A + Bx)e^{\lambda(A+Bx)}] \right) \bigg|_{x=0}
\]  

\[
= \left( Be^{\lambda(A+Bx)} + (A + Bx) \frac{d}{dx} e^{\lambda(A+Bx)} \right) \bigg|_{x=0}
\]  

(5.28)

\[
= Be^{\lambda A} + Af(\lambda)
\]

We already know how to solve this equation for \( f \). Using Eq. 5.24 we have

\[
f(\lambda) = e^{A\lambda} f(0) + e^{A\lambda} \int_0^\tau e^{-A\tau} Be^{A\tau} d\tau
\]  

(5.29)
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Notice that \( f(0) = 0 \) and with the appropriate change of variable, we can rewrite the above expression as

\[
\left( \frac{d}{dx} e^{\lambda(A+Bx)} \right) |_{x=0} = \left( \int_{0}^{\lambda} e^{A\tau} B e^{-A\tau} d\tau \right) e^{\lambda A} \tag{5.30}
\]

Therefore,

\[
\left( \frac{d}{dx} e^{A+Bx} \right) |_{x=0} = \left( \int_{0}^{1} e^{A\tau} B e^{-A\tau} d\tau \right) e^{A} \tag{5.31}
\]

In order to simplify the RHS of (5.22), it is actually more convenient to use Eq.(5.29) with \( \lambda = \Delta t \). To first order in \( \delta u_k(j) \)

\[
\delta U_j = \left( \int_{0}^{\Delta t} e^{-i\tilde{H}\tau}(-iH_k)e^{i\tilde{H}\tau} d\tau \right) U_j \delta u_k(j). \tag{5.32}
\]

For small enough \( \Delta t, \Delta t \ll |\tilde{H}|^{-1} \), the above expression further simplifies to

\[
\delta U_j = -i\Delta tH_k U_j \delta u_k(j). \tag{5.33}
\]

5.6 Short refocusing pulses

5.6.1 Short Symmetric Phase Alternating pulses

We first limit ourselves to a perfect excitation pulse that brings all the magnetization to the \( y \) axis and search for a refocusing pulse that has the same length as that of a rectangular \( 180^\circ \), i.e. \( t_p = t_{180} \). It is surprising that there exist pulses of such a short duration that are capable of greatly improving the SNR of the echoes. They all have the form \( \alpha_{-y} \beta_{+y} \alpha_{-y} \). It turned out that pulses of this form were called Symmetric Phase Alternating (SPA) that were studied in Ref. [67]. However, they were studied in the context of designing a perfect rotation over a certain bandwidth.
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centered at the resonance frequency. In particular, the paper demonstrated that the pulse \(60^\circ_x 360^\circ_x 60^\circ_x\) acts as a \(\pi\) refocusing pulse over a wider bandwidth than the standard \(\pi\) pulse. Nevertheless this pulse is more than twice as long as \(t_{180}\) and does not provide a significant increase in SNR. In fact, perfect rotation has always been the goal a large body of literature on 180° pulses. Our pulses are distinctive from the above mentioned ones because they do not provide perfect rotation near resonance but instead sacrifice the performance near resonance to refocus more spins off resonance. The total number of spins that are refocused is increased leading to an increase in SNR.

In this section, we analyze the performance of short SPA pulses of the form \(\alpha - y \beta y \alpha - y\). Let us consider the following three specific implementations of the SPA pulses

- SPA -1.0 \(\{\alpha, \beta\} \approx \{0.14\pi, 0.72\pi\}\)
- SPA -1.3 \(\{\alpha, \beta\} \approx \{0.2\pi, 0.9\pi\}\)
- SPA -1.9 \(\{\alpha, \beta\} \approx \{0.3\pi, 1.3\pi\}\)

The standard refocusing pulse corresponds to the configuration \(\alpha = 0, \beta = \pi\). The number next to SPA indicates the total length of the pulse in unit of \(t_{180}\), which is the length of the standard hard pulse.

Figure 5.2 shows the pulse profiles. All SPA pulses use the same rf. amplitude as that of the standard pulse. Compared to the standard pulse, the new pulses are of equal length or not much longer. Therefore, they introduce either no or little penalty with regards to power or the ability to measure short relaxation times.
Figure 5.2: Profile of an SPA pulse. A is the nominal rf amplitude. The pulse has constant amplitude and alternating phases $-y$ and $y$. A rectangular hard pulse corresponds to $\alpha = 0, \beta = \pi$.

Apart from these specific values, there are many other combinations of $\alpha$ and $\beta$ that can be used. Combinations that give improved SNR compared to the standard pulse are indicated by the red colors in Fig 5.3.

Ideally, a good refocusing pulse displays $n_y^2 = 1$ over a very large region of the $(\Delta\omega_0, \omega_1)$ space. Figure 5.4 shows the distribution of $\hat{n}_y^2$ for the new pulses and the standard pulse. The spacing between the application of two consecutive refocusing pulses is chosen to be equal to $6t_{180}$. As shown in the figure, compared to the standard pulse, the in phase magnetization for the new pulses is bigger in a larger region of field inhomogeneities. At the nominal rf. frequency, it is clear that the new pulses can focus more spins far off resonance. In particular, the performance of SPA-1.0 is inferior in the close vicinity of resonance, but this is more than compensated for by the performance off-resonance.

Next, we examine the asymptotic echo shapes and the SNR of the new pulses. Figure 5.5 shows the echo shape $m(\omega_1, t)$ for different values of $\omega_1$. The echo peaks for the new pulses are constantly high compared to that of the standard pulse. In
Figure 5.3: $\sum \hat{n}_y^2$ for different combinations of $\alpha$ and $\beta$. The color bar shows improving performance in the upward direction.
Figure 5.4: $\hat{n}_y^2$ over the field inhomogeneities for different pulses. The echo spacing is $t_E = 6t_{180} + t_p$, where $t_p$ is the corresponding pulse duration. $A$ is the nominal rf. amplitude.
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Figure 5.5: The asymptotic echo shape for different pulses with rf. inhomogeneity assuming a perfect initial 90° pulse. A is the nominal rf. amplitude

In particular, the peak for SPA-1.0 increases as the rf. amplitude increases.

Now assume a uniform distribution for the rf. inhomogeneity. We calculate the SNR for all for pulses and normalize it with respect to the SNR for the hard pulse at the nominal rf. amplitude. The result is shown in Fig. 5.6. The SNR stays constantly high for the new pulses in the presence of large rf. inhomogeneity. In particular, SPA-1.0 is less sensitive to rf. inhomogeneity than the hard pulse. At 90% rf. inhomogeneity, the hard pulse looses half of the nominal value, while the SPA
Figure 5.6: SNR in the presence of rf inhomogeneity. SNR normalized to the SNR of the standard refocusing pulse at the nominal rf amplitude $A$. A perfect $90^\circ$ excitation pulse is assumed. The SPA pulses are clearly less sensitive to mis calibration of rf. amplitude than the standard $180^\circ$ pulse. The acquisition window is $t_p + 6t_{180}$, where $t_p$ is the pulse length.

Table 5.1 summarizes the performance of the SPA pulses at the nominal rf. amplitude with the assumption of a strong $90^\circ_X$ excitation pulse. This excitation pulse tips all spins from the $z$ axis to the $y$ axis. That means the only limiting factor to the SNR is the refocusing ability of the refocusing pulse. Obviously, the SPA pulses can potentially yield much higher SNR than what the hard pulse can possibly achieve thanks to their ability to refocus more spins outside the reach of the standard $180^\circ$
Table 5.1: SNR of the standard refocusing pulse and SPA pulses with a perfect 90° excitation pulse. The SNR is normalized with respect to the SNR for the hard 180° pulse with a perfect 90° excitation pulse. We assume nominal rf amplitude for all these calculations. The acquisition window is $t_p + 6t_{180}$, where $t_p$ is the pulse length.

<table>
<thead>
<tr>
<th>Pulse name</th>
<th>Normalized SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard 180° pulse</td>
<td>1.00</td>
</tr>
<tr>
<td>SPA-1.0</td>
<td>1.80</td>
</tr>
<tr>
<td>SPA-1.3</td>
<td>2.05</td>
</tr>
<tr>
<td>SPA-1.9</td>
<td>2.19</td>
</tr>
</tbody>
</table>

The simulations for these three pulses show that SPA pulses possess similar characteristics. While SPA pulses of various lengths can be useful for different applications, we are here most interested in $SPA − 1.0$ because it has the same duration as that of the standard $\pi$ pulse.

### 5.6.2 Experimental verification

Several experiments were conducted to confirm the performance of the new refocusing pulse $SPA − 1.0$ and they yield excellent agreement with the simulation. From now on, we will refer to this pulse simply by $SPA$.

**Asymptotic magnetization and asymptotic echo shape**

We first measure the asymptotic magnetization and asymptotic echo shape. The results reported here are from experiments conducted using a Bruker Avance-II spectrometer. The superconducting magnet (Oxford) was set up at 1 T, that is 42.57 MHz proton frequency. The sample was placed inside a cylindrical tube with diameter 5 mm and length 15 cm. The tube in turn was centered within an imaging probe with
inner diameter 12 cm that was placed parallel to the bore of the magnet. A gradient
coil along z direction was turned on to create a uniformly distributed frequency off-
sets. The gradient strength was chosen to be small $g = 1G/cm$ to minimize diffusion
effect. An rf field of low power level $A = 1 kHz$ was chosen. With this value of $A$, the
length of a nominal $\pi$ pulse is $t_{180} = 500\mu s$, which is also the length of $SPA - 1.0$.
The echo spacing is $t_E = 6.5 ms$, which is $13t_{180}$. This echo spacing is long enough to
ensure that we can capture the entire echo shape and at the same time short enough
to safely neglect the effects of diffusion. As a double check, the characteristic length
of the refocused region was $\omega_1/(\gamma g) = 2.3 mm$, which is much shorter than the length
of the sample. As seen in the simulations, significant contribution to the SNR comes
from spins as far as $\pm 20\omega_1$.

Fig 5.7 shows the asymptotic echo shape. In the first case, both standard $90^\circ$
excitation and $180^\circ$ refocusing pulses are used. Both have finite bandwidths that
limit the total number of spins that are irradiated. When the standard $90^\circ$ is then
replaced by a strong $90^\circ$ that is 10 times higher in amplitude and subsequently 10
times shorter in duration, there is an obvious increase in the echo peak, which means
the total magnetization is increased. This shows that the standard $180^\circ$ is capable
of refocusing spins over a wider bandwidth than the excitation bandwidth of the
standard $90^\circ$. With the use of the strong $90^\circ$, the limiting factor is now the refocusing
pulse. Replacing the standard $180^\circ$ by the $SPA$ pulse provides another boost to the
SNR.

Fig 5.8 shows the asymptotic magnetization. Again, experiment agrees very well
with simulation. It is clear that the $SPA$ refocusing pulse does not refocus spins
Figure 5.7: Asymptotic echo shapes produced by different excitation and refocusing pulses. The left figure shows the result obtained by simulation, while the right one shows the experimental results. The peak amplitude for each echo is normalized with respect to that of the standard CPMG sequence. The sample was dionized (DI) water with transverse relaxation time $T_2 = 1.9$ s. $\tau_{180} = 500\mu$s. The echo spacing was 6.5 ms. The acquisition time for each echo was 3.07 ms long. Data taken with permission from the co-authors in [1] close to resonance as well as the standard 180° pulse. However, this is more than compensated by the large number of spins refocused far from resonance, as shown in the big side lopes in the corresponding spectrum.

**Relaxation measurement with a practical excitation pulse**

Until now, we have ignored the effect of relaxation. Relaxation causes a decay in the amplitudes of the echoes over time. In the simplest case where both the 90° excitation and 180° excitation pulses are instantaneous pulses that excite and refocus all spins, then the magnetization is always on the traverse plane and the echo peaks decay exponentially with time constant $T_2$. However, when the pulses are not perfect, there is magnetization in the longitudinal direction that can contribute to the echoes, an effect called indirect echo. As a consequence, the decay rate is a function of both
Figure 5.8: Asymptotic magnetization, the $y$ component of $\vec{M}_{\text{asy}}$, produced by different excitation and refocusing pulses. The left figure shows the results obtained by simulation, while the right one shows the experimental results. The sample was deionized (DI) water with transverse relaxation time $T_2 = 1.9$ sec. $T_{180} = 500 \mu$s. The echo spacing was 6.5 ms. The acquisition time for each echo was 3.07 ms long. Data taken with permission from the co-authors in [1]

$T_1$ and $T_2$.

This decay has time constant $T_{2,\text{eff}}$ is a weighted sum of $T_1$ and $T_2$ according to the following equation [64]

$$\frac{1}{T_{2,\text{eff}}} = \frac{\langle \hat{n}_y^2 \rangle}{T_2} + \frac{\langle \hat{n}_z^2 \rangle}{T_1}$$

(5.34)

where $\langle \hat{n}_y^2 \rangle$ and $\langle \hat{n}_z^2 \rangle$ are the average of the square of the transverse and longitudinal components of $\hat{n}$. Since $\langle \hat{n}_y^2 \rangle + \langle \hat{n}_z^2 \rangle = 1$ in the simple case $T_1 = T_2$ we have $T_{2,\text{eff}} = T_1$ and the decay is independent of what pulse sequences are used. On the other hand, when $T_1 \neq T_2$, we need to calculate $\langle \hat{n}_y^2 \rangle$ and $\langle \hat{n}_z^2 \rangle$ from the refocusing pulses used in order to find out the value of $T_{2,\text{eff}}$.

$$\langle \hat{n}_y^2 \rangle = \frac{\int \int d\Delta \omega_0 d\omega_1 f(\Delta \omega_0, \omega_1) F(\Delta \omega_0) \hat{M}_{\text{asy}}(y)}{\int \int d\Delta \omega_0 d\omega_1 f(\Delta \omega_0, \omega_1) F(\Delta \omega_0) \hat{M}_{\text{asy}}(y)}$$

(5.35)
Figure 5.9: Measured echo amplitudes of (a) NiCl solution with $T_1 = T_2$ and (b) skim milk with $T_1 > T_2$. The echo amplitudes are normalized with respect to the amplitudes extrapolated to $t = 0$. Data taken with permission from the coauthors in Ref. [2].

where $f(\Delta \omega_o, \omega_1)$ is the field distribution and $F(\Delta \omega_o)$ is the frequency response of the filter. Here the field distribution is uniform and the filter used is a matched filter.

In this experiment, we use a practical excitation pulse that has the same amplitude as that of the SPA pulse and duration $6.1698t_{180}$. This pulse is called $PA_1$ and is discussed in detail in Ref. [2]. Two sets of measurement were conducted. One uses the standard $90^\circ$ as the excitation pulse and the standard $180^\circ$ as the refocusing pulse. The other uses $PA_1$ as the excitation pulse and $SPA - 1.0$ as the refocusing pulse.

We first performed measurements on a sample of water doped with NiCl that has $T_1 = T_2$. $T_{2,\text{eff}}$ was measured to be $106 \pm 1$ ms for both pairs of excitation and refocusing pulses. This result is close enough to the value of $T_1 = 111$ ms measured by an inversion-recovery scheme. The results are shown in Fig. 5.9(a).

Next, we use skim milk as a sample. This sample is known to have $T_1 > T_2$. The
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Pair PA1 – SPA yields a larger $T_{2,\text{eff}}$ meaning that the echoes decay at a slower rate compared to the case when rectangular 90$^\circ$ and 180$^\circ$ are used. The results are shown in Fig. 5.9(b). Using $T_1 = 1.51$ s and the values of $\langle \hat{n}_z^2 \rangle$ calculated for each pair of pulses we obtained similar results for $T_2$: 179.2 ms for the PA1 – SPA and 179.8 ms for the rectangular 90$^\circ$ and 180$^\circ$ pair.

5.6.3 Summary

In summary, we have described a class of new refocusing pulses named SPA that have the form $\alpha_{-y}\beta y\alpha_{-y}$. The key difference of these pulses compared to traditional refocusing pulses is that they do not perform well near resonance but this is more than compensated for by the performance far off resonance. In applications where the fields are highly inhomogeneous, the new SPA pulses outperform the standard refocusing pulses in all aspects. They are able to focus spins over a thicker slice and stay less insensitive to rf inhomogeneity. In particular SPA – 1.0 which is $27^\circ_{-y}146^\circ_{y}27^\circ_{-y}$ does not consume any more power than the standard refocusing pulse but has the potential to nearly double the SNR of the echoes.

5.7 Excitation pulse

In this section we discuss the excitation pulses that exploit the full potential of the SPA refocusing pulse. Unlike the refocusing pulse, the excitation pulse is only used once in the CPMG sequence so we can relax the constraint on the pulse length since the increase in power is only minimal. Nevertheless, shorter excitation pulse are desirable in order to capture short relaxation times. We also limit the maximum rf.
amplitude to that of the refocusing pulse.

A rectangular $90^\circ$ excitation is guaranteed to produce a bad performance as shown previously. Many previous works have successfully generated excitation pulses with wide bandwidths under limited rf. amplitude [68, 69, 70]. For example, in [69] a phase-modulated excitation pulse of length $20t_{180}$ can transfer longitudinal magnetization to the $y$ axis with less than 1% errors over a bandwidth of $\pm 2.5\omega_1$. Nevertheless, this pulse does not increase the SNR significantly when using with the SPA refocusing pulse because the latter has refocusing regions extending over $\pm 10\omega_1$. The excitation pulse $PA1$ in Ref. [2] is shorter, only $6.2t_{180}$, and also has a BW of $\pm 2.5\omega_1$ although with smaller fidelity. $PA1$ produces a higher SNR because it is tailored to the SPA pulse and not the perfect excitation profile near resonance. Nevertheless, it is still suboptimal because it only tries to bring the initial magnetization to the $y$ axis. As shown in Eq. 5.3, since $|\hat{n} \cdot \vec{M}(0+)| \leq 1$, for a given refocusing pulse, making $\hat{n}(\Delta\omega_0, \omega_1)$ and $\vec{M}(0+)(\Delta\omega_0, \omega_1)$ collinear is key to further improve SNR. $\hat{n}$ for an instantaneous refocusing pulse points along the $y$ direction, but in general has both the transverse and longitudinal components. Therefore the full potential of the SPA pulse will be realized with an excitation pulse that can tip each spin to a position that matches the axis of rotation of the refocusing cycle corresponding to the same frequency offset. We named such a pulse $AMEX$. Table 5.2 shows the performance of the standard and the SPA refocusing pulses in conjunction with different excitation pulses. The perfect $90^\circ$ is infinitely narrow. The perfect $AMEX$ pulse brings all the spins to their corresponding axes of refocusing cycles.

Here we assume no dispersion in the rf. amplitude $\omega_1$ and a uniformly distribution
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Table 5.2: The table shows the SNR obtained by using different pairs of excitation and refocusing pulses. All SNRs are normalized with respect to the SNR obtained by using the standard excitation and refocusing pulse. The perfect 90° brings all magnetization to the y axis. The perfect AMEX brings all magnetization to the corresponding axes of the refocusing cycle.

<table>
<thead>
<tr>
<th>Pulse name</th>
<th>Standard 180° pulse</th>
<th>SPA − 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard 90°</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>Perfect 90°</td>
<td>1.3</td>
<td>2.3</td>
</tr>
<tr>
<td>Perfect AMEX</td>
<td>2.4</td>
<td>4.6</td>
</tr>
</tbody>
</table>

of the Larmor frequency offsets $\Delta \omega_o$ in a gradient field. We first calculated the overall axis of rotation $\hat{n}$ as a function of the $\Delta \omega_o$ and $\tau = \frac{1}{2}(t_E - t_p)$. Only $\hat{n}_y$ and $\hat{n}_z$ are non zero due to the symmetry of the pulse. Even though the SPA pulse is quite simple, the expression for $\hat{n}$ is not simple enough to design a closed loop analytical solution for the excitation pulse that works for all values of echo spacing. We then limit ourselves to one particular value of the echo spacing and search for the excitation pulse numerically.

5.7.1 AMEX pulses

We started with a state-to-state transfer that brings the magnetization from the z axis to $\hat{n}(\Delta \omega_o)$. This pulse consists of 100 segments, each having length $0.1 \times t_{180}$ resulting in a total pulse duration of $10t_{180}$. The pulse is named $AMEX_{SPA,0}$ and its profile is shown in Fig. 5.7.1. This pulse is both phase- and amplitude-modulated.

In combination with the refocusing pulse $SPA − 1.0$, this produces an SNR of 1.79 the value of the SNR for the hard refocusing pulse with a perfect 90° pulse. The excitation pulse is 20 times as long as a hard 90° pulse, but since it is only applied once for the acquisition of thousands of echoes, this is not a big issue. With respect
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Figure 5.10: Amplitude and phase of $AMEX_{SPA,0}$. The nominal rf amplitude used is $A = 5kHz$. Therefore, $t_{180} = 100\mu s$. The pulse is 1 ms long.

to the current excitation pulse used in well logging, which is also a hard $90^\circ$ pulse with a reduced free precession time before the first echo of $t_{180}/\pi$, this ratio is 2.04, which is a 100% improvement. The echo shapes of the current implementation and the proposed implementation are shown in Fig. 5.7.1 for comparison.

$AMEX_{SPA,0}$ is then used as an initial guess for more iterations of optimization by keeping the pulse amplitude at the maximally allowed value and varying the phase only. The step size was chosen to be $\Delta t = 0.078t_{180}$. This new search yielded results that are much closer to the theoretical limit. Two of the representative pulses are $AMEX_A$ and $AMEX_B$. They have length $12.636t_{180}$ and $15.756t_{180}$ respectively. More pulses of this kind are discussed in detail in Ref. [3].
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Figure 5.11: Comparison of the echo shapes generated from 3126 spins in a constant gradient. The green curves show the echo shape of the standard refocusing pulse with a hard 90° pulse and a reduced delay free precession time $t_{180}/\pi$. The red curves show the echo shape of SPA-1.0 with the new excitation pulse. The solid curves show the in phase components, while the dotted curves show the out of phase components.

Optimal pulse length

One reason for the improved performance of $AMEX_{SPA,A}$ and $AMEX_{SPA,B}$ compared with the performance of $AMEX_{SPA,0}$ is the smaller step size. Decreasing the step size too much will, however, increase the number of parameters and will make the search more prone to getting stuck in a local minimum. In addition, a closer look at the components of $\hat{n}$ provides some insight into the minimum length of the excitation pulse.
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The SPA pulse comprises of three rotations around the $y, -y,$ and $y$ axis by angles $\theta_1, \theta_2, \theta_1$ respectively. The angles satisfy the condition $2\theta_1 + \theta_2 = \pi$.

A rotation around an axis in the $y - z$ plane

$$e^{-i\phi \hat{n} \cdot \vec{\sigma}} = \cos(\phi)I - i \sin(\phi)(\hat{n}_x \sigma_x + \hat{n}_z \sigma_z)$$

(5.36)

Let us denote $2\tau$ as the free precession period between the application of two consecutive refocusing pulses, and

$$\theta'_1 = \frac{\sqrt{\Delta \omega^2 + A^2}}{A} \theta_1,$$

$$\theta'_2 = \frac{\sqrt{\Delta \omega^2 + A^2}}{A} \theta_2.$$  

(5.37)

where $\Delta \omega$ is the Larmor offset and $A$ is the amplitude of the r.f. pulse.

In addition, define

$$\sin \alpha = \frac{A}{\sqrt{\Delta \omega^2 + A^2}}$$

$$\cos \alpha = \frac{\Delta \omega}{\sqrt{\Delta \omega^2 + A^2}}$$

(5.38)

We have

$$V_y = - \sin(\phi)\hat{n}_y$$

$$= - \sin(\theta'_1) \sin(\alpha) \cos\left(\frac{\theta'_2}{2}\right) - \sin \alpha \sin\left(\frac{\theta'_2}{2}\right)[\cos^2\left(\frac{\theta'_1}{2}\right) + 4(\cos^2 \alpha - 1) \sin^2\left(\frac{\theta'_1}{2}\right)]$$

(5.39)

$$V_z = - \sin(\phi)\hat{n}_z$$

$$\sin\left(\frac{\theta'_2}{2}\right)[\cos^2\left(\frac{\theta'_1}{2}\right) \cos(\Delta \omega \tau) \cos \alpha - \sin(\theta'_1) \sin(\Delta \omega \tau) \cos(2\alpha) - \sin^2\left(\frac{\theta'_1}{2}\right) \cos(\Delta \omega \tau) \cos(3\alpha)]$$

$$- \cos\left(\frac{\theta'_2}{2}\right)[\cos(\theta'_1) \sin(\Delta \omega \tau) + \sin(\theta'_1) \cos(\omega \tau) \cos \alpha].$$

(5.40)
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\[ V_x = f(\Delta \omega, P) \]

\[ V_z = g_1(\Delta \omega, P) \cos(\Delta \omega \tau) + g_2(\Delta \omega, P) \sin(\Delta \omega \tau) \]

(5.41)

Impose the condition that \( \hat{n}_y \) is always positive, we have

\[ \hat{n}_x = \frac{|V_y|}{\sqrt{V_y^2 + V_z^2}} \]

(5.42)

\[ n_z = \text{sign}(V_y V_z) \frac{|V_z|}{\sqrt{V_y^2 + V_z^2}} \]

(5.43)

It is easy to see that \( V_y \) is an even and \( V_z \) is an odd function of \( \Delta \omega \). Therefore, \( \hat{n}_y \) is an even, while \( \hat{n}_z \) is an odd function of \( \Delta \omega \) as expected.

Both the transverse and longitudinal components of \( \hat{n} \) exhibit oscillatory behavior with frequency with respect to \( \Delta \omega \) on the order of \( 1/t_E \). The excitation pulse must be able to produce magnetization that closely matches this behavior in order to contribute to the overall SNR. That is the why the length of the excitation pulse cannot be smaller than \( t_E \). In the case considered here \( t_E = 7t_{180} \) so the lengths of the AMEX pulses are of the same order of magnitude with \( t_E \).

5.7.2 Phase cycling

We next discuss phase cycling, an important issue in the application of the AMEX pulses. Phase cycling is a standard practice in NMR experiment to eliminate residual effects such as voltage offsets and pulse ringing. To achieve this goal, for each measurement, two experiments are done with an appropriate phase shift of the pulses in the second experiment compared to the first one. The results are then added or
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subtracted from each other to yield the desired result. For a standard CPMG experiment, only the transverse component of the magnetization in the $y$ direction is inverted by a $\pi$ pulse. For AMEX pulses, however, both the transverse and longitudinal components need to be retained, which require a different procedure for phase cycling. The goal is to invert both the transverse and the longitudinal components in the second experiment.

Because of the symmetry of the refocusing pulse $\alpha_y \beta_y \alpha_y$ it is easy to show that the axis of the refocusing cycle $\hat{n}$ lies entirely on the $y-z$ plane and has the following properties:

$$
\hat{n}_x(\Delta \omega_o, \omega_1) = 0 \\
\hat{n}_y(\Delta \omega_o, \omega_1) = \hat{n}_y(-\Delta \omega_o, \omega_1) \\
\hat{n}_z(\Delta \omega_o, \omega_1) = -\hat{n}_z(-\Delta \omega_o, \omega_1)
$$

i.e., $\hat{n}_y$ is even, $\hat{n}_z$ is odd with respect to the Larmor offsets, and $\hat{n}_x$ is equal to zero.

We will assume that there is no dispersion in the rf. amplitude $\omega_1$. Let us look at the effect of a phase change in the excitation pulse. In the rotating frame of the rf. frequency, a pulse of amplitude $\omega_1$ and phase $\phi$ operating at the offset frequency $\Delta \omega_o$ for a period $\Delta t$ is equivalent to a rotation that has axis $\hat{m}$ and angle $\alpha$ given by

$$
\hat{m} = \left( \frac{\omega_1 \cos(\phi)}{\Omega}, \frac{\omega_1 \sin(\phi)}{\Omega}, \frac{\Delta \omega_0}{\Omega} \right) \\
\alpha = \Omega \Delta t.
$$

(5.45)

Here $\Omega = \sqrt{\Delta \omega_o^2 + \omega_1^2}$ is called the nutation frequency.

By making the phase change $\phi \rightarrow -\phi + \pi$, the new excitation pulse, denoted by the superscript $^p$ does not affect the nutation angle $\Omega$, but has the following axis of
rotation

\[ \hat{m}^p = \left( -\frac{\omega_1 \cos(\phi)}{\Omega}, \frac{\omega_1 \sin(\phi)}{\Omega}, \frac{\Delta \omega_o}{\Omega} \right) \] (5.46)

Comparing Eq. 5.45 and Eq. 5.46, we see that

\[ \hat{m}^p(-\Delta \omega_o) = e^{-i\pi \Omega_y} \hat{m}^p(\Delta \omega_o) e^{i\pi \Omega_y} \] (5.47)

Rotations corresponding to the two cases are related by

\[ R^p(\Delta \omega_o) = e^{-i\pi \Omega_y} R(-\Delta \omega_o) e^{i\pi \Omega_y} \] (5.48)

In general, the pulse has a train of phases \( \{\phi_1, \phi_2, \cdots, \phi_n\} \). If we make the change of phase \( \{ -\phi_1 + \pi, -\phi_2 + \pi, \cdots, -\phi_n + \pi \} \), it can be seen from Eq. 5.48, the overall rotations \( R^p = R^p(1)R^p(2) \cdots R^p(n) \) and \( R = R(1)R(2) \cdots R(n) \) are related by exactly the same way.

The magnetization created by \( R^p \) is

\[
\begin{bmatrix}
M_x^p(0^+)(\Delta \omega_o) \\
M_y^p(0^+)(\Delta \omega_o) \\
M_z^p(0^+)(\Delta \omega_o)
\end{bmatrix}
= R^p(\Delta \omega_o)
\begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
= e^{-i\pi \Omega_y} R(-\Delta \omega_o) e^{-i\pi \Omega_y}
\begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
\] (5.49)
From Eqs. 5.44 and 5.49, the net magnetization that is the signal difference between the two runs of the initial excitation pulse and the phase modified excitation pulse is

\[ \vec{M} = (\vec{M}(0^+) \cdot \hat{n} - \vec{M}^p(0^+) \cdot \hat{n})\hat{n}_\perp \]

\[ \left[ (M_y(\Delta \omega_o) + M_y(-\Delta \omega_o))\hat{n}_y(\Delta \omega_o) + (M_z(\Delta \omega_o) - M_z(-\Delta \omega_o))\hat{n}_z(\Delta \omega_o) \right] \hat{n}_\perp \]  

(5.50)

The term inside the square bracket is an even function of \( \Delta \omega_o \). In addition \( \hat{n}_\perp = \hat{n}_x + i\hat{n}_y = i\hat{n}_y \) is also even, so the total signal is symmetric with respect to the frequency offset.

### 5.7.3 Experimental verification

Experiments were carried out under the same conditions as described in Sec. 5.6.2. A perfect agreement between simulation and experimental data confirm the analysis and the effectiveness of the pulses.

As noted earlier, the echoes approach an asymptotic form after some transient state [63, 64]. From Eq. 5.2 it is clear that for a perfect matching case \( \hat{n} = \vec{M}(0^+) \) there would be no transient. Our AMEX pulses make \( n = \vec{M}(0^+) \) closely follow the profile of \( \hat{n} \), therefore we would expect that there is less transient compared to the case where the excitation pulse is a rectangular pulse.

### 5.8 Conclusion

In conclusion, we have found practical refocusing and excitation pulses that more than triple the SNR. The refocusing pulse does not require any additional power compared to a rectangular 180° pulse. The AMEX excitation pulses are less than
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Figure 5.12: Echo shapes for different pairs of excitation and refocusing pulses. Black curves show the results obtained by simulation. Red curves are experimental data for the in-phase components. Blue curves are experimental data for the out-of-phase components, which are almost identically zero as expected. Data were taken with permission from the co-authors in Ref. [3].

16t_{180}, which only require minimum increase in power since they are applied only once over a train of several thousand echoes.

We have also studied the how the SNR per unit power depends on pulse length. In particular, we have found that increasing the pulse length will increase the SNR but the SNR per unit power does not increase linearly with the pulse length, rather it peaks at a certain pulse length. This result will be reported in the forthcoming publication [71].

Some open problems are the role of symmetry in the pulse sequences and the trade-offs between phase and amplitude modulation vs. pure phase modulation.
Figure 5.13: Amplitudes of the first ten echoes for different pairs of excitation and refocusing pulses. Solid lines show results obtained by simulation while red crosses show experimental results. Data were taken with permission from the co authors in Ref. [3].
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