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Abstract

The future of new physics searches at the LHC will be to look for hadronic signals with jets. In order to distinguish a hadronic signal from its background, it is important to develop advanced collider physics techniques that make accurate theoretical predictions. This work centers on phenomenological and formal studies of Quantum Chromodynamics (QCD), including resummation of hadronic observables using Soft Collinear Effective Theory (SCET), calculating anomalous dimensions of multi-Wilson line operators in AdS, and improving jet physics analysis using multiple event interpretations.

Hadronic observables usually involve physics at different energy scales, and the calculations depend on large logarithms of the energy ratios. We can prove factorization theorems of observables and resum large logarithms using renormalization-group techniques. The heavy jet mass distribution for $e^+e^-$ collisions is calculated at next-to-next-to-next-to leading logarithmic order ($N^3LL$), and we measure the strong coupling constant at 0.3% accuracy. We also calculate the jet-mass distribution at partial $N^2LL$ in $\gamma +$ jet events at the LHC. The effect of non-global logarithms in resummation estimated, and it is significant only at the peak region.

Soft QCD interactions among jets can be described by multi-Wilson line operators, with each Wilson line pointing along one of the jet directions. The anomalous dimensions of these operators are key for higher-order resummation. We study these operators using radial quantization and conformal gauge, which leads to a drastic simplification of the two-loop anomalous dimension calculation. We also find that the anomalous dimension calculation is closely related to a corresponding Witten diagram calculation.

Jets are complicated objects to identify in high energy collider experiments. A single interpretation of each event can only extract a limited amount of information. We propose telescoping jet algorithms which give multiple event interpretations by varying the parameter $R$ in the jet definition. We can redefine the weight of each event in a counting experiment to be the fraction of interpretations passing the experimental cuts, and we get a 46% improvement in the statistical significance for the Higgs search with an associated $Z$ boson at the 8 TeV LHC.
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The recent discovery of a Higgs-like particle at the LHC was a great accomplishment in particle physics. The non-hadronic decays of this Higgs candidate – as well as those of various new particles in models of physics beyond the Standard Model – have clean signals but the cross sections are very small. The future of the LHC will be to search for hadronic signals which have huge backgrounds. In order to distinguish a hadronic signal from its background it is important to develop advanced collider physics techniques that make accurate theoretical predictions.

Quantum chromodynamics complicates the study of physics at high energy scales, and most physics signals are buried in events with jets. Jets are a manifestation of the underlying colored partons in hard scattering processes. Colored partons emit soft and collinear hadrons around their directions of motion. We have complicated hadronic events with a huge number of particles in the final states. Reconstructing the information about hard collisions requires a precise understanding of the hadronic sector. Therefore precision jet physics becomes very important.
as we ask detailed questions about hard processes.

It is crucial to develop observables that are both sensitive to new physics and are theoretically calculable with high precision. Among useful hadronic observables, jet mass is one of the simplest and most important examples. New physics particles may show up as peaks on top of background jet mass distributions. Therefore jet mass is a good starting point to look into issues in hadronic precision calculations. Observables like jet mass usually involve physics at different energy scales such as energies $Q$ and masses $m$ of jets. The calculation depends on large logarithms of the ratios of these energy scales $\log \frac{m}{Q}$. This causes a break-down of fixed-order perturbative calculations and the logarithms need to be resummed in order to make reliable theoretical predictions. In addition, experimental cuts introduce more scales and further complicate the comparison between theory and experiment.

An extremely important concept in high energy physics is the idea of factorization, which allows us to study physics at different scales separately. Hadronic cross sections of events at the LHC can be factorized as a convolution between Parton Distribution Functions (PDFs) of protons and partonic cross sections, up to corrections suppressed by $\frac{\Lambda_{\text{QCD}}}{Q}$. Schematically,

$$d\sigma(pp \rightarrow X + \text{remnant}) = \sum_{ab} \text{PDF}_a(x_1) \otimes \text{PDF}_b(x_2) \otimes d\hat{\sigma}(ab \rightarrow X)(x_1, x_2) + O\left(\frac{\Lambda_{\text{QCD}}}{Q}\right), \quad (1.1)$$

where the sum is over all possible partonic channels with the final state $X$ ($X = l^+l^-$ for the Drell-Yan process), and $x$ is the fraction of the proton momentum carried by the parton. PDFs encode the structure of proton and are governed by QCD at a low energy scale $\Lambda_{\text{QCD}}$. On the other hand, partonic cross sections describe collisions at a high energy scale $Q$ where QCD is perturbative. PDFs and partonic cross sections have different characteristic scales and are insensitive to each other. This allows the universality of PDFs for different processes to be possible. For deep inelastic scattering, the same set of PDFs enter into cross section calculations,

$$d\sigma(e^-p \rightarrow e^-X + \text{remnant}) = \sum_a \text{PDF}_a(x) \otimes d\hat{\sigma}(e^- a \rightarrow e^- X)(x) + O\left(\frac{\Lambda_{\text{QCD}}}{Q}\right). \quad (1.2)$$

At high energy colliders, jet masses $m$ can be much lower than jet energies $Q$. This leads to another level of factorization, which is the factorization of QCD interactions among colored
partons into hard, collinear and soft sectors. Their characteristic scales are $Q$ and $m$, as well as the seesaw scale $\frac{m^2}{Q}$, respectively. The separation of scales makes effective field theories powerful techniques to resum large logarithms. Soft Collinear Effective Theory was constructed to organize the calculation in the full theory systematically in power counting. We can prove factorization theorems of observables, and partonic cross sections can be further factorized as a convolution between hard, jet and soft functions, up to corrections suppressed by $\lambda$,

$$\frac{d\hat{\sigma}}{dZ}(ab \to N \text{ jets}) = H(Q) \prod_{i} J_i \otimes S_{ab1...N} \otimes \delta(Z - Z(p_c,p_s)) + O(\lambda),$$

where $Z$ is some hadronic observable defined as a function of collinear and soft momenta of jet constituents. For jet mass, $Z = (p_c + p_s)^2$, and $\lambda = \frac{m}{Q}$ is the power counting parameter. In SCET, the hard function captures QCD interactions among partons at the hard scale $Q$, and it is independent of the definition of the jet observable $Z$. On the other hand, collinear and soft interactions are described by Wilson lines. The jet and soft functions give the contributions from collinear and soft radiation to the jet observable. The hard, jet and soft functions can be calculated perturbatively at their characteristic scales. Large logarithms can then be resummed by renormalization-group evolutions of hard, jet and soft functions between different scales.

For $e^+e^-$ collisions, we don’t have the complication of QCD interactions from initial states. So it is a clean starting point to study resummation of jet mass. In section 2.1, we calculate the distribution of heavy jet mass – which is the larger of the two hemisphere masses – at next-to-next-to-next-to leading logarithmic order ($N^3\text{LL}$). Using the LEP data we measure the strong coupling constant at 0.3% accuracy. Together with the thrust calculation by Becher and Schwartz, these are the most precise SCET calculations of hadronic observables to date. We also investigate the form of the multi-scale hemisphere soft function and reveal issues in resummation that are not present in the thrust calculation. By comparing with the perturbative QCD calculation in the literature, we cross-check the logarithmic terms and extract the power corrections at $O(\alpha_s^3)$. This demonstrates the power of SCET for large-log resummation.

The heavy jet mass calculation prepares us for jet-mass resummation at the LHC. There are complications from proton beams and we are forced to consider exclusive jet observables. Here non-global logarithms cause extra complications in resummation. They come from phase
space separation in defining exclusive observables, and it is not clear how to resum non-global logarithms systematically. In section 2.2, we calculate the jet-mass distribution in $\gamma + \text{jet}$ events at partial next-to-next-to leading logarithmic order ($N^2\text{LL}_p$), neglecting non-global logarithms at $\mathcal{O}(\alpha_s^2)$. This is the first and most precise jet-mass distribution calculation at the LHC. We estimate the effect of non-global logarithms and we find that it is significant only at the peak region. However, we refactorize the soft sector and it might be possible to resum non-global logarithms using renormalization-group techniques. There is no data yet, so we compare our results with the results from PYTHIA and they agree very well away from the peak region. Our work can help calibrate hadronic event generators and it sets firm-theoretical ground for understanding the $\gamma/W/Z + \text{jet}$ background of all new physics signals, including the associated production of boosted Higgs bosons.

Jet functions are universal – process independent – like PDFs. Collinear sectors of different jets decouple from one another, and each collinear sector is only sensitive to the charge of the underlying parton. On the other hand, soft functions encode the color coherence information, and their calculations get much more complicated as the number of colored partons increases. Soft QCD interactions among colored partons can be described by multi-Wilson line operators, with each Wilson line pointing along one of the parton directions. These operators are important in the calculation of any hadronic observable, and their anomalous dimensions are key for higher-order resummation. New ways of studying anomalous dimensions of multi-Wilson line operators are therefore phenomenologically important. There was an interesting study by Maldacena on high spin operators in the context of the AdS/CFT correspondence. The work was based on the symmetry of the corresponding Wilson line configurations, and the scaling of the anomalous dimensions was determined purely by a symmetry argument. This suggested that, by using coordinates which manifest the symmetry of the problem, the structure of multi-Wilson line operators could be revealed in a simpler way.

In chapter 3, we show that it is most natural to study multi-Wilson line operators using radial quantization. Soft Wilson lines are mapped to static charges in Euclidean AdS space, and the anomalous dimension becomes the energy in the charge system. Furthermore, we introduce a new gauge – conformal gauge – which diagonalizes the gluon propagator in Euclidean AdS space. This eliminates the temporal and spatial mixing in many of the Feynman diagram calculations.
which leads to a drastic simplification of the two loop anomalous dimension calculation. We also find that the anomalous dimension calculation is closely related to a corresponding Witten diagram calculation. It would be interesting to apply Mellin representation techniques developed in Witten diagram calculations to study three loop anomalous dimensions, which are conjectured to have a simple structure depending linearly on the pairwise angles between Wilson lines.

In the previous jet-mass calculations, a jet is defined as the set of particles within a hemisphere or a cone of size $R$ around the thrust or jet axis. A more standard way to identify jets is to use clustering algorithms with a parameter $R$. The idea is to merge the pair of particles with the shortest distance at each step until particles are far away from one another than $R$. The distance between a pair of particles is defined by a metric, and the three most popular ones are those of the anti-$k_T$, Cambridge/Aachen and $k_T$ algorithms. The constituents of each reconstructed jet are those particles within an angular scale $R$ away from the jet direction. Although we can choose an $R$ to optimize an analysis, jets are conventionally reconstructed using the same $R$ for all events. However, for each event we can extract more information if we probe each jet using multiple $R$’s. This idea is referred to as telescoping jet algorithms. Each event reconstruction with a specific $R$ is called an interpretation of the event.

In chapter 4, we use telescoping anti-$k_T$ and cone algorithms in the Higgs search with an associated $Z$ boson at the 8 TeV LHC. We study the $H \rightarrow b\bar{b}$ channel, with $Z$ decaying leptonically. The background is $Z + b\bar{b}$ from $g \rightarrow b\bar{b}$, and we haven’t looked into the $b$-tagging issue. We reconstruct the invariant mass of the $b$-jet pair and perform a counting experiment in the signal mass window between 110 and 140 GeV. The statistical significance $S/\delta B$ – the expected size of the signal divided by the size of the background fluctuation – is a good indicator of the possibility of seeing a Higgs mass peak standing out of the background mass distribution.

With multiple event interpretations we can redefine the weight of each event in the counting experiment to be the fraction of interpretations passing the experimental cuts, instead of 0 or 1 in a conventional analysis. With simulations we can weight each event using likelihood ratio method. The approach of using multiple interpretations increases the statistical stabilities of observables so that background fluctuations shrink considerably. This leads to a dramatic increase of the statistical power of the analysis. In particular, we can have a 46% improvement in the significance of the Higgs search.
I haven’t encountered large logarithms which cannot be resummed using renormalization-group techniques.

Iain W. Stewart, MIT
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Precision Jet Physics using Effective Field Theory

2.1 Resummation of Heavy Jet Mass and Comparison to LEP Data

Event shapes in $e^+e^-$ collisions provide some of the best ways to test QCD and the standard model. At high energies, where QCD is perturbative, event shapes lead to some of the world’s most precise measurements of the strong coupling constant $\alpha_s$. Recently, a number of theoretical advances have led to renewed interest in event shapes and the $\alpha_s$ measurements. First, the NNLO fixed order Feynman diagrams were calculated [1–4]. This allowed the prediction of all event shapes to order $\alpha_s^3$. Second, advances [5–7] in Soft-Collinear Effective Theory (SCET) [8–10] have allowed resummation of the large logarithmic corrections to thrust to $N^{3\text{LL}}$ accuracy [11]. Previous calculations were at NLO [12] and NLL [13]. Very recently, a full effective field theory analysis of a single event shape, thrust, has been completed [14], including additionally non-perturbative considerations. The resulting $\alpha_s$ extraction is competitive with the PDG world
average [15], however it differs significantly from measurements using lattice QCD and \( \tau \) decays (see [16] for a review).

Although the \( \alpha_s \) measurement with thrust is extremely precise, there are many reasons to study additional event shapes as well. The main advantage is that there may be systematic effects in a single event shape pulling \( \alpha_s \) in a certain direction, which are not universal. In fact, as observed in [17] from an NLL+NNLO analysis, there seem to be two classes of event shapes, the first including thrust, the \( C \)-parameter and total jet broadening, while the second includes heavy jet mass, wide jet broadening and the two-to-three jet transition parameter \( y_3 \). The values of \( \alpha_s \) extracted from the two classes at NLL+NNLO tend to have around a 5% systematic difference which the authors attribute to missing higher order corrections. In a recent world average of \( \alpha_s \) [16], the thrust measurement using SCET was not included because of a concern over precisely this kind of systematic uncertainty. In this paper, we correct that concern with a N\(^3\)LL calculation of an event shape from the second class, heavy jet mass.

In addition to being useful for measuring \( \alpha_s \), the heavy jet mass distribution allows us to explore other aspects of resummation. Indeed, there are few hadronic observables which have been calculated this accurately and for which there is data. Heavy jet mass involves a soft function which cannot be written in terms of only a single scale. These types of soft functions promise to play an important role in resummation at hadron colliders and only beginning to be explored [18–20]. We will discuss constraints on the soft function, and perform a numerical study of the parts that are not known, similar to what was done in [11] and [21].

Hadronization is another issue which having a second event shape may help understand. In the fit to \( \alpha_s \) with the thrust distribution [11], it was observed that a decrease in \( \alpha_s \) could be compensated for with a single non-perturbative parameter with only a small effect on the \( \chi^2 \) of the fit. Having another observable for which the same non-perturbative parameters can be fit can possibly remove this flat direction. The hadronization issue is also important for Monte Carlo simulations. With a more accurate theoretical calculations, we can explore whether the approximations in PYTHIA [22] allow for an adequate description of thrust and heavy jet mass simultaneously.

As a brief outline of our findings, we begin in Section 2.1.1 with an overview of the SCET distributions. The hemisphere soft function is studied and singular terms in the heavy jet
mass distribution are compared to the fixed order calculation in Section 2.1.2. We found a mild inconsistency with the analytic results from SCET and the numerical calculations of the NLO and NNLO distributions. After completing the original study, we were able to resolve this inconsistency, which was due to Monte Carlo convergence problems, by taking a very low numerical infrared cutoff, as discussed in a note added at the end of this paper. In Section 2.1.3 we fit for $\alpha_s$. The fit for heavy jet mass to the LEP data from ALEPH [23] leads to $\alpha_s(m_Z) = 0.1220 \pm 0.0031$. This value is higher than the value from thrust using exactly the same technique, $\alpha_s(m_Z) = 0.1175 \pm 0.0026$. Assuming 100% correlation gives an average value of $\alpha_s(m_Z) = 0.1193 \pm 0.0027$ which is very close to the recent average in [16]. We also find that convergence of the perturbation series for heavy jet mass with resummation is, like for thrust, significantly better than the convergence of the fixed order calculation. In Section 2.1.4, a comparison of the data to PYTHIA shows that while PYTHIA agrees with the thrust data almost perfectly, it has trouble matching the heavy jet mass distribution. Moreover, the hadronization corrections in PYTHIA move the curve in the wrong direction for heavy jet mass. Concluding that the Monte Carlo hadronization model is incompatible with the high precision theoretical calculation, we explore non-perturbative corrections in SCET with a simple shape function. We find that to the order we are working, this simple shape function cannot simultaneously describe the thrust and heavy jet mass distributions. We provide an expanded summary, discussion and comparison to previous results in Section 2.1.5.

2.1.1 Thrust and Heavy Jet Mass in SCET

Thrust and heavy jet mass are defined as follows. One first finds the thrust axis, through

$$T = \max_n \frac{\sum_i |p_i \cdot n|}{\sum_i |p_i|},$$

(2.1)

where the sum is over all momentum 3-vectors $p_i$ in the event, and the maximum is over all unit 3-vectors $n$. We use $\tau = 1 - T$ to measure thrust. Once the thrust axis is known, it can be used to split the event into two hemispheres. We define $P_L^\mu$ and $P_R^\mu$ to be the four momenta of the sum of all the radiation going into each hemisphere, and $M_L = \sqrt{P_L^2}$ and $M_R = \sqrt{P_R^2}$ to be the hemisphere masses. Heavy jet mass $\rho$ is defined as the larger of the two hemisphere masses.
squared, normalized to the center of mass energy $Q$,

$$\rho = \frac{1}{Q^2} \max(M_L^2, M_R^2). \quad (2.2)$$

When $\rho$ is small, $\tau$ is also small, both hemisphere masses are small, and the event appears to have two back-to-back pencil-like jets. In this threshold limit, the thrust axis aligns with the jet axis and $Q^2\tau$ approaches the sum of the two hemisphere masses squared $M_L^2 + M_R^2 = Q^2\tau + \mathcal{O}(\tau^2)$.

It follows that both thrust, up to power corrections, and heavy jet mass can be written as integrals over the doubly differential hemisphere mass distribution:

$$\frac{d\sigma}{d\tau} = Q^2 \int \frac{d^2\sigma}{dM_L^2dM_R^2} \delta(Q^2\tau - M_L^2 - M_R^2), \quad (2.3)$$

$$\frac{d\sigma}{d\rho} = Q^2 \int \frac{d^2\sigma}{dM_L^2dM_R^2} \left[ \delta(Q^2\rho - M_L^2)\theta(M_L^2 - M_R^2) + \delta(Q^2\rho - M_R^2)\theta(M_R^2 - M_L^2) \right]. \quad (2.4)$$

In SCET, the doubly differential hemisphere mass distribution is calculable in the threshold limit. The appropriate factorization theorem in SCET was first derived in [5] for the related process of $t\bar{t}$ production. This theorem was then shown to allow for the calculation of event shapes in [6], where matched and resummed thrust and heavy jet mass distributions in SCET were first presented. Previously, resummation of heavy jet mass was only possible at NLL accuracy [13]. The first event shape resummed to N$^3$LL was thrust, in [11]. Monte Carlo based hadronization corrections were included in [24] to produce a strong model-independent gluino mass bound. Recently, power corrections for thrust were studied within the effective field theory approach in [14].

The factorization theorem allows us to write the hemisphere mass distribution as

$$\frac{1}{\sigma_0} \frac{d^2\sigma_2}{dM_L^2dM_R^2} = H(Q^2, \mu) \int dk_L dk_R J(M_L^2 - Qk_L, \mu) J(M_R^2 - Qk_R, \mu) S(k_L, k_R, \mu). \quad (2.5)$$

The subscript on $\sigma_2$ is a reminder that this expression holds in the two-jet region. Here, $H(Q^2, \mu)$ is the hard function. It is calculated in matching SCET to QCD and contains information about the modes of QCD that are not in SCET. $J(p^2, \mu)$ is a jet function. It is derived in a matching calculation from a theory with soft and collinear modes to a theory with just soft modes. The
hard function was calculated in [25] and the jet functions in [7]. Finally, \(S(k_L, k_R, \mu)\) is the hemisphere soft function which is derived from integrating out the remaining soft modes.

The doubly differential hemisphere mass distribution, Eq. (2.5), is observable, and therefore must be independent of renormalization group scale \(\mu\). Demanding \(\mu\)-independence leads to a renormalization group equation which is easiest to express in Laplace space, where the convolutions turn into products. The Laplace transform is defined by

\[
\tilde{f}(\nu_L, \nu_R) = \int dM_L^2 dM_R^2 e^{-\nu_L M_L^2} e^{-\nu_R M_R^2} f(M_L^2, M_R^2)
\]  

(2.6)

which can be applied to the differential cross section and to the jet and soft functions separately. We generally express the Laplace transformed distributions as functions of \(L_1 = \ln(\nu_L e^{\gamma E})\) and \(L_2 = \ln(\nu_R e^{\gamma E})\). Since the entire \(\mu\)-dependence of the hard and jet functions is known, the \(\mu\)-dependence of the soft function is completely fixed by renormalization group invariance (see [11] for more details). The result is that the hemisphere soft function itself factorizes into the form [5, 6, 21, 26]

\[
\tilde{s}(L_1, L_2, \mu) = \tilde{s}_\mu(L_1, \mu) \tilde{s}_\mu(L_2, \mu) \tilde{s}_f(L_1 - L_2),
\]  

(2.7)

where all the \(\mu\)-dependence is contained in the function \(\tilde{s}_\mu(L, \mu)\) which is known to N^3LL accuracy. Since \(L_1 - L_2 = \ln(\nu_L/\nu_R)\), the function \(\tilde{s}_f(L_1 - L_2)\) is \(\mu\)-independent. We discuss the soft function more in the next section.

Putting together the hard and jet functions with the soft function written in this way produces an analytic expression for the doubly differential jet mass distribution. For thrust, the result is [11]

\[
\frac{1}{\sigma_0} \mathcal{R}_T^2(\tau) = \frac{1}{\sigma_0} \int_0^\tau d\tau' \frac{d\sigma_2}{d\tau'} \\
= \exp \left[4S(\mu_h, \mu_j) + 4S(\mu_s, \mu_j) - 2A_H(\mu_h, \mu_s) + 4A_J(\mu_j, \mu_s)\right] \left(\frac{Q^2}{\mu_s}\right)^{-2A_V(\mu_h, \mu_j)} \\
\times H(Q^2, \mu_h) \left[\tilde{j} \left(\ln \frac{\mu_s Q}{\mu_j^2} + \partial_\eta, \mu_j\right)\right]^2 \tilde{s}_f(\partial_\eta, \mu_s) \left[\left(\frac{\tau Q}{\mu_s}\right)^\eta e^{-\gamma E \eta} \frac{\Gamma(\eta + 1)}{\Gamma(\eta + 1)}\right],
\]  

(2.8)
with $\eta = 4A_T(\mu_j, \mu_s)$ and the thrust soft function $\tilde{s}_T(L, \mu)$ is defined by

$$\tilde{s}_T(L, \mu) = \tilde{s}(L, L, \mu) = [\tilde{s}_\mu(L, \mu)]^2\tilde{s}_f(0). \quad (2.9)$$

The definitions of the RG kernels $A_G(\nu, \mu)$ and $S(\nu, \mu)$ as well as the fixed order hard and jet functions, $H(Q^2, \mu)$ and $\tilde{f}(L, \mu)$ and their anomalous dimensions can be found in [11]. Note that only one value of the unknown function $\tilde{s}_f(L)$ is required for thrust.

For heavy jet mass, the distribution is similar

\[
\frac{1}{\sigma_0} R^\rho_2(\rho) = \frac{1}{\sigma_0} \int_0^\rho d\rho' d\sigma_2 \frac{d\sigma_2}{d\rho'} = \exp \left[4S(\mu_h, \mu_j) + 4S(\mu_s, \mu_j) - 2A_H(\mu_h, \mu_s) + 4A_J(\mu_j, \mu_s)\right] \left(\frac{Q^2}{\mu_R^2}\right)^{-2A_T(\mu_h, \mu_j)} \\
\times H(Q^2, \mu_h) \tilde{f} \left(\frac{\ln \mu_s Q}{\mu_j^2} + \partial_{\eta_1}, \mu_j\right) \tilde{f} \left(\frac{\ln \mu_s Q}{\mu_j^2} + \partial_{\eta_2}, \mu_j\right) \tilde{s}_\mu(\partial_{\eta_1}, \mu_s) \tilde{s}_\mu(\partial_{\eta_2}, \mu_s) \left(\frac{\rho Q}{\mu_s}\right)^{\eta_1 + \eta_2} \\
\times \tilde{s}_f(\partial_{\eta_1} - \partial_{\eta_2}) \frac{e^{-\gamma E\eta_1}}{\Gamma(\eta_1 + 1)} \frac{e^{-\gamma E\eta_2}}{\Gamma(\eta_2 + 1)} , \quad (2.10)
\]

where $\eta_1 = \eta_2 = 2A_T(\mu_j, \mu_s)$. In contrast to thrust, for heavy jet mass the full functional form of $\tilde{s}_f(L)$ is needed. For N^3LL precision, we need to know the hemisphere soft function, and hence $\tilde{s}_f(L)$ to two-loop order (NLO). Actually, to this order, we only need one projection of the hemisphere soft function. For three-loop matching (NNLO), we need an additional projection. These projections will be discussed in the next section.

One interesting feature of the hemisphere mass distribution is that the soft interference effects in $\tilde{s}_f(L)$ are only relevant at $\alpha_s^2$, which is appropriate for N^3LL resummation. Up to NNLL accuracy, the doubly differential distribution is simply the product of the mass distributions in the two hemispheres. Explicitly,

$$R(M^2_L, M^2_R) = \int_0^{M^2_L} dM^2_L \int_0^{M^2_R} dM^2_R \frac{d^2\sigma}{dM^2_L dM^2_R} = K(M^2_L) K(M^2_R), \quad (2.11)$$

where

$$K(M^2) = \exp \left[2S(\mu_h, \mu_j) + 2S(\mu_s, \mu_j) - A_H(\mu_h, \mu_s) + 2A_J(\mu_j, \mu_s)\right] \left(\frac{Q^2}{\mu_R^2}\right)^{-A_T(\mu_h, \mu_j)}$$
\[ \sqrt{H(Q^2, \mu_h) \tilde{s}_f(0)} e^{\gamma_E} = \tilde{s}_\mu(\partial \eta, \mu_h, \mu_s) \left( \frac{M^2}{\mu_s Q} \right)^{\eta} e^{-\gamma_E \eta} \Gamma(\eta + 1), \] (2.12)

and \( \eta = 2A_\Gamma(\mu_j, \mu_s) \). Since, for NNLL resummation, the hard and jet functions are only needed to \( \mathcal{O}(\alpha_s) \), the square-roots above simply mean take one half of the \( \alpha_s \) pieces. The fact that the distribution splits up in this way was observed at NLL level in [6], and is essential to the traditional NLL resummation [13]. This simplified factorization suggests that it may be possible to calculate observables involving many more jets with NNLL resummation without having to disentangle soft interference effects. Note that this factorization does not guarantee that large logs of \( M^2 L / M^2 R \) can be resummed. However, it is possible that the calculation of observables with only one scale, such as the sum of many jet masses, or a maximal jet mass, will simplify with SCET.

2.1.2 Hemisphere Soft Function and Comparison to Fixed Order

The hemisphere soft function has been studied briefly in [5, 6, 26] and more thoroughly in [21]. It is a function of two scales, \( k_L \) and \( k_R \) as well as the renormalization group scale \( \mu \). If \( n^\mu_L \) is the direction of the left hemisphere and \( k^\mu_L \) is the sum of the momenta of all the soft radiation entering this hemisphere, then \( k_L \) is the component of \( k^\mu_L \) backwards to \( n^\mu_L \). That is \( k_L = (k_L \cdot n_L) \).

\( k_R \) is defined analogously. The soft function can be factorized into a perturbative, partonic part, and non-perturbative contribution which has support of order \( \Lambda_{QCD} \). For now we deal only with the perturbative part, discussing non-perturbative effects in Section 2.1.4.

As we have noted, the soft function itself factorizes.

\[ \tilde{s}(L_1, L_2, \mu) = \tilde{s}_\mu(L_1, \mu) \tilde{s}_\mu(L_2, \mu) \tilde{s}_f(L_1 - L_2) \] (2.13)

where \( \tilde{s}(L_1, L_2, \mu) \) is the Laplace transform of \( S(k_L, k_R, \mu) \), as in Eq. (2.6), and \( L_1 = \ln(\mu \nu R e^{\gamma_E}) \), \( L_2 = \ln(\mu \nu L e^{\gamma_E}) \). The function \( \tilde{s}_\mu(L, \mu) \) is completely fixed by RG invariance in terms of the hard and jet anomalous dimensions. It can be calculated in perturbation theory by demanding Eq. (2.10) be independent of \( \mu \). This gives

\[ \tilde{s}_\mu(L, \mu) = \exp \left[ \left( \frac{\alpha_s}{4\pi} \right) \left( -L^2 \Gamma_0 + \Gamma_0 S \right) + \left( \frac{\alpha_s}{4\pi} \right)^2 \left( \frac{2}{3} L^3 \beta_0 \Gamma_0 + L^2 \left( -\Gamma_1 - \beta_0 S \right) + L \left( \gamma_1 S \right) \right) \right] \]
\[ + \left( \frac{\alpha_s}{4\pi} \right)^3 \left( \frac{2}{3} L^4 \beta_0 \Gamma_0 + \frac{2}{3} L^3 (\beta_1 \Gamma_0 + 2 \beta_0 \Gamma_1 + 2 \beta_0^2 \gamma_0^S) + L^2 (-\Gamma_2 - \beta_1 \gamma_0^S - 2 \beta_0 \gamma_1^S) + L (\gamma_2^S) \right) + \cdots \]. \quad (2.14)\]

The \( \mu \)-independent part \( \tilde{s}_f(L) \) must satisfy a number of constraints, as discussed in [21].

First of all, since the soft function is symmetric in the two hemispheres, \( \tilde{s}_f(L) \) must be an even function of \( L \). Second of all, we know the function to order \( \alpha_s \) by explicit calculation. Writing

\[ \tilde{s}_f(L) = 1 + \left( \frac{\alpha_s}{4\pi} \right) \tilde{s}_{f1}(L) + \left( \frac{\alpha_s}{4\pi} \right)^2 \tilde{s}_{f2}(L) + \cdots , \quad (2.15) \]

the one-loop result is that

\[ \tilde{s}_{f1}(L) = -C_F \pi^2 . \quad (2.16) \]

The authors of [21] also observed that \( \tilde{s}_f(L) \) is constrained by the non-Abelian exponentiation theorem. Non-Abelian exponentiation implies constraints on powers of logarithms of \( \mu \) in the full soft function. These constraints are satisfied by the explicit solution, since \( \tilde{s}_\mu(L, \mu) \) is an exponential. The theorem also restricts the \( C_P^n \) color structure in the soft function to be completely determined by the one-loop result, Eq. (2.16). Beyond this, however, \( \tilde{s}_f(L) \) is unconstrained. It may even have more general dependence on \( L \) than logarithms. To determine \( \tilde{s}_f(L) \), we must calculate the soft function perturbatively. The one-loop calculation has been done but the two-loop calculation, which is required for \( \text{N}^3\text{LL} \) resummation, has not.

A simple alternative to calculating \( \tilde{s}_f(L) \) at NNLO is to extract projections of \( \tilde{s}_f(L) \) from numerical comparisons to event shape calculations in full QCD. For example, thrust is only sensitive to \( \tilde{s}_f(0) \). Writing

\[ \tilde{s}_f(0) = 1 + \left( \frac{\alpha_s}{4\pi} \right) c_1^S + \left( \frac{\alpha_s}{4\pi} \right)^2 c_2^S + \cdots , \quad (2.17) \]

and comparing to Eq. (2.16), we see that \( c_1^S = -C_F \pi^2 \). The two-loop constant was determined numerically in [11] with the use of the \textsc{event 2} program [27]. The result is

\[ c_2^S = (58 \pm 2) C_F^2 + (-60 \pm 1) C_F C_A + (43 \pm 1) C_F T_F n_f \quad \text{(Becher and Schwartz)} \quad (2.18) \]
This is in conflict with the prediction from non-Abelian exponentiation, which requires the $C_F^2$ factor be $\frac{1}{2} \pi^4 C_F^2 = 48.7 C_F^2$. The two-loop constant was also determined in [21], using the same technique but imposing non-Abelian exponentiation. They found

$$ c_2^S = \frac{\pi^4}{2} C_F^2 + (-59 \pm 2) C_F C_A + (44 \pm 3) C_F T_F n_f \quad \text{(Hoang and Kluth)} \quad (2.19) $$

The two results agree, except for the $C_F^2$ term. Indeed, the $C_F^2$ term seems to indicate a disagreement between the numerical results of the EVENT 2 program and the prediction from non-Abelian exponentiation. Since the uncertainty in Eq (2.18) is too small to explain this disagreement, it is reasonable also to expect the other color structures to be off. We should therefore allow for a systematic uncertainty on these fits in addition to what is presented, which is essentially a statistical uncertainty associated with the fit. We discuss this more below.

Event shapes other than thrust are sensitive to the form of $\tilde{s}_f(L)$, not just $\tilde{s}_f(0)$. This can be seen, for example, by the form of the heavy jet mass distribution in Eq. (2.10). For N^3LL resummation, the fixed order expansion is required to $\alpha_s^2$. The contribution at this order involving $\tilde{s}_f(L)$ requires at most $\tilde{s}_f 2(L)$, with the jet and hard functions at their tree-level values. Thus, the required projection of the $\tilde{s}_f(L)$ for heavy jet mass is

$$ c_{2p}^S = \tilde{s}_f 2 (\partial_{\eta_1} - \partial_{\eta_2}) \left. \frac{e^{-\gamma E \eta}}{\Gamma(\eta_1 + 1)} \frac{e^{-\gamma E \eta}}{\Gamma(\eta_2 + 1)} \right|_{\eta_1 = \eta_2 = 0} = \frac{1}{\pi} \int_0^\pi \tilde{s}_f 2(iL) dL. \quad (2.20) $$

The integral representation of $c_{2p}^S$ is suggestive of a deeper relation between heavy jet mass and the hemisphere mass distribution, however we do not have a physical explanation of why this particular moment appears. If $\tilde{s}_f(L)$ is a polynomial, this moment is very simple. For example, if we assume

$$ \tilde{s}_f(L) = 1 + \left( \alpha_s \frac{\pi}{4\pi} \right) c_1^S + \left( \alpha_s \frac{\pi}{4\pi} \right)^2 \left[ c_2^S + c_2^S L^2 + c_2^S Q^4 \right], \quad (2.21) $$

then

$$ c_{2p}^S = c_2^S - c_2^S L^2 + c_2^S Q^4. \quad (2.22) $$

At NLO, the singular part of the heavy jet mass distribution only depends on $\tilde{s}_f(L)$ through $c_{2p}^S$. Thus, we can fit $c_{2p}^S$ numerically the same way $c_2^S$ is fit with thrust.

To determine $c_{2p}^S$, we use the same technique used in [11] for thrust, and in [21] for a one-
Figure 2.1: A comparison of the full fixed-order calculations and expanded SCET at NLO. Shown is the difference \( \frac{1}{\sigma_0} \Delta \left[ \rho \frac{d\sigma}{d\rho} \right] = \rho (B(\rho) - D_B(\rho)) \), where \( B(\rho) \) is the full NLO \( B \)-function, calculated with EVENT 2 and \( D_B(\rho) \) is the singular part, calculated with SCET. The differences are separated by color structure, with the sum also shown. The kink at \( \rho = \frac{1}{3} \) is the maximum heavy jet mass for a 3-particle final state. (See also Figure 2.11.)

Figure 2.2: Extraction of the two-loop constants in the soft function. The points correspond to the value of a lower bound \( \rho_{\text{min}} \) applied to the fixed-order calculation. The lines are interpolations among the points from \( \rho_{\text{min}} = 0.002 \) to \( \rho_{\text{min}} = 0.005 \) extrapolated to \( \rho = 0 \) to extract the constants. (See also Figure 2.12.)

parameter family of event shapes. The basic idea is that the singular part of the heavy jet mass distribution is known analytically, through SCET. The difference between the exact NLO heavy jet mass distribution and this singular part is finite and can be integrated numerically. This integral is then the total cross section at NLO minus the integral of the singular part which is
calculable analytically and depends on the constants $c_2^S$ for thrust and $c_{2\rho}^S$ for heavy jet mass.

In more detail, the exact heavy jet mass distribution can be expanded as a series in $\alpha_s$

$$\frac{1}{\sigma_0} \frac{d\sigma}{d\rho} = \left(\frac{\alpha_s}{2\pi}\right) A(\rho) + \left(\frac{\alpha_s}{2\pi}\right)^2 B(\rho) + \left(\frac{\alpha_s}{2\pi}\right)^3 C(\rho) + \cdots. \quad (2.23)$$

Each term in this series is singular at $\rho = 0$. The singular parts can be written as a sum of distributions

$$\frac{1}{\sigma_0} \frac{d\sigma}{d\rho} = \delta(\rho) D_\delta + \left(\frac{\alpha_s}{2\pi}\right) [D_A(\rho) + \left(\frac{\alpha_s}{2\pi}\right)^2 [D_B(\rho)] + \left(\frac{\alpha_s}{2\pi}\right)^3 [D_C(\rho)] + \cdots. \quad (2.24)$$

The functions $D_\delta$, $D_A(\rho)$, $D_B(\rho)$, and $D_C(\rho)$ are calculable in SCET and we give them in Appendix A.3. Up to order $\alpha_s^2$, the only dependence on the unknown soft function coefficient $c_{2\rho}^S$ is in $D_\delta$, thus the shape of the singular part of the NLO distribution is known completely.

The corresponding exact distributions in perturbative QCD have been calculated for $\rho > 0$ analytically for the $A$ function, and numerically for the $B$ and $C$ functions. Since SCET produces the entire singular part of the distributions, the combination

$$\frac{1}{\sigma_0} \Delta \left[ \rho \frac{d\sigma}{d\rho} \right] = \rho B(\rho) - \rho D_B(\rho), \quad (2.25)$$

should vanish at $\rho = 0$. We show this difference separated by color structure in Figure 2.1. The $B$ functions are calculated using the Monte Carlo program EVENT 2 [27] with $10^{10}$ events. Curiously, while the $C_F$ and $C_A$ color structures do not seem to go to 0 as $\rho \to 0$, their sum does.

With these difference functions, it is straightforward to extract $c_{2\rho}^S$ as in [11] and [21]. Although the difference $\rho B(\rho) - \rho D_B(\rho)$ is regular at $\rho = 0$, the two functions are separately divergent. Since $D_B(\rho)$ is only known numerically, the difference is numerically unstable at small $\rho$. To do the $c_{2\rho}^S$ extraction, we use the same procedure as in [11] and impose an lower bound and take the limit that the bound is removed. The extracted values as a function of this lower bound $\rho_{\text{min}}$ are shown in Figure 2.2. We then fit a line in the region $0.002 \leq \rho_{\text{min}} \leq 0.005$
Figure 2.3: Comparison of the full NNLO heavy jet mass distribution $C(\rho)$ (dashed black histograms) [28] and the singular terms $D_C(\rho)$ (blue curves). The light-red areas are an estimate of the statistical uncertainty. The uncertainties on $c_S^2$ and $c_S^2 L$, in Eq (2.33), are not visible. The disagreement at very small $\rho$ is due to the infrared cut-off of $y_0 = 10^{-5}$ for the NNLO calculation. It is expected that the agreement would improve if this cutoff were lowered, as can be seen in the analogous thrust plot in [11]. (See also Figure 2.13.)

and extrapolate to $\rho_{\text{min}} = 0$. The result is

$$c_{2p}^S = (58 \pm 2)C_F^2 + (-41 \pm 2)C_F C_A + (50 \pm 1)C_F T_F n_f .$$  \hspace{1cm} (2.26)

Note that the $C_F$ and $C_A$ curves have problems at small $\rho_{\text{min}}$, in agreement with what is seen in Figure 2.1. Since the approach is linear up to around $\rho_{\text{min}} \sim 0.002$, it is likely that this divergence is an unphysical systematic problem with the Monte Carlo, and not due to low statistics or a discrepancy with theory. \footnote{As with $c_S^2$, non-Abelian exponentiation implies that the $C_F^2$ term should be $\frac{1}{2} \pi^4 \approx 48.7$. Thus, our uncertainty of $c_{2p}^S$ from the extrapolation is probably too small and we will therefore inflate the errors by a factor of 5. (See also Eq. (2.50) and Figures 2.11 and 2.12 for an update.)}

We thank A. Hoang for a discussion of this point.
Figure 2.4: The difference, $\frac{1}{\sigma_0} \Delta \frac{d}{d\rho} = \rho(C(\rho) - D_{C}(\rho))$, between the full NNLO heavy jet mass distribution and the singular terms. The light-red areas are an estimate of the statistical uncertainty, from [28]. The blue band is the uncertainty due to $c_{S}^{2}$ and $c_{L}^{2}$ in Eq (2.33). These curves should all go to 0 at $\rho = 0$. The $C(\rho)$ distributions are all calculated with an infrared cutoff of $y_{0} = 10^{-5}$. (See Figure 2.14 for the same figure with $y_{0} = 10^{-7}$.)

To calculate the heavy jet mass distribution to $N^{3}$LL+NNLO accuracy, we must match to the NNLO fixed order distribution. This requires the singular parts of heavy jet mass to $\alpha_{s}^{3}$, that is, the function $D_{C}(\rho)$ in Eq. (2.24). To derive this, we do not need the finite part of the soft function at $\alpha_{s}^{3}$, $\tilde{s}_{f3}(L)$, since this piece only contributes to the $\alpha_{s}^{3}$ part of $D_{3}$, which is not required for matching. We do, however, need another projection of the $\alpha_{s}^{2}$ soft function, of the form

$$c_{2s}^{3} = \left(\partial_{\eta_1} + \partial_{\eta_2}\right)\tilde{s}_{f2}(\partial_{\eta_1} - \partial_{\eta_2}) \frac{e^{-\gamma E \eta_1}}{\Gamma(\eta_1 + 1)} \frac{e^{-\gamma E \eta_2}}{\Gamma(\eta_2 + 1)} \bigg|_{\eta_1 = \eta_2 = 0} \quad (2.27)$$

$$= \frac{2}{\pi} \int_{0}^{\pi} \tilde{s}_{f2}(iL) \ln \left[2 \cos \left(\frac{L}{2}\right)\right] dL. \quad (2.28)$$

Again, we have no physical explanation of the intriguing integral definition in the second line.
This projection also simplifies with a polynomial soft function. For example, with Eq (2.21)

$$c_2^{S} = 4\zeta_3 c_2^S + (-8\pi^2\zeta_3 + 48\zeta_5)c_2^{Q}.$$  (2.29)

The prediction from SCET for $D_C(\rho)$ with its explicit dependence only on $c_2^{S}$ and $c_2^{L}$ is given in Appendix A.3. There are only three color structures which depend on $c_2^{S}$ at all.

In order to extract the $L$ dependence of $s_f(L)$, we could attempt to fit $c_2^{S}$ with the shapes of the NNLO distributions. An alternative, as pursued by Hoang and Kluth in [21], is to use the other event shapes beyond thrust and heavy jet mass at NLO. These authors considered a weighted sum of the jet masses, $\tau_\alpha = \frac{2}{1+\alpha}(\alpha M_L^2 + M_R^2)/Q^2$. This form leads to a singular distribution which depends on $s_f(L)$, hence combining event shapes with different $\alpha$ can probe the entire function $s_f(L)$. Their fits show good agreement with the form

$$s_f(L) = 1 + \left(\frac{\alpha_s}{4\pi}\right) c_1^{S} + \left(\frac{\alpha_s}{4\pi}\right)^2 \left[ c_2^{S} + c_2^{S_L}L^2 \right],$$  (2.30)

which they have argued is likely to be the exact 2-loop soft function. We will therefore assume this form of the soft function as well, in order to proceed with the N$^3$LL+NNLO $\alpha_s$ fits.  

With this soft function and the thrust fit values in Eq. (2.18), our fit for $c_2^{S}$, translates into a fit for $c_2^{S_L}$ (cf. Eq.(2.22) with $c_2^{Q}=0$) The result is

$$c_2^{S_L} = (0 \pm 2)C_F^2 + (-5.8 \pm 1.5)C_F C_A + (-2.2 \pm 1)C_F T_F n_f.$$  (2.31)

Using a similar technique, but imposing the constraint from non-Abelian exponentiation, Hoang and Kluth found results consistent with ours

$$c_2^{S_L} = (0)C_F^2 + (-6.5 \pm 2)C_F C_A + (1.3 \pm 2)C_F T_F n_f \quad \text{(Hoang and Kluth)}$$  (2.32)

Note that for $c_2^{S_L}$, the $C_F^2$ coefficient comes out to be consistent with the prediction from non-Abelian exponentiation.
Abelian exponentiation. Since $c_{2L}^S$ comes from the difference between the values extracted from thrust and the values extracted from heavy jet mass, the systematic problem with event 2 may be cancelling in the difference. Thus, we will inflate our uncertainties on $c_{2L}^S$ by only a factor of 2.

In summary, for the rest of this paper, we will take

$$\tilde{s}_f(L) = 1 + \left(\frac{\alpha_s}{4\pi}\right)c_1^S + \left(\frac{\alpha_s}{4\pi}\right)^2 [c_2^S + c_{2L}^S L^2]$$

(2.33)

$$c_2^S = \frac{\pi^2}{2} C_F^2 + (-60 \pm 10) C_F C_A + (43 \pm 5) C_F T_F n_f$$

(2.34)

$$c_{2L}^S = (0) C_F^2 + (-6 \pm 3) C_F C_A + (-2 \pm 2) C_F T_F n_f,$$

(2.35)

so that

$$c_{2L}^S = 4\zeta_3 c_{2L}^S \quad \text{and} \quad c_2^S = c_2^S - \frac{\pi^2}{3} c_{2L}^S.$$

(2.36)

The uncertainty on $\alpha_s$ due to the uncertainty on these numbers will be included in the fits.

Before moving on the $\alpha_s$ extraction, we can compare the SCET prediction for the singular parts of the NNLO distribution to the exact results, as was done for thrust in [11]. To do this, we use $D_C(\rho)$ from Appendix A.3 with the substitutions in Eq. (2.36). This lets us compare to the $C$ functions in the NNLO distribution, from [28]. Plots of $\rho D_C$ and $\rho C$ are shown in Figure 2.3 as functions of log $\rho$. The uncertainty on $c_2^S$ and $c_{2L}^S$ is included, but not visible in these plots. Although the agreement is not perfect at very small $\rho$, it is expected to improve, as we seen for thrust in [11], as the the infrared cutoff used in the NNLO calculation is reduced from the value $y_0 = 10^{-5}$ used here. A version of this plot with cutoff $y_0 = 10^{-7}$ has been included as Figure 2.13, confirming our expectations.

The difference between the full NNLO distribution and its singular parts, as in Eq. (2.25), is shown in Figure 2.4. These curves, for all color structures, should go to zero at $\rho = 0$. For most of the color structures, this looks plausible, although the $1/N^2$ color structure, corresponding to the $\alpha_3^2 C_F^2$ coefficient in the heavy jet mass distribution which is fixed by non-Abelian exponentiation, looks a bit suspicious. Because this constant is known, we have not included an associated uncertainty. The discrepancy is likely due to the infrared cutoff $y_0 = 10^{-5}$ used for these plots.
(an update with $y_0 = 10^{-7}$ is included as Figure 2.14). Note that even if the Ansatz in Eq. (2.33) were wrong, a general dependence on $\frac{c_5^5}{c_6^6}$ will only affect some of the color structures, and even then would only generate an overall up or down shift in these curves (cf. the form of $D_C$ in Eq. (A.13)).

2.1.3 $\alpha_s$ extraction and error analysis

In the previous section, we determined the unknown coefficients in the hemisphere soft function and checked the singular terms against the exact NLO and NNLO heavy jet mass distributions. Now we are ready to compare to data and fit for the strong coupling constant $\alpha_s$. The procedure we follow is identical to the procedure used for thrust in [11], so we refer the reader to that paper for missing details.

For heavy jet mass, as for thrust, we match to the fixed order distribution via

$$\frac{1}{\sigma_0} \frac{d\sigma}{d\rho} = \frac{1}{\sigma_0} \frac{d\sigma_2}{d\rho} + r(\rho), \quad (2.37)$$

with

$$r(\rho) = \left(\frac{\alpha_s}{2\pi}\right) [A(\rho) - D_A(\rho)] + \left(\frac{\alpha_s}{2\pi}\right)^2 [B(\rho) - D_B(\rho)] + \left(\frac{\alpha_s}{2\pi}\right)^3 [C(\rho) - D_C(\rho)], \quad (2.38)$$

and $D_A, D_B$ and $D_C$ are given in Appendix A.3. The $A$ function is known analytically, and is the same as for thrust (see [6]). For $B(\rho)$ we use the output of event 2 [27], and for $C(\rho)$ we use the NNLO calculation which has been provided to us by the authors of [3]. We normalize to the total hadronic cross section at order $\alpha_s^3$, which is

$$\frac{\sigma_{\text{had}}}{\sigma_0} = 1 + \frac{\alpha_s}{4\pi} [3C_F] + \left(\frac{\alpha_s}{4\pi}\right)^2 \left[C_F C_A \left(\frac{123}{2} - 44\zeta_3\right) + C_F T_F n_f (-22 + 16\zeta_3) - C_F^2 \frac{3}{2}\right]. \quad (2.39)$$

Since the data is binned, what we actually use for the theory prediction is the difference between the integrated heavy jet mass distribution evaluated at the bin edges: $R_\rho(\rho_2) - R_\rho(\rho_1)$. Our fit ranges are chosen to be the same as in [30], so that we can use their values for the systematic experimental uncertainties.

The left panel of Figure 2.5 shows a comparison of the theory prediction for heavy jet mass
to the ALEPH data at 91.2 GeV. These curves use the default scale choices

$$\mu_h = Q, \quad \mu_j = Q\sqrt{p}, \quad \mu_s = Q\rho.$$  \hspace{1cm} (2.40)

These scales are the natural ones to minimize the large logarithms, and can be read off the formula in Eq. (2.10). The best fit value of \(\alpha_s\) for heavy jet mass is \(\alpha_s(M_Z) = 0.1214\). We show also in the same figure, the heavy jet mass distribution for \(\alpha_s(M_Z) = 0.1168\), which is the value of \(\alpha_s\) derived in [11] from the fit to the thrust distribution at the same energy. In the right panel of Figure 2.5, we show a comparison to data for thrust, with the same values of \(\alpha_s\). Overall, the fit to thrust is a much better fit. For heavy jet mass, the best fit gives \(\chi^2/\text{d.o.f.}=67/9\) using statistical uncertainties only, while for thrust, \(\chi^2/\text{d.o.f.}=32.5/13\). The relatively poor fit for heavy jet mass can be plainly seen in the figure. For thrust, the relative distribution is flat over the fit range (dashed curve, right panel), while for heavy jet mass, it is increasing (solid curve, left panel). This coordinates with the relatively larger power corrections that we will find in the next section.

Next, we look at the uncertainties on the theoretical prediction. As with thrust, in [11], we consider first separate variations of \(\mu_h, \mu_j, \mu_s\) and the scale \(\mu_m\) where the matching is done by factors of 2. Figure 2.6 shows the effect of the envelope of these variations on the heavy jet mass distribution, for four orders in perturbation theory. We use the same definitions for the various
orders as in [11]:

<table>
<thead>
<tr>
<th>Order</th>
<th>resum.</th>
<th>$\Gamma_{\text{cusp}}$</th>
<th>$\gamma_n$</th>
<th>$c_n$</th>
<th>matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st order</td>
<td>NLL</td>
<td>2-loop</td>
<td>1-loop</td>
<td>tree</td>
<td>–</td>
</tr>
<tr>
<td>2nd order</td>
<td>NNLL</td>
<td>3-loop</td>
<td>2-loop</td>
<td>1-loop</td>
<td>LO</td>
</tr>
<tr>
<td>3rd order</td>
<td>N$^3$L</td>
<td>4-loop</td>
<td>3-loop</td>
<td>2-loop</td>
<td>NLO</td>
</tr>
<tr>
<td>4th order</td>
<td>N$^3$L</td>
<td>4-loop</td>
<td>3-loop</td>
<td>3-loop</td>
<td>NNLO</td>
</tr>
</tbody>
</table>

The first three orders correspond to traditional counting in renormalization-group improved perturbation theory, while 4th order simply uses all the available information.

Next, we consider the separate variations. The bands in the first four panels of Figure 2.7 show the effect of the scale uncertainties. The bottom two panels of Figure 2.7 show the effect of the more natural correlated and anti-correlated scale variations introduced in [11]. The correlated variation is defined to hold $\mu_j/\mu_s$ fixed. So we vary

$$
\mu_j \rightarrow c\sqrt{\tau}Q, \quad \mu_s \rightarrow c\tau Q, \quad \frac{1}{2} < c < 2. \tag{2.41}
$$

This probes the upper and lower limits on $\mu_j$ and $\mu_s$, but avoids the unphysical region where $\mu_s < \mu_j$ or $\mu_h < \mu_j$. The orthogonal anti-correlated variation is defined to hold $\mu_j^2/(Q\mu_s)$ fixed. It is

$$
\mu_j^2 \rightarrow aQ^2\tau, \quad \mu_s \rightarrow aQ\tau, \quad \frac{1}{\sqrt{2}} < a < \sqrt{2}. \tag{2.42}
$$

This is independent from the correlated mode but again avoids unphysical scale choices.

Overall, we find good convergence order-by-order in perturbation theory. However, some of
Figure 2.7: Perturbative uncertainty at $Q = 91.2$ GeV. Each of the scales is varied separately by a factor of two around the default value. We show $1\sigma$ and, for reference, ALEPH data at LEP 1 scaled by the central value of each bin. All plots have $\alpha_s(m_Z) = 0.1214$.

the higher-order scale variations are outside of the range of the lower orders. This was not the case for thrust, where the central value of the prediction was much more stable. Nevertheless, for both thrust and heavy jet mass, the complete perturbative uncertainty, defined as the envelope of the various variations (that is, the maximum and minimum over them) does have the higher-order bands contained within the lower order bands, as can be seen in Figure 2.6.

Next, we fit the theoretical prediction to the ALEPH data from 91.2 to 206 GeV [23] and extract $\alpha_s$. The fit is done by minimizing the $\chi^2$, using experimental statistical uncertainties,
Table 2.1: Best fit to aleph data. The row labelled “pert err.” is derived from scale uncertainties and the row labelled “soft err.” from the uncertainty on \(c_S^2\) and \(c_{2L}^S\) in Eq. (2.33). The rows labeled \textsc{pythia} and \textsc{ariadne} give the value of \(\alpha_s\) after correcting for hadronization and quark masses using \textsc{pythia} or \textsc{ariadne}. The \textsc{ariadne} corrected prediction for the two highest two energies produce very poor fits, and are excluded from the average.

<table>
<thead>
<tr>
<th>Q</th>
<th>91.2</th>
<th>133</th>
<th>161</th>
<th>172</th>
<th>183</th>
<th>189</th>
<th>200</th>
<th>206</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>fit range</td>
<td>0.08</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>–</td>
</tr>
<tr>
<td>(\chi^2/d.o.f.)</td>
<td>67/9</td>
<td>2.3/4</td>
<td>0.66/4</td>
<td>1.8/4</td>
<td>5.2/4</td>
<td>1.1/4</td>
<td>8.8/4</td>
<td>3.8/4</td>
<td>–</td>
</tr>
<tr>
<td>stat. err.</td>
<td>0.0002</td>
<td>0.0055</td>
<td>0.0108</td>
<td>0.0144</td>
<td>0.0065</td>
<td>0.0032</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0015</td>
</tr>
<tr>
<td>syst. err.</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0011</td>
<td>0.0012</td>
<td>0.0013</td>
<td>0.0014</td>
<td>0.0011</td>
</tr>
<tr>
<td>hadr. err.</td>
<td>0.0044</td>
<td>0.0028</td>
<td>0.0022</td>
<td>0.0021</td>
<td>0.0019</td>
<td>0.0018</td>
<td>0.0017</td>
<td>0.0016</td>
<td>0.0011</td>
</tr>
<tr>
<td>pert. err.</td>
<td>+0.0006</td>
<td>+0.0006</td>
<td>+0.0009</td>
<td>+0.0003</td>
<td>+0.0007</td>
<td>+0.0006</td>
<td>+0.0006</td>
<td>+0.0006</td>
<td>+0.0005</td>
</tr>
<tr>
<td>soft. err.</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0006</td>
<td>0.0002</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td>tot. err.</td>
<td>0.0047</td>
<td>0.0064</td>
<td>0.0112</td>
<td>0.0147</td>
<td>0.0070</td>
<td>0.0040</td>
<td>0.0041</td>
<td>0.0040</td>
<td>0.0031</td>
</tr>
<tr>
<td>(\alpha_s(m_Z))</td>
<td>0.1214</td>
<td>0.1235</td>
<td>0.1328</td>
<td>0.1077</td>
<td>0.1267</td>
<td>0.1234</td>
<td>0.1218</td>
<td>0.1189</td>
<td>0.1220</td>
</tr>
<tr>
<td>\textsc{pythia}</td>
<td>0.1365</td>
<td>0.1239</td>
<td>0.1333</td>
<td>0.1073</td>
<td>0.1266</td>
<td>0.1214</td>
<td>0.1202</td>
<td>0.1168</td>
<td>0.1230</td>
</tr>
<tr>
<td>\textsc{ariadne}</td>
<td>0.1238</td>
<td>0.1262</td>
<td>0.1355</td>
<td>0.1093</td>
<td>0.1288</td>
<td>0.1239</td>
<td>0.1731</td>
<td>0.1687</td>
<td>0.1250</td>
</tr>
</tbody>
</table>

for the theory prediction with default scale choices. The statistical error on \(\alpha_s\) is determined by variations around this minimum. The perturbative uncertainty is extracted with the uncertainty band method [31], exactly as in [11] for thrust. The envelope over the hard, matching, correlated and anti-correlated scale variations are included in this extraction. We also include an additional soft uncertainty associated with the errors in the extraction of \(c_S^2\) and \(c_{2L}^S\). These are computed by fitting \(\alpha_s\) within the errors on \(c_S^2\) and \(c_{2L}^S\) in Eq. (2.33), and taking the difference with the central value as the uncertainty. The soft and perturbative uncertainties are assumed uncorrelated. The systematic uncertainties are taken from [30]. To use these uncertainties, we are forced to keep our fit ranges the same as in [30]. The hadronization uncertainties are also taken from [30], which are based on Monte Carlo simulations. Note that, as in [11], we use the uncertainties from [30] but do not correct for hadronization. Hadronization will be discussed in detail in Section 2.1.4. Finally, the values for each energy are combined with a weight inversely proportional to the square of that energy’s total error. The statistical uncertainties are assumed uncorrelated, and combined in quadrature, while for the other uncertainties a linear weighted average is performed. The results are tabulated in Table 2.1.

We show in Figure 2.8 the convergence of the best fit values as a function of energy. There is very good consistency among the different energies and the convergence order-by-order in
Figure 2.8: Best fit values for $\alpha_s(m_Z)$. From right to left the lines are the total error bars at each energy for first order, second order, third order and fourth order, as defined in the text. The bands are weighted averages with errors combined from all energies.

Table 2.2: Best fit values and uncertainties at different orders.

<table>
<thead>
<tr>
<th>order</th>
<th>$\alpha_s$ (LEP 1 + LEP 2)</th>
<th>total err</th>
<th>pert. err</th>
<th>$\alpha_s$ (LEP 1 (91.2 GeV only))</th>
<th>total err</th>
<th>pert. err</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st order</td>
<td>0.1111</td>
<td>0.0104</td>
<td>0.0100</td>
<td>0.1099</td>
<td>0.0100</td>
<td>0.0110</td>
</tr>
<tr>
<td>2nd order</td>
<td>0.1156</td>
<td>0.0064</td>
<td>0.0057</td>
<td>0.1132</td>
<td>0.0072</td>
<td>0.0055</td>
</tr>
<tr>
<td>3rd order</td>
<td>0.1189</td>
<td>0.0038</td>
<td>0.0025</td>
<td>0.1168</td>
<td>0.0052</td>
<td>0.0026</td>
</tr>
<tr>
<td>4th order</td>
<td>0.1220</td>
<td>0.0031</td>
<td>0.0009</td>
<td>0.1214</td>
<td>0.0047</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

Perturbation theory is good as well. The fit values for different orders are given in Table 2.2.

The final fit for heavy jet mass gives

$$\alpha_s(m_Z) = 0.1220 \pm 0.0014 \text{ (stat)} \pm 0.0013 \text{ (syst)} \pm 0.0022 \text{ (had)} \pm 0.0009 \text{ (pert)} \pm 0.0004 \text{ (soft)}$$

$$= 0.1220 \pm 0.0031 \quad \text{(Heavy Jet Mass)}.$$  \hspace{1cm} (2.43)

This can be compared to the result for thrust, using exactly the same technique, and the same energy ALEPH data (Table 2 of [11]). Updating this result to include the more recent NNLO distributions [3,4], using the same $c_2^S$ values, Eq.(2.33), with associated “soft” uncertainty, and restricting to only the ALEPH data, we find

$$\alpha_s(m_Z) = 0.1175 \pm 0.0009 \text{ (stat)} \pm 0.0011 \text{ (syst)} \pm 0.0014 \text{ (had)} \pm 0.0016 \text{ (pert)} \pm 0.0006 \text{ (soft)}$$
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Combining these results, assuming 100% correlation between heavy jet mass and thrust, gives

\[ \alpha_s(m_Z) = 0.1193 \pm 0.0011 \text{ (stat)} \pm 0.0012 \text{ (syst)} \pm 0.0017 \text{ (had)} \pm 0.0013 \text{ (pert)} \pm 0.0005 \text{ (soft)} \]
\[ = 0.1193 \pm 0.0027 \quad \text{(Combined)} \]  

(2.45)

This value is consistent with the recent world average of \( \alpha_s(m_Z) = 0.1184 \pm 0.0007 \) [16].

2.1.4 Non-perturbative effects and quark mass corrections

The \( \alpha_s \) fit from the previous section used the theory prediction at the parton level with five flavors of massless quarks, neglecting hadronization and quark masses. Hadronization induces a power correction on the heavy jet mass distribution. Its effect is suppressed by a small scale, such as \( \Lambda_{\text{QCD}}/Q \) or \( \Lambda_{\text{QCD}}/\mu_s \) relative to the perturbatively calculable part. The \( b \)-quark mass corrections are suppressed by \( m_b/Q \). These effects are therefore both parametrically smaller than the large logarithmic corrections which we resum. Nevertheless, they are quantitatively important, and our final uncertainty on \( \alpha_s \) is dominated by the way these power corrections are modeled. The dominant part of the \( b \)-quark mass corrections is calculable, and is expected to shift \( \alpha_s \) at around the 1% level, as observed in [11,14]. The inclusion of \( b \)-quark corrections will be an important addition for future work. However, since they scale like \( 1/Q \), the dominant effect of these mass corrections can be absorbed into the same power correction model as hadronization effects, which also scale as \( 1/Q \). In this section, we explore the Monte Carlo treatment of power corrections, and an alternative theoretical model.

Monte Carlo simulations can include quark masses explicitly. They also attempt to model hadronization, for example with a string fragmentation model in \textsc{pythia}. This produces an event with stable particles which can be run through a detector simulation. Such simulations are an essential part of every experimental study, and must play some role even for inclusive event shape analysis. For example, the event shape is often measured using only the charged particles, whose momenta are more precisely known, and then corrected to all particles with help of the simulation. Monte Carlo hadronization models have a number of free parameters
and can usually be tuned to any particular data set so that the simulation reproduces the data quite well. However, no single tuning reproduces all the data, and therefore different tunings are often used for different analyses. A more troubling fact is that, as demonstrated in [11], the tunings often correct for features having nothing to do with hadronization, such as subleading log resummation. Such tunings are guaranteed not to scale well with energy. This may be a serious problem for high energy colliders which simultaneously probe many energy scales, such as the Large Hadron Collider at CERN.

The hadronization uncertainty we used for the $\alpha_s$ determination were taken from [30], but we have also studied hadronization and mass effects in the Monte Carlos on our own. The last two rows of Table 2.1 show the best fit values for $\alpha_s$ after the theory is corrected bin-by-bin for both hadronization and bottom and charm quark mass corrections using the Monte Carlo event generators PYTHIA v6.409, with default parameters [22], and ARIADNE v4.12 with the ALEPH tune [32]. Recall that ARIADNE actually feeds through PYTHIA to handle hadronization, so the difference is entirely due to the way the parton shower is implemented. With thrust, the same exercise was performed, and the corrections with ARIADNE were found to be very small, which helped justify not correcting for hadronization and quark masses at all in the published $\alpha_s$ fits. For thrust corrected with PYTHIA, there was a systematic downward shift in $\alpha_s$. For heavy jet mass, the corrections with ARIADNE are large. In fact, for the high energy data, ridiculous values such as $\alpha_s = 0.1731$ result. The PYTHIA corrections are, for heavy jet mass, smaller than they are for thrust. In fact, we find a bigger discrepancy between the thrust and heavy jet mass $\alpha_s$ fits after correcting with either Monte Carlo than without. Thus, although we cannot justify correcting the theory curve with either Monte Carlo, we confirm that the hadronization uncertainties listed in Table 2.1, which were taken from [30], span reasonable Monte-Carlo simulated variations due to hadronization and quark mass effects.

To understand why the power corrections come out so differently for thrust and heavy jet mass, we compare PYTHIA at the parton and hadron levels to the 4th-order SCET prediction (N^3LL + NNLO), and to the ALEPH data at 91.2 GeV in Figure 2.9. From the top two panels, we see that in the peak region, in both cases the parton-level theory prediction comes out somewhere between the parton and hadron level Monte Carlo. However, in the bottom two panels, which zoom in near the fit region, the difference between the two event shapes is much
Figure 2.9: Hadronization and mass corrections with PYTHIA. The theoretical prediction using PYTHIA at the hadron level with massive quarks and the parton level with massless quarks is compared to data and to the 4th order theoretical prediction using SCET. For thrust, PYTHIA agrees remarkably well with the data, while for heavy jet mass, there is a substantial discrepancy especially in the fit region, which is zoomed in on in the bottom panels.

more dramatic. For heavy jet mass, the SCET curve is above the data, while partonic PYTHIA is below it and hadronic PYTHIA is even farther below. In contrast, for thrust, all of the curves are much closer and the power corrections, as modeled by PYTHIA are a much smaller effect. It is clear that PYTHIA has trouble handling both event shapes simultaneously.

An alternative to using Monte Carlo simulations to simulate hadronization is to model the power corrections directly with effective field theory. As discussed in [21], hadronization effects can be absorbed into the soft function by convolution of the perturbatively calculable part with a non-perturbative shape function

\[
S_{\text{full}}(k_L, k_R, \mu) = \int dk'_L dk'_R S_{\text{part}}(k_L - k'_L, k_R - k'_R, \mu) S_{\text{mod}}(k'_L, k'_R),
\]

where \( S_{\text{part}}(k_L, k_R, \mu) \) is what we have previously just been calling \( S(k_L, k_R, \mu) \) and \( S_{\text{mod}}(k_L, k_R) \) is a non-perturbative model function. Generally, \( S_{\text{mod}}(k_L, k_R) \) is expected to have support only for \( k_L, k_R \lesssim \Lambda_{\text{QCD}} \). As observed in [33], there is an ambiguity in the factorization of the soft
function into these two pieces, which leads to a difficulty in assigning physical significance to $S_{\text{mod}}(k_L, k_R)$ and poor convergence in perturbation theory. This ambiguity is associated with the existence of a renormalon, which can be removed within SCET [21, 33]. Indeed, if data closer to the peak region were included in the fit, or if convergence of the model function parameters were an issue, removing the renormalon could have an important effect. Since we are not immediately interested in these issues, for simplicity, we will simply ignore the renormalon.

The simplest model function is just composed of delta functions

$$S_{\text{mod}}(k_L, k_R) = \delta(k_L - \frac{1}{2} \Lambda_{\text{NP}}) \delta(k_R - \frac{1}{2} \Lambda_{\text{NP}}). \quad (2.47)$$

The one parameter, $\Lambda_{\text{NP}}$, can be thought of as representing the mass gap of QCD due to hadronization and therefore should be of order $\Lambda_{\text{QCD}}$. This model function allows us to fit the leading power correction. Any other one-parameter family of shape functions can be written in this form up to higher power corrections, which should have a subleading effect on the distributions. For example, the smallest scale probed in our fits is the soft scale at the lower end of the fit region at 91.2 GeV, $\mu = \mu_s = \rho Q > (0.08)(91.2 \text{ GeV}) \sim 7 \text{ GeV}$. With $\Lambda_{\text{QCD}} \sim 300 \text{ MeV}$, this can be a 4% effect. Higher power corrections, of order $(\Lambda_{\text{QCD}}/\mu)^2$ should have less than a 0.2% effect in our fit range.

Once this shape function is convoluted with the perturbative distribution, it has the effect of simply shifting the distributions

$$\frac{d\sigma}{d\tau}(\tau) \rightarrow \frac{d\sigma}{d\tau}(\tau - \Lambda_{\text{NP}}) \quad (2.48)$$

$$\frac{d\sigma}{d\rho}(\rho) \rightarrow \frac{d\sigma}{d\rho}(\rho - \frac{1}{2} \Lambda_{\text{NP}}). \quad (2.49)$$

The factor of $\frac{1}{2}$ is easy to understand. The shift causes each hemisphere mass to increase by $\frac{1}{2} \Lambda_{\text{NP}}$. Since thrust sums both hemisphere masses, while heavy jet mass measures only one, heavy jet mass feels only half of the increase.

This model was studied for thrust in [11], where it was found that a larger $\Lambda_{\text{NP}}$ can be compensated for by smaller $\alpha_s$ leading to a flat direction in the two parameter fits. We reproduce this result in Figure 2.10. This figure shows the $2\sigma$ and $5\sigma$ confidence regions in a combined fit.
Figure 2.10: Contours of 2σ and 5σ confidence in the simultaneous fit of $\alpha_s$ and a non-perturbative shift parameter $\Lambda_{NP}$ to the thrust and heavy jet mass ALEPH data from 91.2 to 206 GeV. The combined fit is also shown.

Table 2.3: Best fit values including leading power correction. The $\chi^2$ is calculated using both statistical and experimental systematic uncertainties.

<table>
<thead>
<tr>
<th>Event Shape</th>
<th>$\alpha_s(m_Z)$</th>
<th>$\Lambda_{NP}$ (GeV)</th>
<th>$\chi^2$/d.o.f.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thrust</td>
<td>0.1101</td>
<td>0.821</td>
<td>66.9/47</td>
</tr>
<tr>
<td>Heavy Jet Mass</td>
<td>0.1017</td>
<td>3.17</td>
<td>60.4/43</td>
</tr>
<tr>
<td>Combined</td>
<td>0.1236</td>
<td>-0.621</td>
<td>453/92</td>
</tr>
</tbody>
</table>

to all of the ALEPH data for thrust from LEP. On the same plot, using the same model function, we show the contours for heavy jet mass. First of all, we observe that the flat direction exists in both of the data sets. We might have hoped that having two event shapes would remove the ambiguity, but this does not happen. Second, we see that while the perturbative fit has $\alpha_s$ lower for thrust than for heavy jet mass, with the power corrections, the value of $\alpha_s$ is higher for thrust, as found in previous studies [17,30]. However, when we perform a simultaneous fit to all of the thrust and heavy jet mass degrees of freedom, we get a value for $\alpha_s$ that is larger than each one separately. The best fit for thrust, heavy jet mass, and the combined fit are shown in Table 2.3. The fact that the thrust and heavy jet mass contours do not overlap indicate that a better handling of non-perturbative effects is required.

We conclude that neither correcting the theory curves with a Monte Carlo simulation nor using a minimal shape function approach for the leading power correction is satisfactory. The
shape function approach is improvable, while the Monte Carlo approach is limited by the
perturbative accuracy of the parton shower, which will be limited to leading-log resummation in
at least the near future (although SCET may eventually help go beyond LL [34, 35]). To im-
prove the shape function fit, a number of additional ingredients should be included. First of
all, the renormalon ambiguity in separating the perturbative and non-perturbative parts of the
soft function should be removed. This is not likely to have much effect in the fit region we use,
but will allow us to use data closer to the peak. Having more data involved will more highly
constrain the fit and could remove the flat direction. To do this, we would need the bin-by-bin
correlations among the experimental systematic uncertainties, which are not publicly available.
In addition, there are perturbatively calculable effects we have not included, such as electroweak
and $m_b$ corrections, as in [14], which may have up to a 1% effect. It would be very interesting
to see if the thrust and heavy jet mass distributions can be reconciled once a thorough effective
field theory analysis, including non-perturbative effects, is performed.

2.1.5 Conclusions

In this paper, we have studied the heavy jet mass distribution using Soft-Collinear Effective
Theory including $\mathcal{N}^3$LL resummation and matching to the NNLO fixed order distribution. Up
to this point, this kind of accuracy has only been available for the thrust distribution. Having
an additional event shape helps control for systematic uncertainties, making the fit for $\alpha_s$ more
trustworthy. It also gives us insight into power corrections and multi-scale soft functions which
will be important for the LHC.

The heavy jet mass fit gives $\alpha_s(m_Z) = 0.1220 \pm 0.0031$. This value is larger than what had
been found for thrust at the same accuracy, $\alpha_s(m_Z) = 0.1175 \pm 0.0026$. The uncertainty on heavy
jet mass is larger partially due to a larger hadronization uncertainty. In our study, no corrections
were made for hadronization. We explored the traditional method of hadronization, using Monte
Carlo event generator, such as PYTHIA and concluded that such an approach is problematic for
theoretical calculations of this accuracy. Since the Monte Carlo has been already tuned to the
data we are trying to match, the tuning has partially compensated for resummation of subleading
logarithms. Comparing PYTHIA’s output in the fit region, the hadronized distribution is actually
farther away from the data than the parton-level distribution.
Table 2.4: Best fit values for $\alpha_s(m_Z)$ at various orders in perturbation theory. The first three columns are our results, the last two which include a Monte Carlo based hadronization correction are from [17].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>hadronization</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Thrust</td>
<td>0.1175</td>
<td>0.1173</td>
<td>0.1262</td>
<td>0.1275</td>
<td>0.1266</td>
</tr>
<tr>
<td>Heavy Jet Mass</td>
<td>0.1220</td>
<td>0.1189</td>
<td>0.1265</td>
<td>0.1248</td>
<td>0.1211</td>
</tr>
</tbody>
</table>

Our $\alpha_s$ values from thrust and heavy jet mass contrast with the results of [17], which at NLL+NNLO accuracy derived $\alpha_s(m_Z) = 0.1266$ from thrust and $\alpha_s(m_Z) = 0.1211$ from heavy jet mass. A comparison of various fits to thrust and heavy jet mass using the same ALEPH data is shown in Table 2.4. The authors of [17] have observed that event shapes tend to belong to one of two classes. The first class, including thrust, tends to produce higher values of $\alpha_s$ than the second class, which includes heavy jet mass. These authors attributed the difference to better perturbative stability in the second class. We find, if anything, better perturbative stability for thrust. Instead, the reason for the systematic separation of $\alpha_s$ values in this study, and also in the NNLO study of [30], may have more to do with their use of a Monte Carlo simulation to correct for hadronization. A similar conclusion was reached in [36] which studied event shape moments. The values of $\alpha_s$ for the two classes must eventually be reconcilable, but there may be a physical reason why the power corrections for one class are larger than for the other. This is worth understanding more thoroughly, and may have implications for the LHC.

The alternative to using a Monte Carlo simulation for hadronization is to add a shape function contribution within the effective field theory. Our simple shape function study shows that the leading power tends to shift $\alpha_s$ from both heavy jet mass and from thrust to lower values, with the heavy jet mass shift of larger magnitude. This can help explain why the thrust $\alpha_s$ comes out lower than the heavy jet mass $\alpha_s$ in our study, and not in [17, 30]. However, we also found that the best fit over all the ALEPH data from 91.2 to 206 GeV for thrust was incompatible with the best fit from heavy jet mass, and that the flat direction between $\alpha_s$ and the non-perturbative parameter $\Lambda_{NP}$ persists in both distributions.

To get the values of $\alpha_s$ extracted from thrust and heavy jet mass to agree may require including additional ingredients, which can be done within the effective field theory framework. For example, there is a calculable $m_b$ correction which tends to bring $\alpha_s$ up at least for thrust [14]. Including every possible correction must produce the same value of $\alpha_s$ from thrust and heavy
jet mass, and it will be interesting to see precisely how this happens. Also, more data should be included. Using data for values of heavy jet mass and thrust closer to the peak will lead to a more constrained shape function fit, although it may require going beyond the leading power. In addition, using data from other LEP experiments and other experiments at lower center-of-mass energy can further test and constrain the event shapes.

However, it is not clear if all of the differences between thrust and heavy jet mass can be accounted for entirely within SCET. For example, there is the possibility that the difference between thrust and heavy jet mass has more to do with the way hadron masses are handled experimentally than from higher order power corrections. In [37], substantial differences in the form of power corrections among the $E$-scheme, $p$-scheme and decay-scheme were found. It may turn out that an ultra-precise $\alpha_s$ fit can only be made if the identity of all the hadrons is known, which may be possible for future measurements but is not available for existing data. More likely, the thrust and heavy jet mass distributions can be made to agree within SCET, but the uncertainty on $\alpha_s$ will ultimately be limited by a hadron-mass-scheme dependent uncertainty. In any case, once the ingredients discussed for thrust in [14] are applied to heavy jet mass, we will be able to extract a more precise lesson about the importance of power corrections. In addition to reducing the uncertainty from $\alpha_s$ and teaching us about power corrections, combining the insights from thrust and heavy jet mass will more generally pave the way for deeper understanding of relevant jet-based observables at the LHC.
Note Added

After this manuscript appeared, it was suggested that the precision on $c_{S_{2\rho}}$ and $c_S^2$ could be improved by lowering the infrared cutoff used by EVENT 2. The cutoff $y$ is implemented by throwing out events if two partons have $(p_1 + p_2)^2 < yQ^2$. The default cutoff is $10^{-8}$, and the authors of EVENT 2 caution about numerical instabilities if the cutoff is taken too low. We find that for cutoffs below $10^{-15}$, there are insurmountable numerical problems, however $y = 10^{-12}$ seems to be convergent. We therefore ran 135 billion events with $y = 10^{-12}$ and 2500 bins ($\Delta \rho = 0.0002$) – the main text uses 10 billion events with $y = 10^{-8}$ and 1000 bins ($\Delta \rho = 0.0005$). The difference between this new numerical data and the SCET prediction for the singular terms is shown in Figure 2.11, which is to be compared to Figure 2.1. One can see that the curves for all color structures now converge to zero, as expected.

Next, the constant $c_{S_{2\rho}}$ was extracted from these curves. The value $c_{S_{2\rho}}$ for various lower bounds $\rho_{\text{min}}$ are shown in Figure 2.12. Again, improved numerical stability is clear. Fitting a sixth order polynomial to the 59 points between $\rho_{\text{min}} = 0.0004$ and $\rho_{\text{min}} = 0.012$ and extrapolating to $\rho_{\text{min}} = 0$ leads to

$$c_{S_{2\rho}} = (49.1)C_F^2 + (-33.2)C_FC_A + (50.2)C_FTn_f .$$

(2.50)
Figure 2.12: Extraction of the two-loop constants in the soft function. Update of Figure 2.2 with cutoff $y = 10^{-12}$ in $B(\rho)$ from event 2.

The value of the $C_F^2$ coefficient is now consistent with the prediction of $\frac{\pi^4}{2} = 48.7$ from non-Abelian exponentiation. The fit is somewhat sensitive to the lower value of $\rho_{\text{min}}$ used in the regression, but not very sensitive to the upper value. Fitting a fourth order polynomial to the 38 points between $\rho_{\text{min}} = 0.0006$ and $\rho_{\text{min}} = 0.008$ gives

$$c_{2\rho}^S = (49.8)C_F^2 + (-33.3)C_FC_A + (50.3)C_FT_{Fnf}.$$  

Since the $C_FC_A$ and $C_FT_{Fnf}$ terms are practically unchanged, and the $C_F^2$ term is fixed by non-Abelian exponentiation, it is reasonable to assume that the remaining uncertainty on these numbers will have a negligible effect on the $\alpha_s$ fits. Performing the same analysis for thrust, leads to

$$c_{2\rho}^S = (49.1)C_F^2 + (-57.8)C_FC_A + (43.4)C_FT_{Fnf}$$  \hspace{1cm} (2.51)

Combining these, assuming the Hoang-Kluth Ansatz for the soft function, Eq. (2.30), gives

$$c_{2L}^S = (0)C_F^2 + (-7.5)C_FC_A + (-2.1)C_FT_{Fnf}$$  \hspace{1cm} (2.52)

Thus, we take

$$c_2^S = \frac{\pi^4}{2}C_F^2 + (-57.8)C_FC_A + (43.4)C_FT_{Fnf}$$  \hspace{1cm} (2.53)

$$c_{2L}^S = (0)C_F^2 + (-7.5)C_FC_A + (-2.1)C_FT_{Fnf}$$  \hspace{1cm} (2.54)
With these more accurate numbers and a more accurate numerical calculation of the NNLO distribution, we can now repeat our comparison of the singular terms to the exact distribution. Using an infrared cutoff of $10^{-7}$ for the $C$ functions, the agreement with the singular terms is improved. This can be seen in Figure 2.13, which is an update of Figure 2.3. Taking the difference between the curves gives Figure 2.14. One sees that the $1/N^2$ color structure, corresponding to $C_F^3$, has improved convergence towards zero. If these curves were known with perfect accuracy, they could be used to test the Ansatz in Eq. (2.30). The most poorly convergent color structures, $1/N^2$ and $n_f^2$, are not sensitive to this Ansatz, and the others are consistent with convergence to zero within the statistical uncertainty on the numerical NNLO calculation.

Finally, we reconsider the $\alpha_s$ fits in light of these more precise soft function coefficients and NLO matching functions. Refitting the thrust distribution to the ALEPH data changes $\alpha_s(m_Z)$ from 0.1175 to 0.1176 and refitting the heavy jet mass distribution raises $\alpha_s(m_Z)$ from 0.1220 to 0.1224. These shifts are within the quoted soft uncertainties.

Figure 2.13: Comparison of the full NNLO heavy jet mass distribution and the singular terms. Update of Fig 2.3 with cutoff $y_0 = 10^{-7}$ in $C(\rho)$. 
Figure 2.14: Difference between full NNLO heavy jet mass distribution and the singular terms. Update of Fig 2.4 with cutoff $y_0 = 10^{-7}$ in $C(\rho)$. The uncertainty on $c_2^S$ and $c_2^{S_0}$ is now negligible.
2.2 Resummation of Jet Mass at Hadron Colliders

The properties of jets produced at the Large Hadron Collider (LHC) have been coming into increased focus over the last few years, both from theoretical and experimental points of view. Jet properties can be used both to understand QCD and to find and discriminate among models of new physics. Indeed, many methods involving jet substructure have been developed over the last few years that can be used in new physics searches [38–50]. These studies are almost all based on Monte-Carlo simulations. As the precision of the experimental measurements improves, precision calculations beyond the level of current Monte-Carlo generators will become increasingly important. In this paper we provide a framework in which the simplest jet property, jet mass, can be computed in a systematically improvable way.

Precision QCD calculations of jet shapes, such as jet mass, are difficult for a number of reasons. Calculations at fixed order in perturbation theory are only useful at large values of jet mass in the tail of the distribution. Near the peak, large Sudakov double logarithms become increasingly important. The resummation of these logarithms is critical in achieving distributions with even qualitative agreement with data. However, the resummation of jet mass in a realistic hadronic collider environment is challenging due to the large number of variables: the jet size $R$, the jet algorithm, the beam remnants, the initial state radiation, hadronization, underlying event, etc.

There has been flurry of work on jet mass resummation over the last few years [11,51–62]. In particular, it has been demonstrated that large logarithms of jet masses can be understood and in some cases resummed using effective field theory techniques. In this paper we consider the simplest QCD event shape, the jet invariant mass, and we focus on a very simple event topology: a jet produced in association with a hard photon. This process provides a natural setting to generalize similar work that has been done for $e^+e^-$ colliders. Furthermore, such a simple final state allows us to explore issues such as dealing with the beam remnant and the jet size, before attempting to extend these results to more complicated multi-jet final states.

Many of the ingredients necessary for jet mass resummation in direct photon production have already been provided in previous work that calculated the direct photon $p_T$ and rapidity distribution using threshold resummation [18]. For the $p_T$ spectrum inclusive over the jet
properties, one can treat the jet as everything-but-the-photon. Since the beam remnants are included in the jet, the factorization formula in the inclusive case is particularly simple. In this paper, we want to calculate a cross section which is differential in the jet mass. Thus, we must separate the soft radiation into an in-jet region and an out-of-jet region, which leads to a modified factorization formula.

Although the jet mass distribution in this paper is calculated by expanding around the machine threshold limit, where the jet and photon have the maximum possible energy, the results will be accurate well away from threshold, at phenomenologically relevant values of the jet momentum, due to dynamical threshold enhancement [63–65]. Dynamical threshold enhancement works because of the extremely rapid fall-off of the parton distribution functions (PDFs) as momentum fractions approach unity. This fall off forces radiation in realistic events to have similar properties to radiation in events near threshold. In particular, the large logarithms associated with soft and collinear singularities are determined by an effective maximum energy, set by a parton threshold, rather than the hadronic threshold. The power of threshold resummation has been confirmed by direct comparison with data in many cases. Here, in the absence of direct photon jet mass data, we confirm it by comparing to Pythia [22].

When dealing with an exclusive observable such as the jet mass, one is forced to contend with multiple relevant scales: the hard scale of the partonic collision, the jet scale associated with collinear radiation in the jets, the factorization scale associated with collinear radiation in the beams, and various soft scales. Through the use of the soft-collinear effective field theory (SCET) [8, 9], each of these scales is associated with a function that accounts for the physics of each scale. The multiple soft scales are particularly troublesome to deal with because the factorization formula coming out of effective theory does not distinguish them: SCET gives you only one soft function, with multiple scales. Previous work on multi-scale soft functions in SCET has observed that, in the absence of an exact two loop soft function calculation, improved agreement with QCD can result from assuming a factorized soft function [57, 61]. In this paper, we make further progress in understanding this refactorization by taking inspiration from results on resummation in perturbative QCD.

Previous work on jet mass resummation in perturbative QCD, such as in [59, 62, 66] has approximated the jet as having only collinear radiation and soft-collinear radiation. These two
ingredients combine into an infrared finite object that is a type of jet function, but different from the jet function used in SCET. This simple approximation leads to good agreement with CDF data in [67] and indicates that the dominant large logarithmic corrections are contained in the collinear and soft-collinear sectors. To go beyond the leading-logarithmic accuracy of [59,62], we need to also include initial state radiation and color coherence effects. These are naturally part of the threshold calculation we provide here. We therefore factorize out of the full soft function a part associated with radiation which goes entirely into the jet, which has its own natural scale. We give a precise operator definition of this regional soft-function that, in particular, contains all the modes that are simultaneously soft and collinear to the jet. Thus our results will reduce to previous results at leading-logarithmic level, but are systematically improvable.

Our systematic improvements over previous work include the full next-to-next-to-leading logarithmic (NNLL) resummation of the global logarithms, including initial state radiation and color-coherence effects. One difficult unsolved problem in jet observables which are not completely inclusive is that of non-global logarithms (NGLs) [29,68–70]. Although we have not succeeded in resuming NGLs in this work, and thus our distribution is only formally valid at the NLL level, our factorized soft function clarifies the role of the missing terms. In an related observable, jet thrust [57,61], the anomalous dimension of the analogy of our regional soft function is proportional to the leading non-global logarithm. We use the correspondence to estimate the size of NGLs for jet mass by varying the appropriate coefficient in our expressions. The effect of non-global logarithms is significant in the peak region and must be understood better for further systematic improvements.

Because the factorization formula in SCET gives different objects with different associated scales, we can resum large logarithms by matching and running between these scales. It is an advantage of the effective theory approach that these scales are manifest throughout the calculation. Due to the convolution with the non-perturbative PDFs, scale choices cannot be made analytically. We therefore choose our scales numerically, following the approach of [65]. As emphasized in [71] and [72], it is an advantage of the effective theory approach that natural scales automatically appear through this numerical procedure, in contrast to fixed order calculations where they can only be guessed. Our results are compared to the output of PYTHIA [73], with very good agreement.
2.2.1 Kinematics and the Observable

In this section we briefly review some kinematics of direct photon production in a hadron collider and set up our notation. We will follow the conventions in [18], and we summarize the most important kinematic relationships. Once the kinematic variables are defined, we will define our jet definition and the specific observable that we calculate in this paper.

Hadronic and Partonic Kinematics

We will denote the momenta of the incoming hadrons as $P_1^\mu$ and $P_2^\mu$, and the momentum of the photon as $p_\gamma^\mu$. The observable will be categorized by the properties of the hard photon, namely its transverse momentum $p_T$ and rapidity $y$. Formally, the results of this paper will be most accurate when $p_T$ is near the *machine threshold* limit,

$$p_T \sim p_T^{\text{max}} = \frac{E_{\text{CM}}}{2 \cosh y},$$

(2.55)

where $E_{\text{CM}} = \sqrt{(P_1 + P_2)^2}$. A majority of events will have photon transverse momenta that are far below the machine threshold limit. However, as we will see, the calculation remains valid for transverse momenta much less than machine threshold due a phenomenon called dynamical threshold enhancement, discussed in Section 2.2.2.

A schematic showing the event topology for the collision is given in Figure 2.15. The hard
process involves the collision between two initial state partons, which have momentum \( p_i^\mu = x_i P_i^\mu \), where the \( x_i \) is the momentum fraction of the constituent parton and the subscript denotes the hadron from which it came. There are two channels that are relevant at leading order in \( \alpha_s \), the annihilation channel, \( q\bar{q} \rightarrow \gamma g \) and the Compton channel, \( qg \rightarrow \gamma q \). It is convenient to use the variables \( w \) and \( v \), given by

\[
  x_1 = \frac{1}{w} \frac{P_T}{E_{CM}} v^y, \quad x_2 = \frac{P_T}{E_{CM}(1-v)} e^{-y}.
\]  

The variable \( v \) is related to the scattering angle between the photon and the beam, \( \theta^* \), in the partonic center of mass frame through

\[
  v = \frac{1}{2} (1 + \cos \theta^*).
\]  

The other variable \( w \) characterizes how much the (partonic) event deviates from exact \( 2 \rightarrow 2 \) kinematics due to additional QCD radiation in the initial or final state. When \( w = 1 \), there is no additional radiation and the partonic final state consists of a photon and either a quark in the case of \( qg \rightarrow q\gamma \) or a gluon in the case of \( q\bar{q} \rightarrow g\gamma \).

When discussing the threshold limits, we will discuss the (total) hadronic invariant mass

\[
  M_X^2 = (P_1 + P_2 - p_\gamma)^2,
\]  

and the (total) partonic invariant mass

\[
  m_X^2 = (x_1 P_1 + x_2 P_2 - p_\gamma)^2.
\]  

These give the invariant mass of all particles in the final state with the photon’s momentum removed from the hadronic or partonic final state, respectively. The hadronic variable \( M_X \) includes the beam remnant, whereas the partonic version does not have any information about the beam, and therefore \( 0 \leq m_X \leq M_X \). In terms of the momentum fractions of the partons
and the photon transverse momentum and rapidity, the invariant masses are

\[ M_X^2 = E_{CM}^2 - 2p_T E_{CM} \cosh y = E_{CM}^2 \left( 1 - \frac{p_T}{p_T^{\text{max}}} \right) \]

and

\[ m_X^2 = \frac{p_T^2}{1 - w} \frac{1 - w}{w}. \]

In the partonic threshold limit, \( w \to 1 \), there is no phase space volume for the initial or final state radiation, and so the final state consists of a single scattered parton and a photon. After removing the photon, only a massless parton remains and so the partonic mass vanishes in this limit (\( m_X \to 0 \)). The partonic cross section is singular in this limit, and the resulting singularities take the form of \( \ln^2 m_X \sim \ln^2 (1 - w) \). In the next section, we will introduce a factorization theorem for the partonic cross section, that will resum the logarithms of \( m_X \) that appear as \( \alpha_s^n \ln^m (1 - w) \) in the differential cross section.

The observable

The observable we consider is the invariant mass of the hardest jet in events with a high \( p_T \) photon. Rather than use one of the standard jet algorithms to define the jet mass, we use a simple definition in order to make the analytical calculations more tractable. The jet mass used in this paper is defined through the following procedure.

1. Remove the photon from the event record.
2. Cluster the event using the anti-\( k_T \) jet algorithm.
3. Select the jet with the hardest \( p_T \), and find its 3-momentum \( \mathbf{p}_J \). This defines the jet axis as \( \hat{n}_J = \frac{\mathbf{p}_J}{|\mathbf{p}_J|} \).
4. Define \( m_R \) to be the invariant mass of all of the radiation that lies within a cone of half-angle \( R \) centered on \( \hat{n}_J \).

The observable we consider is \( \frac{d\sigma}{dm_R} \), within some range of \( p_T \) and rapidity for the jet and photon. Our calculation is not sensitive to the difference in \( p_T \) between the jet and the photon, so we put a cut only on the photon \( p_T \), integrating inclusively over the \( p_T \) of the jet. For concreteness our
numerical results will have central photons \((y = 0)\) with a given \(p_T\), integrated over jet rapidities between \(-1\) and \(1\).

Although our \(R\) differs from a usual collider \(R\), which is defined in terms of rapidities and azimuthal angles, the difference is small for central jets that dominate at large \(p_T\). Our method of calculation, and our factorization theorem, would also work for more standard jet algorithms, such as the \(k_T\) algorithm. However, most standard algorithms suffer from clustering effects \([60, 74–77]\) which are not completely understood. Extending the results of this paper to more standard jet algorithms will be explored in future work.

To calculate the jet mass accurately in QCD, one would like the relevant events to come from the hard process we are considering, namely a single photon plus a single parton. However, generically, there can be contributions from events with a hard photon and 2 or 3 jets. The simplest way to ensure single jet kinematics is to use a \(p_T\) veto on the second hardest jet. This is easy to do experimentally or when using an event generator, but in QCD introducing a new scale makes the theoretical calculation significantly more complicated. In particular, non-global logarithms of the jet mass relative to the veto scale will be introduced. Although these non-global logarithms might be a small effect numerically, an advantage of the threshold resummation is that one does not have to introduce an extra scale. Instead, the scale is implicit in the out-of-jet soft radiation which is integrated over.

By expanding around the threshold limit and demanding large \(p_T\) for the photon, we can ensure that we are in the photon-plus-single-jet configuration without introducing a new veto scale. When the photon’s \(p_T\) is on the order of the hard scattering scale, the radiation outside of the hardest jet must be soft, which prevents the formation of a second hard jet. By suitably restricting the photon \(p_T\), the events will contain a single recoiling jet and we are safely in the regime where the factorization theorem is valid. To put it another way, the fact that dynamical threshold enhancement has been shown to work for the direct photon \(p_T\) distribution in \([18]\) indicates that the single jet configuration dominates. To be clear, the threshold expansion does not obviate the need to deal with non-global logarithms, as you would with a jet veto, but it does avoid having to deal with an explicit scale.

At the partonic threshold limit, where the process only has one parton and a photon in the final state, the \(p_T\) and \(y\) of the photon constrains the scattering angle of the outgoing jet. To
Figure 2.16: The photon’s momentum and rapidity is denoted by \( p_\gamma \) and \( y \), respectively. The jet cone of half angle \( R \), centered around the direction of the jet \( n_J = (1, \bar{n}_J) \). The restrictions on the jet rapidity \( y_J \) is shown by the dashed gray line. Soft radiation inside the jet contributes to \( k_{\text{in}} = n_J \cdot P_{X'\gamma} \), whereas the radiation outside contributes to \( k_{\text{out}} = n_J \cdot P_{X'^\gamma} \).

see this, consider momentum conservation along the direction of the beam, taken to be the \( z \) direction.

\[
p_{Jz} = (x_1 P_1 + x_2 P_2 - p_\gamma)_z
\]  

(2.62)

After using the definition of rapidity, \( y = \frac{1}{2} \ln \frac{E+p_z}{E-p_z} \), we can relate the rapidity of the jet \( y_J \) to the \( p_T \) and \( y \) of the photon and to \( x_{1,2} \) via

\[
\sinh y_J = \frac{E_{\text{CM}}}{2p_T} (x_1 - x_2) - \sinh y,
\]  

(2.63)

Since \( 0 < x_{1,2} < 1 \), \( y_J \) must lie within a range given by

\[
- \frac{E_{\text{CM}}}{2p_T} - \sinh y < \sinh y_J < \frac{E_{\text{CM}}}{2p_T} - \sinh y
\]  

(2.64)

In order to perform threshold resummation, we must be careful to keep \( y_J \) small enough to ensure the jet does not enclose the beams. This restriction is \( \sinh y_J < \cot R \), and so if we take \( |y_J| < 1 \), this implies that \( R \lesssim 0.7 \).
Figure 2.17: The integration region $R$ is shown by the red lines. When the jet rapidity is restricted, the region is further constrained to be inside the blue lines, shown here for $y_{\text{cut}} = 1$. The dashed green line outlines the region that most strongly contributes. This is demonstrated by the right hand plot, which shows the rapid fall off of $x_1 f_{a/P}(x_1) x_2 f_{b/P}(x_2)$.

2.2.2 Differential Cross Sections and Factorization Theorem

The differential cross section for the process $N_1 + N_2 \rightarrow \gamma + X$ can be written in the form

$$
\frac{d^2\sigma}{dpt \, dy \, dm_R^2} = \frac{2}{p_T} \sum_{ab} \int_{R} \, dv \, dw \, [x_1 f_{a/N_1}(x_1, \mu)] \, [x_2 f_{b/N_2}(x_2, \mu)] \, \frac{d^2\hat{\sigma}}{dwdvdm_R^2},
$$

(2.65)

where $N_i$ are the incoming partons, $f_{a/N_i}(x_i, \mu)$ is the probability distribution function for finding parton $a$ in hadron $N_i$ with momentum fraction $x_i$, and the sum is over the different partonic channels. The region of integration $R$ in the $w - v$ plane is given by

$$
\frac{1 + m_R^2/p_T^2}{E_{\text{CM}}/p_T \, e^{-y} + m_R^2/p_T^2} < \frac{p_T}{E_{\text{CM}}} e^{-y} \quad \frac{e^y \, p_T}{v \, E_{\text{CM}}} < \frac{p_T^2}{p_T^2 + (1 - v)m_R^2} \quad \frac{e^y}{v(2 \sinh y + 2 \sinh y_{\text{cut}} + \frac{1}{1 - v} e^{-y})} < \frac{e^y}{v(2 \sinh y - 2 \sinh y_{\text{cut}} + \frac{1}{1 - v} e^{-y})}.
$$

(2.66)

The first two constraints account for $0 \leq x_i \leq 1$ and $m_R^2 \leq m_X^2$, which is the region enclosed by the red lines in Figure 2.17; the third constraint comes from a finite rapidity interval for the jet: $-y_{\text{cut}} \leq y \leq y_{\text{cut}}$, drawn as the blue lines in Figure 2.17. The expression $\frac{d^2\hat{\sigma}}{dwdvdm_R^2}$ gives the partonic cross section for $a + b \rightarrow \gamma + X$. For a fixed $w$ and $v$, the partonic cross section, at NLO, will diverge logarithmically as $m_R \to 0$, and in this regime these logarithms can invalidate
an expansion in $\alpha_s$.

The reason that the threshold expansion works away from threshold is that the parton distribution functions fall rapidly as the momentum fractions approach unity ($x_i \to 1$). In Eq. (2.69), the partonic differential cross section is weighted by the product of the PDFs. As a representative example, the right side of Figure 2.17 shows a plot of the product

$$x_1 f_{u/P}(x_1, \mu_f) x_2 f_{\pi/P}(x_2, \mu_f),$$

which would be necessary for process $u\bar{u} \to \gamma g$. In the plot, we have chosen $E_{CM} = 8$ TeV, $p_T = 2$ TeV, $y = 0$, and $\mu_f = \sqrt{s} = \sqrt{x_1 x_2 E_{CM}}$. The plot clearly shows the extremely rapid fall off of the PDFs, and this demonstrates that, for a fixed value of $m_R$, the region in $w - v$ space is weighted far more heavily along the line given by $m_X = m_R$.

The hadronic invariant mass can be written as

$$M_X^2 = \frac{m_X^2}{x_2} + E_{CM}^2 [(1 - x_1)v + (1 - x_2)(1 - v)].$$

When $M_X \to 0$, this forces both $m_X \to 0$ and $x_{1,2} \to 1$; however, the fall off the PDFs favor small $m_X$ even when $x_i$ is not close to 1. Since $m_R < m_X$, this also means that small $m_R$ is favored. The partonic cross section is singular in $m_R$, which manifests itself as powers of $\ln m_R$, and for small $m_R$, these logarithms are large and must be resummed. This enhancement of the singular region for the partonic cross section means that resummation of $m_R$ is important, even when we are not near the machine threshold. This effect is known as dynamic threshold enhancement [63–65].

Factorization of the partonic cross section

When the jet invariant mass is small compared to the $p_T$, the jet is highly collimated and the process can be described within the framework of the Soft-Collinear Effective Theory (SCET) [8, 9, 78, 79]. Rather than give a formal derivation of the factorization formula as in [18], we will focus on how the factorization formula must be modified to become differential in the jet mass.
The partonic differential cross section can be calculated via

\[
\frac{d^2\hat{\sigma}}{dw d\xi_{R}} = w \hat{\sigma}(v) H(p_T, v, \mu) \int_{0}^{\frac{\xi_{R}^2}{2E_J}} \frac{dk}{2E_J} J(m_{R}^2 - (2E_J)k, \mu) S(k, \frac{m_{X}^2 - m_{R}^2}{2E_J}, \mu). \tag{2.69}
\]

The three functions \( H, J \) and \( S \) are the hard, jet and soft functions, which account for the physics associated with the different scales involved. The quantity \( \hat{\sigma}(v) \) is defined through the leading order QCD result via,

\[
\frac{d^2\hat{\sigma}}{dw d\xi_{R}} = \tilde{\sigma}_{ab}(v) \delta(m_{R}^2) \delta(m_{X}^2 - m_{R}^2), \tag{2.70}
\]

where the tree level parton cross sections are given by

\[
\tilde{\sigma}_{q\bar{q}}(v) = \pi \alpha_{em} \alpha_s^2 \frac{2C_F}{N_c} \left( \frac{v^2 + (1 - v)^2}{1 - v} \right),
\]

\[
\tilde{\sigma}_{qq}(v) = \pi \alpha_{em} \alpha_s^2 \frac{1}{N_c} (1 + (1 - v)^2) \frac{v}{1 - v}. \tag{2.71}
\]

The hard function is given by the square of the Wilson coefficients that arise when matching the QCD amplitude onto the effective field theory operators. It describes the short distance physics at an energy scale \( \mu_h \sim p_T \). The jet function comes from integrating energetic modes that are collinear to the jet direction that have virtuality comparable to \( m_{R} \). In the threshold limit \( m_{R} \ll p_T \), so the collinear radiation is insensitive to the jet boundary. Thus we can use the same inclusive jet function as that in \([18]\). Finally, once the collinear modes are integrated out, we are left with the soft modes, which are described by soft Wilson lines. The soft function relevant for the jet mass calculation is different from the one used in \([18]\). As we will see, it depends separately on the radiation inside and outside of the jet, and also on the jet algorithm.

The form of the factorization theorem can be understood from power counting in the threshold region. In the partonic threshold limit, corresponding to the limit \( m_{X} \to 0 \), radiation is constrained either to be collinear to recoiling parton, which we call \( p_J' \), or to be soft, which we write as \( k^\mu \). In terms of these momentum regions, the partonic invariant mass takes the form

\[
m_{X}^2 = (p_J + k)^2 = m_c^2 + 2k \cdot p_J + \cdots \tag{2.72}
\]

(2.72)
up to terms of order $k^2 \ll m_c^2$ where $m_c^2 = p_J^2$ is the collinear mass, whose distribution is given by the jet function.

The jet invariant mass $m_R$ only contains the part of radiation inside the cone. Since all the collinear radiation is in the cone, we have only to split the soft radiation, which we write as $k^\mu = k_{\text{in}}^\mu + k_{\text{out}}^\mu$, with $k_{\text{in}}^\mu$ in the cone and $k_{\text{out}}^\mu$ out of the cone. Then,

$$m_R^2 = (p_J + k_{\text{in}})^2 = m_c^2 + 2 k_{\text{in}} \cdot p_J .$$

(2.73)

and so

$$m_X^2 = m_R^2 + 2 k_{\text{out}} \cdot p_J .$$

(2.74)

Now, the jet momentum $p_J^\mu$ accounts for radiation that is collinear to recoiling parton, and so it can be written as

$$p_J^\mu = E_J n_J^\mu + \text{residual} .$$

(2.75)

where $n_J^\mu = (1, \hat{n}_J)$ is a lightlike vector that is directed along the jet direction. The residual momentum gives a power suppressed contribution to the jet mass compared to the leading component, and thus can be dropped. The expressions for $m_X$ and $m_R$ then become

$$m_X^2 = m_R^2 + 2 E_J (n_J \cdot k_{\text{out}})$$

$$m_R^2 = m_c^2 + 2 E_J (n_J \cdot k_{\text{in}}) .$$

(2.76)

Therefore, the only component that enters the soft function is $k \equiv n_J \cdot k$. These expressions explain the form of the factorization theorem, Eq.(2.69), which can be written as

$$\frac{d^2 \hat{\sigma}}{d \omega d m_R^2} = w \hat{\sigma}(v) H(p_T, v, \mu) \int dk_{\text{in}} dk_{\text{out}} dm^2 J(m^2) S(k_{\text{in}}, k_{\text{out}})$$

$$\times \delta(m_R^2 - m^2 - 2 E_J k_{\text{in}}) \delta(m_X^2 - m_R^2 - 2 E_J k_{\text{out}}) .$$

(2.77)

Furthermore, we see why we need a soft function that depends on the projection of the soft momentum on the jet direction separated into in-cone and out-of cone components, which we denote $k_{\text{in}}$ and $k_{\text{out}}$. 
The precise definition of the soft function we need is, for annihilation channel,

$$S_{qar{q}}(k_{in}, k_{out}) = \frac{1}{C_F N_c} \sum_{X_s} \langle X_s \mid T \left[ Y_1^† Y_2 t^a Y_2^† Y_2(0) \right] \mid 0 \rangle^2 \delta(n_J \cdot P_{X_{in}} - k_{in}) \delta(n_J \cdot P_{X_{out}} - k_{out}) ,$$

(2.78)

and for Compton channel

$$S_{gg}(k_{in}, k_{out}) = \frac{1}{C_F N_c} \sum_{X_s} \langle X_s \mid T \left[ Y_1^† Y_2 t^a Y_2^† Y_2(0) \right] \mid 0 \rangle^2 \delta(n_J \cdot P_{X_{in}} - k_{in}) \delta(n_J \cdot P_{X_{out}} - k_{out}) ,$$

(2.79)

where $P_{X_{in}}$ and $P_{X_{out}}$ denote the total momentum of the soft radiation propagating inside and outside the jet, respectively. Also, $Y_i$ is a soft Wilson line directed along the $n_i = (1, \hat{n}_i)$ direction:

$$Y_i^†(x) = P \exp \left( ig \int_0^\infty ds \ n_i \cdot A_s(n_i s + x) \right) ,$$

(2.80)

where $i = 1, 2, J$ and $P$ denotes path ordering and $A_s = A_s^a T^a$ are soft gauge fields in the fundamental representation.

One-loop soft function

We now calculate the required soft function to order $\alpha_s$. The diagrams needed for the calculation are represented in Figure 2.18. The virtual diagrams are not shown as they give a scaleless contribution when using dimensional regularization to regulate both the ultraviolet and infra-
red divergences. The non-vanishing diagrams for the $q\bar{q} \to g\gamma$ channel give

$$S_{\bar{q}q}(k_{\text{in}}, k_{\text{out}}, \mu) = \frac{8\pi\alpha_s}{(2\pi)^{d-1}} \left( \frac{\mu^2 e^{\gamma_E}}{4\pi} \right) \int d^d q \, \delta(q^2) \theta(q_0) \mathcal{M}(k_{\text{in}}, k_{\text{out}}; q) \times \left[ (C_F - \frac{1}{2} C_A) \frac{n_1 \cdot n_2}{(n_1 \cdot q)(n_2 \cdot q)} + \frac{1}{2} C_A \frac{n_j \cdot n_1}{(n_j \cdot q)(n_1 \cdot q)} + \frac{1}{2} C_A \frac{n_j \cdot n_2}{(n_j \cdot q)(n_2 \cdot q)} \right],$$

where $q^+ = n_j \cdot q$, and $q^- = \not{\tau}_j \cdot q$ with $\not{\tau}_j = (1, \not{\tau}_j)$, and the measurement function is given by

$$\mathcal{M}(k_{\text{in}}, k_{\text{out}}; q) = \Theta\left( \frac{q^- - q^+}{q^- + q^+} - \cos R \right) \delta(k_{\text{in}} - q^+) \delta(k_{\text{out}})$$

$$+ \Theta\left( \cos R - \frac{q^- - q^+}{q^- + q^+} \right) \delta(k_{\text{in}}) \delta(k_{\text{out}} - q^+).$$

Similarly, for the $qq \to g\gamma$ channel we have

$$S_{qq}(k_{\text{in}}, k_{\text{out}}, \mu) = \frac{8\pi\alpha_s}{(2\pi)^{d-1}} \left( \frac{\mu^2 e^{\gamma_E}}{4\pi} \right) \int d^d q \, \delta(q^2) \theta(q_0) \mathcal{M}(k_{\text{in}}, k_{\text{out}}; q) \times \left[ \frac{1}{2} C_A \frac{n_1 \cdot n_2}{(n_1 \cdot q)(n_2 \cdot q)} + \left( C_F - \frac{1}{2} C_A \right) \frac{n_j \cdot n_1}{(n_j \cdot q)(n_1 \cdot q)} + \frac{1}{2} C_A \frac{n_j \cdot n_2}{(n_j \cdot q)(n_2 \cdot q)} \right].$$

The soft function will depend on the angle $R$ and the rapidity of the jet $y_J$. For convenience we define

$$r = \tan \frac{R}{2} \quad \beta = \exp(-y_J)$$

With these definitions, the soft functions associated with the two channels at order $\alpha_s$ are

$$S_{\bar{q}q}(k_{\text{in}}, k_{\text{out}}, \mu) = \delta(k_{\text{in}}) \delta(k_{\text{out}}) + 2 \left( \frac{\alpha_s}{4\pi} \right) \left[ \delta(k_{\text{in}}) \delta(k_{\text{out}}) \left( C_F - \frac{1}{2} C_A \right) \left[ \ln^2 \left( \frac{1 + \beta^2}{\beta^2} \right) - \frac{\pi^2}{6} \right] ight]$$

$$+ 2 \frac{\delta(k_{\text{out}})}{k_{\text{in}}} \left[ - 2 C_A \ln \left( \frac{k_{\text{in}} 1 + \beta^2}{\mu \beta} \right) + c_{q\bar{q}} \right]$$

$$+ 2 \frac{\delta(k_{\text{in}})}{k_{\text{out}}} \left[ 4 C_F \ln \left( \frac{k_{\text{out}} 1 + \beta^2}{\mu \beta} \right) - c_{q\bar{q}} \right],$$

and

$$S_{qq}(k_{\text{in}}, k_{\text{out}}, \mu) = \delta(k_{\text{in}}) \delta(k_{\text{out}}) + 2 \left( \frac{\alpha_s}{4\pi} \right) \left[ \delta(k_{\text{in}}) \delta(k_{\text{out}}) \left( \frac{1}{2} C_A \right) \left[ \ln^2 \left( \frac{1 + \beta^2}{\beta^2} \right) - \frac{\pi^2}{6} \right] ight]$$
\[ + 2 \frac{\delta(k_{\text{out}})}{k_{\text{in}}} \left[ - 2 C_F \ln \left( \frac{k_{\text{in}}}{\mu} \frac{1 + \beta^2}{\beta} \right) + c_{qq} \right] \]
\[ + 2 \frac{\delta(k_{\text{in}})}{k_{\text{out}}} \left[ (2 C_F + 2 C_A) \ln \left( \frac{k_{\text{out}}}{\mu} \frac{1 + \beta^2}{\beta} \right) - c_{qq} \right] \right) . \tag{2.86} \]

where
\[ c_{qq} = - C_F \ln \left( \frac{(\beta^2 - r^2)(1 - r^2 \beta^2)}{\beta^2 r^4} \right) - C_A \ln \left( \frac{1 + r^2 \beta^2}{1 + \beta^2} \right) + (2 C_F - C_A) \frac{1 + r^2}{r^2} . \tag{2.87} \]

The logarithmic divergences involving \( r \) and \( \beta \) arise when the jet cone encloses the collinear radiations from one of the incoming beams.

Since the factorization theorem contains convolutions between the jet and soft functions, it is easier to perform the calculation in Laplace space. The Laplace transformed soft function is defined as
\[ \tilde{s}(\kappa_{\text{in}}, \kappa_{\text{out}}, \mu) = \int_0^\infty dk_{\text{in}} \int_0^\infty dk_{\text{out}} \exp \left( - \frac{k_{\text{in}}}{\kappa_{\text{in}} e^{\gamma E}} \right) \exp \left( - \frac{k_{\text{out}}}{\kappa_{\text{out}} e^{\gamma E}} \right) S(k_{\text{in}}, k_{\text{out}}, \mu) . \tag{2.88} \]

Our result is then
\[ \tilde{s}_{qq}(L_1, L_2, \mu) = 1 + \left( \frac{\alpha_s}{4 \pi} \right) \left[ 4(2 C_F L_2^2 - C_A L_1^2) + 4(L_1 - L_2)c_{qq} + \left( C_F - \frac{1}{2} C_A \right) \pi^2 \right] \]
\[ \tilde{s}_{qg}(L_1, L_2, \mu) = 1 + \left( \frac{\alpha_s}{4 \pi} \right) \left[ 4((C_F + C_A) L_2^2 - C_F L_1^2) + 4(L_1 - L_2)c_{qg} + \left( \frac{1}{2} C_A \right) \pi^2 \right] , \tag{2.89} \]

where \( L_1 = \ln \left( \frac{1 + \beta^2 \kappa_{\text{in}}}{\mu} \right) \) and \( L_2 = \ln \left( \frac{1 + \beta^2 \kappa_{\text{out}}}{\mu} \right) \).

The renormalization group equations satisfied by the soft function in the two channels are
\[ \frac{d\tilde{s}_{qq}}{d \ln \mu} = \left[ 2 C_A \gamma_{\text{cusp}} \ln \left( \frac{1 + \beta^2 \kappa_{\text{in}}}{\beta \mu} \right) - 4 C_F \gamma_{\text{cusp}} \ln \left( \frac{1 + \beta^2 \kappa_{\text{out}}}{\beta \mu} \right) - 2 \gamma S_{qq} \right] \tilde{s}_{qq} \]
\[ \frac{d\tilde{s}_{qg}}{d \ln \mu} = \left[ 2 C_F \gamma_{\text{cusp}} \ln \left( \frac{1 + \beta^2 \kappa_{\text{in}}}{\beta \mu} \right) - 2(C_F + C_A) \gamma_{\text{cusp}} \ln \left( \frac{1 + \beta^2 \kappa_{\text{out}}}{\beta \mu} \right) - 2 \gamma S_{qg} \right] \tilde{s}_{qg} . \tag{2.90} \]
where the expressions for $\gamma_{cusp}$, $\gamma_{Sq}$, $\gamma_{Sqg}$ are given to order $\alpha_s^2$ in [18] and are known to order $\alpha_s^3$.

To check that the factorization theorem in Eq. (2.69) is correct, we have confirmed that the $\mu$-dependence of the hard, jet, soft functions and PDFs near $x = 1$ cancel when combined. We also compare the singular part of the full QCD distribution at high $p_T$ which we compute using the numerical package MCFM to the distribution produced by combining the hard, jet and soft functions at fixed order. This is shown in Figure 2.22.

Although the factorization theorem is correct, it does not automatically guarantee that we can resum all of the logarithms of $m_R$. Recall that the soft function in the factorization theorem in [18] was fully inclusive and had dependence only on the projection of the soft momentum in the jet direction. For the inclusive photon $p_T$ spectrum, such a one-scale soft function is natural, since the observable only depends on a single scale, $p_T$. In contrast, the soft functions given in Eqs. (2.78) and (2.79) depend on two physical scales $k_{in}, k_{out}$ as well as on the renormalization scale $\mu$. With multiple soft scales, there may not be a natural choice for $\mu$, and therefore the renormalization group evolution may not resum all of the large logarithms. Indeed, in an analogous jet mass calculation for an $e^+e^-$ collider, it was demonstrated first numerically in [57] and then analytically in [61] that the singularity structure of QCD was not completely reproduced by expanding the resummed result for jet thrust. One expects the same difficulty here.

The problem is that our soft function anomalous dimension does not depend on jet size $R$. This is simply because the hard and jet functions as well as the PDFs are the same as in the inclusive case and do not have a jet size dependence. However, there are large logarithms in full QCD that could only be predicted from an $R$-dependent anomalous dimension. To make this point more concrete, consider the singular part of the cross section calculated to $O(\alpha_s)$ using SCET in the annihilation channel:

$$\frac{d\hat{\sigma}_{q\bar{q}}}{d\omega dv dm_R^2} = \omega \hat{\sigma}_{q\bar{q}}(v) \delta(m_X^2 - m_R^2) \frac{\alpha_s(\mu)}{4\pi} - 2 C_A \Gamma_0 \ln \frac{m_R^2}{p_T^2} + c_{q\bar{q}}(r, \beta) \Gamma_0 + \Gamma_{jg} \ln \frac{m_R^2}{\mu^2} + \gamma_{jg} \ln \frac{m_R^2}{\mu^2}.$$  \hspace{1cm} (2.91)

Since SCET contains all of the singular contributions from full QCD, this will agree with the full one-loop QCD result expanded at small $m_R$. However, we should also be able to predict these
\( \frac{1}{m_R^2} \) terms only using the anomalous dimensions, since they should be part of the resummation at NLL level. Since the coefficient of \( \frac{1}{m_R^2} \) depends on \( r = \tan\frac{R}{2} \) through the \( c_{q\bar{q}}(r, \beta) \) term, this is impossible for \( R \)-independent anomalous dimensions. Thus, without further insight, resummation in SCET will undoubtedly miss these logarithmic corrections.

2.2.3 Refactorization of the Soft Function

The soft function depends on the two scales \( k_{\text{in}} \) and \( k_{\text{out}} \). By explicit calculation we found it has logarithmic dependence on both of the scales divided by \( \mu \) already at one loop. Since there is not a single scale associated with the soft function, we should not expect that a single choice of \( \mu \) will give the soft function a controlled perturbative expansion. In addition, at two loops, one generically expects a complicated dependence on \( k_{\text{in}}/k_{\text{out}} \) in the soft function, as was found in [61, 80], representative of the non-global structure. The problem, from an effective theory point of view, is that there are two modes with different characteristic scaling described by the same object. Ideally, we could factorize the soft function into separate objects which depend only on \( k_{\text{in}}/\mu \) and \( k_{\text{out}}/\mu \). However, it does not appear that the soft function exactly factorizes in that way.

In the absence of a full refactorization, we will proceed in a conservative fashion following methods of traditional resummation [81–86]. To that end, we can at least isolate part of the soft function whose scaling we already know, namely the part associated with radiation that goes entirely into the jet, which will at least contain all of the soft-collinear divergences. To do so, we will define an auxiliary soft function that only depends on \( k_{\text{in}} \), reminiscent of eikonal jet functions in [81]. There are many ways to do this. A simple choice is to define the auxiliary soft function the same way we define the 2-scale soft function, but inclusive over the out-of-jet radiation. That is, we take

\[
S_{q\bar{q}}(k_{\text{in}}) = \frac{1}{C_F N_c} \sum_{X_s} |\langle X_s| \mathbf{T} \left[ \begin{array}{c} Y_1^\dagger Y_2^\dagger Y_1 Y_2(0) \end{array} \right] |0\rangle|^2 \delta (k_{\text{in}} - n_J \cdot P_{X_s}^{\mu}) ,
\]

for the annihilation channel, and similarly for the Compton channel. We call this a **regional soft function**. The regional soft function was deliberately chosen to have the same color structure as the original soft function.
At one-loop the regional soft function is given by Eqs. (2.81) and (2.83) with the measurement function replaced by

\[
\mathcal{M}(k_{\text{in}}; q) = \Theta\left(\frac{q - q^+}{q^+ + q^+} - \cos R\right)\delta(k_{\text{in}} - q^+) .
\]  

(2.93)

At order \(\alpha_s\), we find

\[
\begin{align*}
S_{q\bar{q}}(k_{\text{in}}, \mu) &= \delta(k_{\text{in}}) + 2\left(\frac{\alpha_s}{4\pi}\right)\left\{\delta(k_{\text{in}})\left(\ln^2\left(\frac{1 + \beta^2}{\beta^2}\right) - \frac{\pi^2}{6}\right)\right. \\
&\quad + \left. 2\frac{1}{k_{\text{in}}} \left[-2C_A \ln \left(\frac{k_{\text{in}}}{\mu} \frac{1 + \beta^2}{\beta}\right) + c_{q\bar{q}}\right]\right\}, \\
S_{qg}(k_{\text{in}}, \mu) &= \delta(k_{\text{in}}) + 2\left(\frac{\alpha_s}{4\pi}\right)\left\{\delta(k_{\text{in}})\left(\ln^2\left(\frac{1 + \beta^2}{\beta^2}\right) - \frac{\pi^2}{6}\right)\right. \\
&\quad + \left. 2\frac{1}{k_{\text{in}}} \left[-2C_F \ln \left(\frac{k_{\text{in}}}{\mu} \frac{1 + \beta^2}{\beta}\right) + c_{qg}\right]\right\},
\end{align*}
\]

(2.94)

where \(c_{q\bar{q}}\) and \(c_{qg}\) are given in Eq. (2.87). The anomalous dimensions at order \(\alpha_s\), in Laplace space, are

\[
\begin{align*}
\frac{d}{d\ln \mu} \tilde{s}_{q\bar{q}}(\kappa_{\text{in}}, \mu) &= \frac{\alpha_s}{4\pi} \left[2C_A \Gamma_0 \ln \left(\frac{1 + \beta^2}{\beta} \frac{\kappa_{\text{in}}}{\mu}\right) - 4c_{q\bar{q}}(r, \beta)\right] \tilde{s}_{q\bar{q}}(\kappa_{\text{in}}, \mu) \\
\frac{d}{d\ln \mu} \tilde{s}_{qg}(\kappa_{\text{in}}, \mu) &= \frac{\alpha_s}{4\pi} \left[2C_F \Gamma_0 \ln \left(\frac{1 + \beta^2}{\beta} \frac{\kappa_{\text{in}}}{\mu}\right) - 4c_{qg}(r, \beta)\right] \tilde{s}_{qg}(\kappa_{\text{in}}, \mu),
\end{align*}
\]

(2.95)

The dependence of the soft function on \(k_{\text{out}}\) is still encoded in the full soft function, so we define the \textbf{residual soft function} to be what remains after dividing the full soft function by the regional soft function.

\[
S_r(k_{\text{in}}, k_{\text{out}}, \mu) = \frac{S(k_{\text{in}}, k_{\text{out}}, \mu)}{S(k_{\text{in}}, \mu)}
\]

(2.96)

At order \(\alpha_s\), the contribution from radiation going inside the jet is identical between the full soft function and the regional soft function. When the radiation goes outside of the jet, it contributes to \(k_{\text{out}}\) in the full contribution, however its contribution to the regional soft function vanishes since the integral is scaleless. Thus the residual soft function at order \(\alpha_s\) only has \(k_{\text{out}}\) dependence:

\[
S_{rq\bar{q}}(k_{\text{in}}, k_{\text{out}}, \mu) = \delta(k_{\text{out}}) + 2\left(\frac{\alpha_s}{4\pi}\right)\left\{\delta(k_{\text{out}})\left(C_F \right)\left[\ln^2\left(\frac{1 + \beta^2}{\beta^2}\right) - \frac{\pi^2}{6}\right]\right\}
\]

56
\[ S_{rgg}(k_{in}, k_{out}, \mu) = \delta(k_{out}) + 2 \left( \frac{\alpha_s}{4\pi} \right) \left\{ \delta(k_{out}) \left( \frac{1}{2} C_F + \frac{1}{2} C_A \right) \left[ \ln^2 \left( \frac{1 + \beta^2}{\beta^2} \right) - \frac{\pi^2}{6} \right] \right. \]

Thus, the one-loop anomalous dimensions of the residual soft function depends only on the Laplace conjugate variable for \( k_{out}, \kappa_{out} \):

\[ \frac{d}{d\ln \mu} \tilde{s}_{rgg}(\kappa_{out}, \mu) = \frac{\alpha_s}{4\pi} \left[ -4 C_F \Gamma_0 \ln \left( \frac{1 + \beta^2 \kappa_{out}}{\beta \mu} \right) + 4 c_{qq}(r, \beta) \right] \tilde{s}_{rgg}(\kappa_{out}, \mu) \]

Combining these results, we see that we have actually factorized the soft function at one-loop, since the regional and residual soft functions each depend on only one scale. At two-loops and higher, the regional soft function will still only depend on \( k_{in} \), however the residual soft function will have both \( k_{in} \) and \( k_{out} \) dependence. Thus, at least there should be a natural scale which minimizes the large logarithms in \( S(k_{in}, \mu) \). In particular, this scale should correspond to the “see-saw” scale \( \mu_s = \mu_j^2/\mu_h \) for the soft radiation associated with a particular collinear direction [6]. Such a scale assignment is implicit in much of the work on traditional resummation, and here we have made it explicit using SCET.

For this refactorization to make any difference, we have to allow the residual soft function scale to be different from the scale for the regional soft function. So we write

\[ S(k_{in}, k_{out}, \mu) = \hat{\Pi}(\mu, \mu_{in})S(k_{in}, \mu_{in})\Pi_r(\mu, \mu_{out})S_r(k_{in}, k_{out}, \mu_{out}) \]  

where the evolution kernels \( \hat{\Pi}(\mu, \mu_{in}) \) and \( \Pi_r(\mu, \mu_{out}) \) evolve their respective soft functions from \( \mu \) to separate scales. In Sec. 2.2.5, we investigate how choosing two soft scales affects the jet mass distribution by comparing the calculation with and without such a scale separation (see Figure 2.23).

Unfortunately, since the residual soft function will depend on both \( k_{in} \) and \( k_{out} \) beyond
one-loop, our refactorization is only approximate. At two-loops, the \( k_{\text{in}}/k_{\text{out}} \) dependence of the residual soft function is due to non-global structure. When the scales are widely separated, \( k_{\text{in}} \ll k_{\text{out}} \) or vice versa, the non-global structure takes the form of a logarithm of the ratio of these scales. There have been many studies of non-global logarithms (NGLs) [29, 55, 60, 61, 68–70, 80, 87]. We will not attempt to calculate the non-global structure for this observable, which would require a two-loop calculation, instead we will estimate their effects and discuss their phenomenological significance in Sec. 2.2.6.

Comparing with pQCD result

Calculating the jet mass distribution at hadron collider has been done by using traditional pQCD resummation technique [59, 62, 88]. It’s interesting to compare the pQCD results and the SCET results obtained in this paper. In Refs. [59, 62], the jet mass distribution is described by a process independent quark or gluon jet function, depending on the partonic origin of the jet. These pQCD jet functions are calculated to \( O(\alpha_s) \) explicitly, and resumed to all orders at NLL level by solving an evolution equation in Mellin space. In their approach, both the hard-collinear mode and soft mode contribute to the jet function, in contrast to the SCET approach, where jet function is defined with zero-bin subtraction [89]. Furthermore, the jet function defined in Refs. [59, 62] is independent of underlying partonic process, and the corresponding jet mass distribution misses the contribution from soft large angle radiation between different colored partons. Therefore a simple connection between their jet function and our SCET results can not be made.

To make progress comparing the different formalisms, it is helpful to consider the \( R \to 0 \) limit. In this limit, a process independent combination of jet and soft function can be defined in SCET. For example, for the annihilation channel, we have

\[
J^{\text{SCET}}_{g}(m_R^2, \mu) = \lim_{R \to 0} \int dp^2 dk_{\text{in}} J_g(p^2, \mu) S_{qq}(k_{\text{in}}, \mu) \delta(m_R^2 - p^2 - 2E_J k_{\text{in}}), \tag{2.100}
\]

and similarly for the Compton channel. The fact that in the \( R \to 0 \) limit \( S_{qq} \) depends only on the parton that initiates the jet can be seen explicitly by taking the limit in Eq. (2.94). In this limit, only the terms proportional to \( \ln r \) survive, each of which is proportional the jet’s Casimir
– $C_F$ for quark jet and $C_A$ for a gluon jet. Alternatively, it can be understood by the rescaling argument from [61]. To be specific, by rescaling $R$ to $\pi/2$, the cone of the $\hat{n}_J$-jet becomes a hemisphere. At the same time, all other Wilson lines, except the one along the jet direction, are forced to point in the direction of $-\hat{n}_J$. Therefore, a soft dipole contribution from partons $i$ and $J$, where $i$ denotes an initial state parton, is identical to the hemisphere soft function [61], with the color factor replaced by $-T_i \cdot T_J$ in the color generator notation [27], while dipoles contributes from two initial state partons $i$ and $j$ vanish. Since $(-T_1 \cdot T_J - T_2 \cdot T_J) = T^2_J$, summation over different soft dipole gives a result which depends only on the jet direction and its color content. This explains why the jet function constructed in Eq. (2.100) depends only on the parton that initiates the jet. Indeed, at $\mathcal{O}(\alpha_s)$, for quark and gluon jet, we have

$$J_{q}^{\text{SCET}}(m_R^2, \mu) = \frac{\alpha_s(\mu)C_F}{\pi m_R^2} \left( \log \frac{4E_J^2 \sin^2 \frac{R}{2}}{p_T^2} - \frac{3}{4} \right),$$

$$J_{g}^{\text{SCET}}(m_R^2, \mu) = \frac{\alpha_s(\mu)}{\pi m_R^2} \left( C_A \log \frac{4E_J^2 \sin^2 \frac{R}{2}}{p_T^2} - \frac{11}{12} C_A + \frac{1}{3} n_f T_F \right),$$

(2.101)

respectively, where $n_f$ is the number of light flavor and $T_F = 1/2$ in QCD. Eq. (2.101) agrees with the corresponding $\mathcal{O}(\alpha_s)$ jet function in Eqs. (A3) and (A4) of Refs. [62], after power expanding in jet mass, except the term proportional to $n_f T_F$, which is missing there. From the discussion above, we see that the results presented in Refs. [59,62] are not complete at NLL level, missing the contribution from large angle soft cross talk, as well as the term proportional to $n_f T_F$ in the gluon jet function. These extra global NLL contributions are taken into account in a more recent work [88], which also includes a numerical exponentiation of part of the non-global structure.

2.2.4 Scale Choices

While the resummed result is formally independent of the scales $\mu_h$, $\mu_j$, $\mu_{\text{in}}$ and $\mu_{\text{out}}$ as well as the factorization scale we call $\mu$, there is residual higher-order dependence on these scales if the perturbative expansions of the hard, jet and soft functions are truncated at a finite order. To get a well behaved expansion with minimum hard, jet and soft scale dependence, we want to evaluate each contribution at its natural scale where each function does not involve large
Figure 2.19: The renormalization group evolution of the hard, jet and soft functions, as shown schematically. Each function is calculated at fixed order at its natural scale, and they are evolved to a common scale \( \mu \). Two scales emerge in the soft sector which results in the refactorization of the soft function.

In the resummed distribution, the following ratios of scales appear

\[
\frac{p_T^2}{\mu_h^2}, \quad \frac{m_R^2}{\mu_j^2}, \quad \frac{\mu_j^2}{p_T \mu_{in}}, \quad \frac{m_X^2 - m_R^2}{p_T \mu_{out}}. \tag{2.102}
\]

Unlike the fully inclusive case studied in [18], it would be impossible to minimize logarithms of these ratios with only 3 scales \( \mu_h, \mu_j \) and \( \mu_s = \mu_{in} = \mu_{out} \). Instead, we will allow \( \mu_{in} \) and \( \mu_{out} \) to be independent, as explained in Sec. 2.2.3. When we choose a single soft scale, the resummed SCET distribution is hopelessly different from the PYTHIA output – this is shown in Figure 2.23.

The naive scale choices are

\[
\mu_h = p_T, \quad \mu_j = m_R, \quad \mu_{in} = \frac{m_R^2}{p_T}, \quad \mu_{out} = \frac{m_X^2 - m_R^2}{p_T}. \tag{2.103}
\]

These would eliminate the large logarithms at each energy scale at the partonic level. However, when the partonic cross section is integrated against the PDFs, \( \mu_{out} \) will get arbitrarily close to zero and hit the Landau pole singularity of the running coupling. The problem is that the natural \( \mu_{out} \) scale choice depends on an unphysical quantity, namely \( m_X^2 - m_R^2 \). We can avoid the Landau pole and minimize the effects of the large logarithms by instead choosing the scales numerically to depend only on observables [65]. In fact, it is not necessary to eliminate the
Figure 2.20: The NLO corrections of the hard, jet and soft functions to the jet mass distribution as a function of the renormalization scale for \( m_R = 50 \) GeV and \( p_T = 500 \) GeV. The natural scale of each mode is indicated by the of the extremum of the appropriate curve. The hard and soft-out scales do not depend on the mass of the jet; they are determined by varying the scales with the NLO delta function contributions. The jet and soft-in scales are determined by varying the scales with the NLO jet mass distribution. The jet and soft-in curves are scaled up to plot with the ones for the hard and soft-out.

To determine the natural RG scales, we follow the approach used in \([18, 65, 71, 72]\). We include separately the NLO corrections for the hard, jet or soft functions and vary the relevant scale to find out which scale minimizes the variation of the NLO distribution. For example, Figure 2.20 shows these NLO corrections for the 8 TeV LHC with a \( p_T = 500 \) GeV photon and \( m_R = 50 \) GeV. The extrema of these curves indicate a natural scale for each mode, and one can see that there is a natural hierarchy of the various matching scales. The jet and soft-in scales are jet mass dependent, whereas the hard and soft-out scales are jet mass independent (their NLO contributions have no dependence on \( m_R \)). We fit the jet mass dependence by power law curves, examples of which are shown in Figure 2.21 for different jet sizes. For example, with \( R = 0.5 \), the scale choice we extract are

\[
\mu_h = p_T; \quad \mu_j = 1.6 m_R^{1.47}; \quad \mu_{in} = \frac{\mu_j^2}{6700}; \quad \mu_{out} = 280 \text{ GeV}. \quad (2.104)
\]

We choose the factorization scale to match the hard scale, \( \mu = \mu_h \) (a high factorization scale is not natural in SCET, however it corresponds most closely to the scales where the PDFs have been fit). The renormalization group is then used to run between these scales to producing the
μj = 1.6 mR^{1.47}
μin(R = 0.3) = μj^2/2300
μin(R = 0.5) = μj^2/6700

Figure 2.21: The jet and soft_in scales as a function of m_R for p_T = 500 GeV with two different cone sizes. Dots are extrema and curves are our fits. Note that µ_in is cone size dependent and increases when the cone gets smaller. However, µ^2_j/µ_in is m_R independent, which is a manifestation of the factorization theorem. The numerically determined jet and soft_in scales fit nicely with power law curves (m_R in GeV):

µ_j = 1.6 m_R^{1.47}, µ_in(R = 0.3) = µ_j^2/2300, µ_in(R = 0.5) = µ_j^2/6700, and they are considerably higher than the naive choices of µ_j = m_R and µ_in = m_R^2/p_T.

resummed jet mass distribution. For simplicity, we extract these curves at fixed p_T and y for the photon, although one could easily repeat this exercise integrated over some window of photon kinematics.

2.2.5 Results

To test our predictions, we compare our results to the output from PYTHIA 8 [73] for the LHC at E_CM = 8 TeV. We use the MSTW 2008 NLO PDFs [90] both for event generation and theory calculation. The event generation is made with the hadronization turned off, except for one curve on the right hand side of Figure 2.23, where you can see that it affects the peak region. For the rest of plots, we keep the initial state and final state radiation, but we turn off hadronization, underlying event and multiple interactions. These additional effects are important, but we postpone their consideration to future work. The specific observable we use is outlined in Section 2.2.1, and we test several values of R. The jet mass distribution is calculated and compared to PYTHIA in a small window of the photon transverse momentum and rapidity (∆p_T, ∆y) = (10 GeV, 0.1), centered around p_T = 500 or 2000 GeV and y = 0, for various sizes of R.

Since SCET contains all the physics in the small m_R regime, it should reproduce the singular
structure of full QCD at leading order. We check this by comparing the fixed order expansion of SCET to the exact leading order distribution, using MCFM [91], in the far singular region. The result is shown in Figure 2.22, which shows very good agreement down to very small $m_R$. We also compare MCFM with PYTHIA, and there is no region of $m_R$ in which the QCD NLO calculation agrees, which suggests the necessity of resummation.

We calculate the jet mass distribution at full next-to-leading log (NLL) precision, which involves the two-loop cusp anomalous dimension and the one loop anomalous dimensions of the hard, jet and soft functions. In fact, all ingredients are known for NNLL resummation, except for the contribution of non-global logarithms. We estimate the effect of these missing NGLs in Sec. 2.2.6. We denote the partial next-to-next-to-leading log resummed result as NNLL$_p$, which has the three loop cusp anomalous dimension and the two-loop anomalous dimensions of the hard, jet and full soft functions. We have only included those parts of the $O(\alpha_s^2)$ soft anomalous dimension that can be extracted from the RG invariance of the cross section, which does not include the angle-dependent pieces.

Figure 2.23 shows the jet mass distributions for the $p_T = 500$ GeV events at different orders of precision. For this $p_T$, we compute the jet mass distribution with a maximum cone size of $R = 0.5$ to avoid the jet being contaminated by the beam. We normalize the SCET distributions with the NLO QCD cross section as determined by PYTHIA 8, scaled by the QCD NLO $K$-factor for the cross-section with the jet rapidity restriction ($K \sim 0.8$ for a 500 GeV photon), which we compute with our own code. We do not match to the exact LO QCD calculation which
Figure 2.23: Comparison of the jet mass distributions with different orders of precision (curves) for $p_T = 500$ GeV and $R = 0.5$ to PYTHIA (histograms). The right plot shows the effects of hadronization in PYTHIA as compared to resummed distributions.

would account the power corrections in the tail. In the peak region, where most of the events lie, these power corrections are small. The scale uncertainties for the resummed result include variation of the factorization scale $\mu_f = \mu$, the hard scale $\mu_h$, the jet scale $\mu_j$, and the soft scales $\mu_{in}$ and $\mu_{out}$. Figure 2.24 shows the uncertainty bands for separate variation of the scales between $\frac{1}{2}\mu_i < \mu < 2\mu_i$ for $i = f, h, j, s_{in}, s_{out}$, for $p_T = 500$ GeV and $R = 0.5$ jets. Additional comparisons for $p_T = 2$ TeV and $R = 0.4$ are shown in Figures 2.25 and 2.26. The higher the transverse momentum of the photon, the closer to threshold, so we expect that threshold resummation will be more effective in this case.

2.2.6 The Role of Non-Global Logarithms

As mentioned in Section 2.2.3, although we were able to refactorize the soft function into a soft-collinear part, whose natural scale is associated with the soft modes within the jet, the remainder soft function still depended on multiple scales $S_r = S_r(k_{in}, k_{out}, \mu)$. Thus we cannot guarantee that all large logarithms in the jet mass distribution are resummed. The residual dependence of the remainder soft function on two scales is the problem of non-global structure. In the absence of a complete understanding of non-global structure, and how the non-global logs (NGLs) might be resummed, we will content ourselves with an estimate of how non-global structure might affect the jet mass distribution. We start by drawing on the lessons learned when considering $e^+e^- \rightarrow$ dijets, where there have been several studies [55, 60, 61, 80, 87].

A two-loop calculation of the soft function for hemispherical jets was performed in [80, 87] and for cone or anti-$k_T$ jets, with an out-of-jet veto, in [61]. An intriguing observation from these
Figure 2.24: Scale uncertainties for $p_T = 500$ GeV and $R = 0.5$. The red bands are NLL and the blue bands are NNLL$_p$. The PYTHIA result is the histogram shown in black.
Figure 2.25: Scale uncertainties for $p_T = 2$ TeV and $R = 0.4$. 
Figure 2.26: The resummed NLL jet mass distribution for different cone sizes for $p_T = 500$ GeV and 2 TeV (curves) compared to PYTHIA (histograms).

studies is that in both examples, the NGLs arose from combinations of various logarithms of a single scale, coming from integrals in separate phase space regions. To give a specific example, in the calculation of the cumulative doubly differential dijet mass distribution for hemispherical jets, the details of which can be found in [80], it was shown that the leading non-global logarithm is of the form

$$-\frac{4\pi^2}{3} C_F C_A \ln^2 \frac{E_L}{E_R}.$$  (2.105)

This is the coefficient of $(\frac{\alpha_s}{4\pi})^2$ in the soft function, with $E_L$ and $E_R$ cumulant variables corresponding to integrals over $k_L = \pi \cdot P_{X_L}$ and $k_R = n \cdot P_{X_R}$, respectively, where $P_{X_L}$ and $P_{X_R}$ are the total momentum of the soft radiation propagating in the left or right hemispheres and $n = (1, \hat{n})$ denotes the thrust axis. This double logarithm came from the sum of three contributions from the two gluon real emission graphs off the two Wilson lines

$$-\frac{4\pi^2}{3} C_F C_A \ln^2 \frac{E_L}{\mu} \quad \text{both gluons in left hemisphere}$$

$$-\frac{4\pi^2}{3} C_F C_A \ln^2 \frac{E_R}{\mu} \quad \text{both gluons in right hemisphere}$$

$$+\frac{8\pi^2}{3} C_F C_A \ln \frac{E_L}{\mu} \ln \frac{E_R}{\mu} \quad \text{one gluon in each hemisphere}$$

One therefore expects a similar sum of phase space regions to produce the leading non-global logarithm for the soft function we need in this paper.

Now, we have already refactorized the soft function as

$$S(k_{in},k_{out},\mu) = S(k_{in},\mu)S_r(k_{in},k_{out},\mu),$$  (2.106)
with the regional soft function $S(k_{in}, \mu)$ defined to have all the radiation going into the jet. Thus we expect a double logarithm similar to the first term in Eq. (2.106) to contribute at two loops

$$S(k_{in}, \mu) = \cdots + \left( \frac{\alpha_s}{4\pi} \right)^2 \Gamma^{NGL} \ln^2 \frac{k_{in}}{\mu},$$

(2.107)

where $\Gamma^{NGL}$ might be $-\frac{4\pi^2}{9} C_F C_A$, but is yet unknown. Since this term has $\mu$-dependence, it will contribute to the anomalous dimension of $S$. Moreover, it will contribute a term with $\ln \mu$ in the anomalous dimension. This is unusual since, for a global observable, one normally expects that all of the $\ln \mu$ dependence in the anomalous dimension is proportional to $\gamma_{cusp}$. We therefore expect similar non-cusp $\ln \mu$ dependence in the anomalous dimension of the regional soft function for the jet mass distribution as well.

With this educated guess, we expect that the two-loop regional soft function anomalous dimension for the annihilation channel has the form

$$\gamma_S = \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ 2C_A \Gamma_1 + \Gamma^{NGL} \right] \ln \left( \frac{1 + \beta^2 k_{in}}{\beta \mu} \right) + C_A \gamma_s + \gamma^{NGL}$$

(2.108)

and similarly for the Compton channel, with $C_F \rightarrow C_A$ by Casimir scaling. Here, $\Gamma_1$ is the two-loop cusp anomalous dimension:

$$\Gamma_1 = 4 \left( \frac{67}{9} - \frac{\pi^2}{3} \right) C_A - \frac{20}{9} n_f T_F,$$

(2.109)

and $\Gamma^{NGL}$ and $\gamma^{NGL}$ are unknown. By RG invariance, this implies that the anomalous dimension of the residual soft function must be

$$\gamma_{Sr} = \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ -4C_F \Gamma_1 \ln \left( \frac{1 + \beta^2 k_{out}}{\beta \mu} \right) - \Gamma^{NGL} \ln \left( \frac{1 + \beta^2 k_{in}}{\beta \mu} \right) - 2C_F \gamma_s - \gamma^{NGL} \right]$$

(2.110)

where $\gamma_s$ is the two-loop direct-photon soft function anomalous dimension from [18]:

$$\gamma_s = \left( 28 \zeta_3 - \frac{808}{27} + \frac{11\pi^2}{3} \right) C_A + \left( \frac{224}{27} - \frac{4\pi^2}{9} \right) n_f T_F.$$

(2.111)

The terms proportional to $\Gamma_1$ and $\gamma_s$ in Eq. (2.108) and Eq. (2.110), and also a known term proportional to the 3-loop cusp anomalous dimension, account for the global logarithms at NNLL.
The $\Gamma^{\text{NGL}}$ term parameterizing the unknown leading NGL. The $\gamma^{\text{NGL}}$ anomalous dimension accounts for sub-leading NGLs, and the remaining non-global structure in the finite part of the two-loop soft function has effects which are formally $\text{N}^3\text{LL}$.

Without performing a two-loop calculation, the expressions for $\Gamma^{\text{NGL}}$ and $\gamma^{\text{NGL}}$ are unknown. We estimate the effect of the missing terms by varying $\Gamma^{\text{NGL}}$ between $\pm 100$, since $100 \sim 4C_F \Gamma_1 \sim \frac{8\pi^2}{3} C_F C_A$. The result of performing such a variation is shown in Figure 2.27. The band in this plot shows a reasonable expectation of the improvement one could expect if the leading non-global logarithm could be resummed. We see that the NGL only affects significantly the distribution in the peak region.

2.2.7 Conclusions

In this paper we have calculated the distribution of jet mass at a hadron collider, for events in which the jet recoils against a hard photon. Our calculation includes resummation at the next-to-leading logarithmic level (NLL) which involves both final state radiation of the jet and initial state radiation of the colliding partons. We also have included resummation of all the global logarithmic terms at next-to-next-to-leading logarithmic level producing a distribution we label $\text{NNLL}_p$ (“p” for partial, since the non-global logarithmic terms have not been resummed). Our approach is based on expanding around the threshold limit, where the photon has very large momentum. By demanding the photon be hard, we force the hadronic final state to be that of a single jet for which a simple factorization formula exists. Our result is differential in the jet and photon rapidities and transverse momenta, although we assume the photon and jet have equal
and opposite transverse momenta, which is true at leading power.

We have compared our theoretical calculation to the output from PYTHIA, and find very good agreement. Although PYTHIA is only formally accurate to the leading-logarithmic level, it has elements of subleading logarithms, and is expected to be in good agreement with collider data. Since we are able to include color coherence effects, from initial state radiation, as well as subleading logarithms, our calculation is more precise than PYTHIA, as far as perturbative QCD is concerned. Since PYTHIA also includes hadronization it is more likely to describe the data well for very small jet mass. It would be interesting to compare both directly to collider data from the LHC when it becomes available.

The two scales in our distribution, the photon $p_T$ and the jet mass $m_R$ lead to non-global logarithms. This is because in our approach there are two thresholds, $m_R \to 0$ and $m_X \to 0$, where $m_X$ is the mass of everything-but-the-photon. In particular, there are two soft scales, $k_{in}$ associated with soft radiation in the jet, related to $m_R$, and $k_{out}$ associated with radiation out of the jet, which can be related to $m^2_X - m^2_R$. Non-global logarithms of the ratio of these scales make resummation difficult beyond the NLL level. An alternative calculation would be to impose a jet veto at a scale similar to the soft scale. Then the non-global structure would reduce to a single number, which one might estimate or argue to be small. However, for an inclusive jet mass calculation, it seems impossible to avoid non-global structure and therefore resumming non-global logarithms is necessary for NNLL resummation.

Although we have not been able to resum the non-global logs in this paper, we found that if one ignores them completely, by choosing a single scale for the entire soft function, the distribution is completely wrong. This is because, using SCET alone, the two soft scales are not distinguished. Instead, we observe that contributions to the soft function coming from radiation going entirely into the jet can be consistently factorizes off. There are many ways to refactorize the soft function, and we make one particular choice, preserving the color structure associated with the hard directions. We give an operator definition to this regional soft function and calculate it at one loop. The regional soft function has a natural scale associated with soft/$n_J$-collinear modes. Allowing ourselves to pick two different soft scales, which we do numerically, gives a result which is in very good agreement with PYTHIA, in the region that our calculation can be trusted.
There are many directions in which this work can be continued. It would be interesting to calculate the regional soft function at two loops, to see its non-global structure. One might hope that, since we expect an anomalous dimension for this soft function to have $\mu$ dependence related to the leading non-global logarithm, that with further insight non-global logarithms could be resummed. Then one could produce an NNLL calculation of jet mass. Other related applications would include a calculation of the jet mass in dijet events, for which there is already data [92] and the one-loop hard function and anomalous dimensions have already been prepared [93], or a calculation of jet mass in direct photon events including a jet veto. With a jet veto one can force single-jet kinematics well away from threshold and the size of the non-global structure can be controlled. However, the calculation would be significantly more complicated than what we have done here. In addition, it would be interesting to pursue the consideration of the jet mass distribution using different jet algorithms.
Jet Physics from Static Charges in AdS

The richness of quantum chromodynamics is hidden in its deceptively simple Lagrangian $\mathcal{L} = -\frac{1}{4}F_{\mu\nu}^2 + \bar{q}i\gamma\partial\gamma q - m\bar{q}q$. At low energy, the theory has a mass gap $\sim \Lambda_{\text{QCD}}$ and a discrete set of bound states. At high temperature it forms a quark-gluon plasma. At high energy, another phenomenon emerges: jets. The preference for producing collimated jets arises from logarithmic enhancement due to collinear and soft singularities. The cross section for production of quarks alone is not infrared safe, but the cross-section for production of jets, built from quarks accompanied by collinear and soft radiation, is a calculable and well-defined quantity.

Another way to think about jets is through Sudakov logs. For example, consider the mass of a jet $m_J$ computed in perturbation theory, assuming massless quarks. At leading order, the distribution is singular, $d\sigma/dm_J^2 \propto \delta(m_J^2)$, since there is no radiation. At higher orders, the distribution contains terms like $\alpha_s \frac{1}{m_J^2} \ln \frac{m_J^2}{Q^2}$ where $Q$ is a typical hard scale, like the jet energy.
In terms of the integrated jet mass \( R(m^2_J) = \int_0^{m^2_J} dm'^2 (d\sigma/dm'^2) \), the series has the structure

\[
R(m^2_J) = 1 + \alpha_s \ln^2 \frac{m^2_J}{Q^2} + \alpha_s^2 \ln^4 \frac{m^2_J}{Q^2} + \cdots
\]  

(3.1)

The coefficients of these terms and the precise definition of \( Q \) depend on the particular process, and for simplicity, we have only shown the leading large logarithms. These logs are Sudakov double logs, of the form \( \alpha_s^n \ln^{2n} x \). They come from the region of overlapping soft and collinear divergences and are present in any gauge theory with massless charged particles. Sudakov logs invalidate the perturbation expansion. However when one re-sums the series, the final non-perturbative expression, schematically \( R(m^2_J) = \exp(-\alpha_s \ln^2 \frac{m^2_J}{Q^2}) \) vanishes at \( m^2_J = 0 \) implying that the cross section for producing massless quarks is zero. The objects that are produced are jets, of finite mass. The coefficient of the Sudakov log in this exponential is a function of the coupling constant \( \Gamma_{\text{cusp}}(\alpha_s) \) called the cusp anomalous dimension.

Sudakov logs and the cusp anomalous dimension are simplest to study in the soft limit of QCD, where one treats a massless parton (quark or gluon) as a hard charged object plowing through a background of soft radiation. The soft radiation cannot change the direction or energy of the hard parton, and so the parton factorizes out as a Wilson line source for soft gluons. This treatment of soft radiation becomes manifest when using QCD factorization theorems to describe hard collisions, see the reviews [83, 84], or when using soft-collinear effective theory (SCET) [8, 9, 78, 79, 94] to describe the interaction of soft and collinear partons in hard collisions. Thus using Wilson line operators the soft interaction properties of jets can be investigated. Wilson lines also appear in the study of scattering in planar \( \mathcal{N} = 4 \) SYM, via a surprising duality relating null polygonal loops to scattering amplitudes [95–102].

A Wilson line is defined as

\[
\mathcal{W}(C) = \mathcal{P} \exp \leftrightarrow (ig \int_C A_\mu dx^\mu),
\]  

(3.2)

where \( C \) is a contour describing the path of the partons and \( \mathcal{P} \) denotes path-ordering, along the contour. Typically, one takes \( C \) to be a simple closed contour, and makes \( \mathcal{W} \) gauge invariant by taking a trace. We will be creating gauge invariants using \( \mathcal{W} \) in more complicated ways. For
example, a process like $e^+e^- \rightarrow \text{hadrons}$ is, to leading order in $\alpha_s$, described by $e^+e^- \rightarrow \overline{q}q$

with the quarks traveling off in the $n_i^\mu = (1, \vec{v})$ and $n_2^\mu = (1, -\vec{v})$ directions. In this case, we can write $\mathcal{W}(C)$ as the product of two Wilson lines from 0 to $\infty$ along $n_1$ and $n_2$, with one in the fundamental and one in the anti-fundamental representation.

More generally, for $N$-jet production in $e^+e^-$ collisions or $(N-2)$-jet production in $pp$ or $p\overline{p}$ collisions, we are interested in a product of $N$ Wilson lines along directions $n_i^\mu$,

$$
\mathcal{W}_{d_1,\ldots,d_N}(n_1,\ldots,n_N) = t_{c_1,\ldots,c_N} \prod_{i=1}^N \leftrightarrow (\mathcal{P} \exp ig \int_0^\infty ds \ n_i \cdot A^a(s n_i) T^a_i)_{d_i}^{c_i}.
$$

(3.3)

The lines here are all outgoing. For an incoming Wilson line we simply replace the path-ordering, $\mathcal{P}$, by anti-path ordering, $\mathcal{P}$, and replace the $ig$ with $-ig$. Let us take a moment to explain the remaining notation. The $T_i$ are gauge generators in the color representation $R_i$ associated with parton $i$. They satisfy $[T_i, T_j] = 0$ for $i \neq j$, along with the color conservation relation $\sum_i T_i = 0$. For light quarks and gluons the directions $n_i^\mu$ are light-like, $n_i^2 = 0$, while for heavy quarks like the top where mass effects are important, we have $n_i^2 \neq 0$. To keep our discussion general we will mostly work with $n_i^2 \neq 0$. Often in the literature the time-like component of $n_i^\mu$ is taken to be positive, and the integration along the path extends from $s = 0$ to $\infty$ for outgoing partons and from $s = -\infty$ to 0 for incoming partons. For simplicity we will always take $s = 0$ to $\infty$ and let $n_i^\mu$ have a negative time-like component for incoming particles.\footnote{Another common convention in the literature is to use tangent vectors to the contour $v_i^\mu$, in place of our $n_i^\mu$. For a 2-jet Wilson line for $e^+e^- \rightarrow \overline{q}q$, the relation to our conventions is $v_1 = -n_1$ to $v_2 = n_2$, where $n_1$ and $n_2$ have positive time-components.}

$\mathcal{W}$ depends on a tensor $t_{c_1,\ldots,c_N}$, where the $c_i$ denote the color indices at $s = 0$. These tensors live in the color-invariant subspace $\mathcal{I}$ of the tensor product of representations associated with each jet

$$
\mathcal{I} = \left( R_1 \otimes R_2 \otimes \cdots \otimes R_N \right)_{\text{color singlet subspace}}.
$$

(3.4)

In a scattering process, the short-distance physics at the origin specifies the relevant channels and determines the $t_{c_1,\ldots,c_N}$, which are Clebsch-Gordan coefficients.

The $d_i$ indices on Eq. (3.3) denote the color indices at $s = \infty$. Matrix elements of $\mathcal{W}(n_i)$ will be infrared divergent unless the $d_i$ are contracted, as in various physical calculations.
example, Wilson line matrix elements contribute to matching calculations in SCET, see eg. [8, 26, 34, 35, 93, 103]. Operators describing the hard interaction for $N$-jet production appear in the SCET Lagrangian as

$$\mathcal{L} = C_{c_1,\ldots,c_N}(s_{ij}) \mathcal{O}^{c_1,\ldots,c_N}(n_i)$$

$$= C(s_{ij}) \left[ \chi_{n_j}^{d_j} \cdots \chi_{n_k}^{d_k} \cdots \mathcal{B}_{n_\ell}^{\perp d_\ell} \cdots \right] \mathcal{W}^{d_1,\ldots,d_N}(n_i),$$  \hspace{1cm} (3.5)

where $C_{c_1,\ldots,c_N}(s_{ij}) = t_{c_1,\ldots,c_N} C(s_{ij})$ is a Wilson coefficient depending on hard scales $s_{ij} = p_i \cdot p_j$, where $p_i = n_i Q_i$ are the jet four-momenta at leading power (and in general we have a sum over terms of this sort for the possible color structures $t_{c_1,\ldots,c_N}$). In square brackets are collinear quark ($\chi_{n_j}$) and gluon ($\mathcal{B}_{n_\ell}^{\perp}$) fields that are each contracted in color with the $d_j$ or $d_\ell$ indices from the Wilson line. In a matching computation the infrared divergences from matrix elements of collinear fields and from the soft Wilson lines combine to yield the same infrared divergences as for the corresponding matrix element in QCD, ensuring that the Wilson coefficients $C(s_{ij})$ are finite. In this computation there is a cancellation of overlapping infrared and ultraviolet divergences between the collinear matrix elements and matrix elements involving the soft Wilson lines.

Alternatively, the Wilson line can be used to calculate a soft function (for examples see [6, 18, 26, 54, 58, 104–107]), which appear in physical cross sections for hard processes with jet production,

$$S(k) = \langle 0 | \mathcal{W}^{d_1,\ldots,d_N}(n_i) \hat{M}(k) \mathcal{W}_d^{d_1,\ldots,d_N}(n_i) | 0 \rangle.$$  \hspace{1cm} (3.6)

In this case, the $d_i$ indices of the Wilson line are contracted with those of its adjoint and the product includes a measurement function $\hat{M}(k)$ which acts on final state soft partons, measuring momentum components $k$. These soft functions are cross sections for soft radiation and are infrared finite by themselves.

An important property of Wilson lines is that, even though they are non-local objects, they are multiplicatively renormalizable. A number of features are known (or conjectured) about the renormalization of $\mathcal{W}(C)$. 
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1. If the contour $C$ is smooth and not self-intersecting, any ultraviolet divergences in correlators of $W(C)$ are exactly canceled by field strength and coupling constant counterterms.\(^2\) For the $W(n_i)$ relevant for jet physics, the Wilson line has kinks and self-intersections in its path at the origin, and $C$ is not smooth. In this case additional divergences are present and the Wilson line picks up an anomalous dimension $\Gamma$. This anomalous dimension can only depend on the angles $\beta_{ij}$ where the contour abruptly changes direction or on crossing angles at self-intersections \([108]\). When the direction of the contour changes from $n_i^\mu$ to $n_j^\mu$, the cusp angle is

$$\cosh \beta_{ij} = \frac{n_i \cdot n_j}{|n_i||n_j|},$$

where here we consider paths where $|n_i|^2 = n_i^2 \neq 0$. For two jets from $e^+e^- \rightarrow q\bar{q}$ (with massive quarks), $\beta_{12}$ is real. More generally, for $e^+e^- \rightarrow N$ jets, all the $n_i^\mu$ correspond to final state jets and each $\beta_{ij}$ is real.

2. At order $\alpha_s$, the anomalous dimension is

$$\Gamma = -\frac{\alpha_s}{\pi} \sum_{i<j} T_i \cdot T_j ((\beta_{ij} - i\pi) \coth \beta_{ij} - 1)$$

where the sum is over pairs of jet directions $n_i$, $n_j$. The color structure $T_i \cdot T_j \equiv T_i^a T_j^a$ involves the generators from Eq. (3.3). These generators allow the anomalous dimension $\Gamma$ to mix the different invariant tensors $t_{c_i}$ in Eq. (3.3) during renormalization group flow. $\Gamma$ is an operator on the space $I$, which we can write as a general expression with generators $T_i$ acting on the $i$-th tensor factor.

3. In situations like jet production in hadron collisions or deep inelastic scattering (DIS), there are both initial state and final state Wilson lines. Initial state Wilson lines follow paths that extend backward in time from the origin, $n^\mu = (-1, \vec{v})$. For cusps between initial and final state partons $\beta_{ij}$ is complex, but we can define a real cusp angle $\gamma_{ij} = \beta_{ij} - i\pi$. This

\(^2\)At least this is the case in dimensional regularization. More generally, there can be an overall linear divergence proportional to the length of the Wilson line, which can also be subtracted off with an appropriate counterterm.
\[ \begin{align*}
\beta_{12} & \quad n_1 \\
& \quad \cdots \\
\gamma_{12} & \quad -n_1 \\
& \quad \cdots \\
\end{align*} \]

(a) $e^+e^-$ to dijets  
(b) DIS

Figure 3.1: Our definitions for the cusp angles $\beta_{12}$ and $\gamma_{12}$. $\beta_{12}$ is real when both Wilson lines represent final-state partons, while $\gamma_{12}$ is real when one Wilson line represents a final state parton, and one represents an initial state parton.

An alternative definition of the cusp angle is related to the previous one by a sign

\[ \cosh \gamma_{ij} = -\frac{n_i \cdot n_j}{|n_i||n_j|} = -\cosh \beta_{ij}, \quad (3.9) \]

The angles $\beta_{ij}$ and $\gamma_{ij}$ are illustrated in Fig. 3.1. Whether $\gamma_{ij}$ or $\beta_{ij}$ are complex affects the complexity of the anomalous dimension, which has physical consequences. For example, these factors of $i\pi$ can partly explain the large $K$-factor in the Higgs production cross section [109].

4. *Abelian exponentiation*: The anomalous dimension in QED without propagating quarks is one-loop exact.

5. In the limit that the tangent vectors become lightlike, $n_i^2 \to 0$ and $\beta_{ij} \to \infty$, the anomalous dimension becomes linear in the cusp angles $\beta_{ij}$ to all orders in perturbation theory [108, 110, 111],

\[ \Gamma = -\sum_{i<j} \Gamma^{ij}(\alpha_s) \beta_{ij} + \ldots \quad (3.10) \]

where “…” are terms that are constant or go to zero as $\beta_{ij} \to \infty$. The possibility that $\Gamma^{ij}(\alpha_s) = T_i \cdot T_j \Gamma_{\text{cusp}}(\alpha_s)$, where $\Gamma_{\text{cusp}}(\alpha_s)$ is independent of $i$ and $j$, is known as *Casimir scaling*. This has been shown by explicit calculations for two lines at three loops [112], and by other arguments for multiple lines up to 4-loops [106].

Exactly at $n_i^2 = 0$, $\beta_{ij} = \infty$ and the anomalous dimension is singular. This singularity is due to additional overlapping soft and collinear divergences, and induces dependence of
the anomalous dimension on the renormalization group scale $\mu$. For example, at one loop,

$$\Gamma = \frac{\alpha_s}{\pi} \sum_{i<j} T_i \cdot T_j \ln \frac{\mu^2}{n_i \cdot n_j \Lambda^2} + \ldots \quad (3.11)$$

Here $\Lambda$ is another scale with dimension of mass. In matrix elements of Wilson lines, which are infrared divergent, $\Lambda$ is related to the infrared regulator. When collinear graphs are included in the calculation of Wilson coefficients for a hard scattering process, as in Eq. (3.5), the infrared regulator will cancel and $\Lambda$ will be replaced by a hard scale $\Lambda^2 \rightarrow \pm Q_i Q_j$. In calculating soft functions, as in Eq. (3.6), the infrared divergences will cancel between real and virtual contributions, and the scale will be replaced by a physical one, relevant to the soft function $\Lambda^2 \rightarrow k_i k_j$. At all orders, the anomalous dimension is linear in $\ln \mu^2$, for the same reason that $\Gamma$ is linear in $\beta_{ij}$ at large cusp angles. Proofs of Eq. (3.10) for two Wilson lines have been given in Refs. [103, 110, 113], and for multiple lines in Refs. [106, 114, 115].

6. At 1-loop the anomalous dimension must be a sum over pairs of Wilson lines. Surprisingly some pairwise structure seems to persist to higher orders in perturbation theory. For example, in the massless case, the anomalous dimension of a 4-jet Wilson line at 2-loops, as a matrix in color space, was found to be exactly proportional to the 1-loop anomalous dimension, an unexpected result [116].

It has been conjectured that for massless jets the anomalous dimension of the $N$-jet Wilson line has a pairwise structure to all orders in perturbation theory for the $\ln \mu$ term [106, 115, 117–119]

$$\Gamma = \sum_{i \neq j} \Gamma_{\text{cusp}}^{ij} (\alpha_s) T_i \cdot T_j \ln \frac{\mu^2}{n_i \cdot n_j \Lambda^2} + \gamma(\alpha_s, \{n_k \cdot n_l\}) \quad (3.12)$$

Given Eq. (3.10), Eq. (3.12) becomes non-trivial for four or more Wilson lines where matrices appear for the color structures. If there were a general proof of Casimir scaling it would imply that $\Gamma_{\text{cusp}}^{ij} (\alpha_s)$ cannot depend on the representations $i$ and $j$, making the coefficient a universal function $\Gamma_{\text{cusp}}^{ij} (\alpha_s) = \Gamma_{\text{cusp}} (\alpha_s)$. This was conjectured in [106, 117]. It has been furthermore conjectured that the regular anomalous dimension $\gamma$ is independent
of conformal cross ratios (combinations of cusp angles $\beta_{ij} + \beta_{k\ell} - \beta_{ik} - \beta_{j\ell}$ that approach nontrivial constants as the $\beta_{ij} \to \infty$), so that [106]

$$\gamma(a_s, \{n_i \cdot n_j\}) \equiv \sum_i \gamma^i(a_s).$$

(3.13)

This is known to be true to $O(a_s^2)$. At $O(a_s^3)$ and beyond general constraints on the form of $\gamma(a_s, \{n_i \cdot n_j\})$ were reviewed in Ref. [106, 120]. Dependence on conformal cross ratios appears not to be forbidden by symmetry arguments, but whether this dependence exists is an open question. Possible terms at $O(a_s^3)$ which were not obviously forbidden were suggested in Ref. [120]. Very recently it was argued that these terms are forbidden by considerations from the Regge limit in Refs. [121, 122].

Most of these results have been shown only through direct, and sometimes laborious calculations. Even a simple result, such as Abelian exponentiation, requires the use of eikonal identities and monitoring of combinatoric factors. In this paper, we will show how some of these results can be understood in a simple way using a mapping inspired by the approximate conformal invariance of QCD.

At the classical level, QCD is conformally invariant. This symmetry is broken by quantum effects, but for high energy scattering it continues to have implications for the structure of perturbative results. Examples of the implications of conformal symmetry for QCD can be found in Refs. [111,123–127]. Our main focus here will be on exploiting conformal invariance to understand properties of the anomalous dimensions of Wilson lines relevant for jet physics.

A Wilson line emanating from the origin in the direction $n^\mu$ comprises the points $x^\mu = sn^\mu$, for $s > 0$. A scale transformation is simply a change in $s$. Scale invariance is made more manifest by defining a new time coordinate $\tau \equiv \ln |x|$ where $|x|$ is the (Lorentzian) distance from the origin. This makes the Wilson lines parallel, as shown in Figure 3.2. In terms of $\tau$, rescaling becomes simply time translation, and conformal symmetry becomes the statement that the physics is time translation invariant in $\tau$. The Wilson lines become static charges whose energy is the anomalous dimension. Spatial slices in these coordinates are copies of Euclidean Anti-deSitter space (AdS). In this paper, we describe how many of the features of Wilson lines enumerated above can be understood in AdS coordinates. For example, that the Coulomb potential is one-
loop exact in QED automatically implies that the anomalous dimension of multiple Wilson line operators are one-loop exact in QED.

In addition to providing a pleasing physical picture, radial coordinates make a number of calculations much easier. One of the reasons that the classical conformal invariance of QCD rarely simplifies diagrammatic computations is that it is broken by standard gauge choices, such as Feynman gauge. Feynman gauge in flat space leads to kinetic mixing between the time-like components $A_{\tau}$ and space-like components $A_{i}$ of the gauge field in $\mathbb{R} \times \text{AdS}$. Here we introduce a new gauge, which we call conformal gauge, in which there is no such mixing. One consequence is that in this gauge, since only $A_{\tau}$ is sourced by the Wilson lines, and there is no $A_{3}^{\tau}$ or $A_{4}^{\tau}$ vertex in Yang-Mills theory, many of the non-planar graphs at 2 and 3-loops automatically vanish. This automatically implies that the only graphs at 2-loops contributing to the anomalous dimension have gluons going between pairs of Wilson lines, which strongly suggests a pairwise structure. This reasoning alone does not imply that $\Gamma$ must be pairwise at 3-loops or higher.

The organization of this paper is as follows. In Sec. 3.1 we discuss the appropriate mapping of Minkowski to AdS coordinates and simple implications for multi-Wilson line configurations. In Sec. 3.2 we compute the one-loop anomalous dimension of $W$ by carrying out a classical energy computation in AdS, paying special attention to boundary conditions and differences for incoming and outgoing lines. We repeat this computation using the standard one-loop diagrams in Sec. 3.3, but utilizing the AdS coordinates. A discussion of the lightlike limit and a way to think about the imaginary energy in AdS is given in Sec. 3.4. In Sec. 3.5, we introduce conformal gauges which do not mix the time and spatial components of the gauge boson propagator in $\mathbb{R} \times \text{AdS}$, and in Sec. 3.6 we demonstrate the utility of such gauges by computing a two-loop contribution to the anomalous dimension of $W$ in a simple way. In
Sec. 3.7, we mention an interesting formal relation between anomalous dimension calculations for $W$ and Witten diagrams. We conclude in Sec. 3.8. Several technical discussions are relegated to appendices. In App. B.1 we construct the most general class of conformal gauges without auxiliary parameters, and in App. B.2 we give the corresponding Feynman rules for ghosts.

3.1 Conformal Coordinates

Having replaced hard partons by Wilson lines, the soft physics is described simply by Yang-Mills theory, which enjoys classical conformal invariance in four dimensions. Equivalently, the soft action coupled to a background metric $g_{\mu\nu}$ is Weyl-invariant: it is unchanged under a local rescaling of the metric, $S_{\text{YM}}[g] = S_{\text{YM}}[e^{2\omega(x)}g]$. Although this symmetry is broken by fermion masses and the QCD scale anomaly that generates $\Lambda_{\text{QCD}}$, it continues to have important implications for scattering amplitudes at high energies.

One reason conformal invariance can be useful for QCD is that some quantities are completely insensitive to the breaking of conformal invariance. For example, the one-loop cusp anomalous dimension Eq. (3.8) is independent of the matter content of the theory, since Feynman diagrams contributing to it only involve a single gluon exchanged between Wilson lines. Consequently, it has a universal form, and we can compute it assuming exact conformal invariance. In other words, we can compute it in our favorite conformal theory, for instance $\mathcal{N} = 4$ SYM, and the result will hold in any gauge theory. In the next two sections, we will use this fact to give a simple and intuitive derivation of Eq. (3.8).

To the extent that conformal symmetry is a good approximation, it is natural to apply techniques which have proved useful for studying conformal field theories in other contexts. In particular, we consider radial quantization around the origin. In Ref. [95] this was used to study the anomalous dimensions of high spin operators, and has also been used in Ref. [123]. In this section, we review the relevant ideas in the context of $N$-jet Wilson lines.

Consider a Wilson line in the direction $n^\mu$. We can write $n^\mu = (\cosh \beta, \sinh \beta \hat{n})$, with $\hat{n}$ a unit vector in $\mathbb{R}^3$, and $x^\mu = e^\tau n^\mu$. The path of the Wilson line is then described by

$$t = e^\tau \cosh \beta, \quad r = e^\tau \sinh \beta, \quad \beta, \theta, \phi \text{ fixed}, \quad (3.14)$$
with \( \tau \) running from \( -\infty \) to \( \infty \). Wilson lines in different directions will correspond to different values of \( \beta, \theta \) and \( \phi \). In these coordinates, the Minkowski metric becomes

\[
\begin{align*}
 ds^2_{\mathbb{R}^{1,3}} &= dt^2 - dr^2 - r^2 d\Omega_2^2 \\
 &= e^{2\tau} \left[ d\tau^2 - \left( d\beta^2 + \sinh^2 \beta \, d\Omega_2^2 \right) \right].
\end{align*}
\] (3.15)

Strictly speaking, this metric describes only a patch of \( \mathbb{R}^{1,3} \) — namely the interior of the future light-cone. We will return to this point shortly.

The idea of radial quantization is to interpret \( \tau \) as a new time coordinate. A naïve complication in this picture is that the metric Eq. (3.15) is now time-dependent. However, in a conformal theory, the dynamics is independent of the local scale, and we can equivalently consider our theory with any metric related via

\[
 ds^2 \to e^{2\omega(x)} ds^2.
\]

Thus, let us drop the overall \( e^{2\tau} \) to obtain a simple time translation-invariant product space,

\[
 ds^2_{\mathbb{R} \times \text{AdS}} = d\tau^2 - \left( d\beta^2 + \sinh^2 \beta \, d\Omega_2^2 \right).
\] (3.16)

The spatial part of this metric is the 3D hyperboloid, or Euclidean Anti-deSitter space. With a slight abuse of nomenclature, we call it simply AdS.

In radial coordinates, the origin maps to \( \tau = -\infty \) and motion along a Wilson line corresponds to shifts in \( \tau \). So to the extent that our theory was scale invariant in Minkowski space, it is now time-translation invariant in \( \mathbb{R} \times \text{AdS} \). Each Wilson line sits at fixed \( (\beta, \theta, \phi) \) and extends from \( -\infty \) to \( \infty \) in the time coordinate \( \tau \). That is, each Wilson line becomes a static charge in AdS. For perturbative computations in QCD (where conformal invariance is broken by the scale anomaly) we may simply adopt the change of coordinates in Eq. (3.14) as a method to carry out computations. If the computation involves ingredients satisfying the conformal invariance then the factors of \( e^{\tau} \) will cancel out, and the result will be constrained by properties of the AdS space.

For the sake of doing calculations, a key point is that the dilatation operator in Minkowski space maps to the Hamiltonian in AdS in radial quantization,

\[
 D^{\mathbb{R}^{1,3}} = x^\mu \partial_\mu = \partial_\tau = i\mathcal{H}^{\mathbb{R} \times \text{AdS}}.
\] (3.17)
Consequently, the eigenvalue of dilatation — the dimension (or when acting on classically scale invariant Wilson lines, the anomalous dimension) — is just $i$ times the energy in AdS. So we can calculate anomalous dimensions by calculating energies and apply our intuition from electrodynamics to understand anomalous dimensions of Wilson lines.

What can the energy of two static charges in AdS depend on? Since the space is homogeneous, it can depend only on the geodesic distance between the charges. For example, suppose we have two time-like Wilson lines, pointing in the directions $n_1^\mu$ and $n_2^\mu$, normalized so that $n_1^2 = n_2^2 = 1$. We may first go to the rest frame of one, $n_1^\mu = (1, 0, 0, 0)$, and then rotate so the other is at $n_2^\mu = (\cosh \beta_{12}, \sinh \beta_{12}, 0, 0)$. Then the geodesic distance between them, using the spatial part of the metric Eq. (3.16), is just

$$\Delta s = \beta_{12}. \tag{3.18}$$

Considering also that $\frac{n_1 \cdot n_2}{|n_1||n_2|} = \cosh \beta_{12}$, we see that the geodesic distance in AdS is the cusp angle. Thus, the energy of the two charges, and hence the anomalous dimension in Minkowski space, can depend only on the cusp angle. This was **feature 1** from the introduction. More succinctly, the original Lorentz symmetry of Minkowski space becomes the isometry group of AdS in radial coordinates. Just as Lorentz invariance dictates that the anomalous dimension can depend only on the cusp angle, the isometries of AdS dictate that the energy can depend only on the geodesic distance.

We can also consider initial state Wilson lines. For example, in deep inelastic scattering as Bjorken $x \to 1$, the initial state contains an energetic proton in the Breit frame, the final state contains a jet, and the Wilson line description applies. In our convention, the spatial vectors for these lines still point out from the origin, and the lines extend to negative Minkowski times. Instead of Eq. (3.14), the path of an initial state line is then described by

$$t = -e^\tau \cosh \gamma, \quad r = e^\tau \sinh \gamma, \tag{3.19}$$

for fixed real $\gamma$. When comparing the coordinates for parallel initial and final state lines we have $\hat{n} \to -\hat{n}$ so $\theta \to \theta + \pi$ and $\phi \to \phi + \pi$. In radial quantization, initial state lines map to static charges in a different copy of $\mathbb{R} \times \text{AdS}$ comprising points in the interior of the past.
Figure 3.3: In radial quantization, final state lines map to a copy of AdS$_3$ at positive Minkowski times, while initial state lines map to a second copy of AdS$_3$ at negative Minkowski times. Points that are spacelike separated from the origin map to dS$_3$. 

light-cone (Figure 3.3). It is useful to think of this second copy of AdS as being related by analytic continuation to the first. Since from Eq. (3.9) we have $\cosh \gamma = - \cosh \beta$, we can write $\beta = \gamma + i\pi$. Both copies of AdS (along with a copy of deSitter space describing points at spacelike separation from the origin) are related by analytic continuation to the three-sphere $S^3$ that one would obtain by repeating the exercise of radial quantization starting from Euclidean space, $\mathbb{R}^4$. This will be a useful tool in the following section.

For most of the remainder of the paper, we will focus on time-like Wilson lines whose directions are normalized to $n^2 = 1$. Since all the energies and dimensions are independent of rescaling of the $n$’s, the dependence on $|n|$ can be put back by dimensional analysis: $n^\mu_i \rightarrow n^\mu_i / |n_i|$. We will also have occasion to consider the light-like limit $n^2 \rightarrow 0$, which is phenomenologically relevant for the majority of processes at colliders. Many of the properties of the light-like case can be derived as a limiting case of the general time-like results. In the light-like limit $n^2_i \rightarrow 0$, and the charges move towards the boundary of AdS with $\beta \rightarrow \infty$. Some results simplify for $n^2 = 0$, and when appropriate we will consider this case separately.
3.2 Classical AdS energies

In radial coordinates, we have seen that the anomalous dimension of a collection of Wilson lines intersecting at a point is proportional to the energy of a collection of static charges in AdS. This energy can only depend on the geodesic distance between the charges, which is the same as the cusp angle $\beta_{ij} = \cosh^{-1} n_i \cdot n_j$. Now let us calculate that energy.

The energy of two charges in QCD at leading order is given, as in QED, by solving Laplace’s equation for the scalar potential $A_\tau$ in the presence of point sources $J_\mu$ given by $J_\tau = \delta^3(x)$ and $\vec{J} = 0$. The homogeneous solutions are

$$\frac{1}{\sinh^2 \beta} \partial_\beta (\sinh^2 \beta (\partial_\beta A_\tau)) = 0 \quad \Rightarrow \quad A_\tau(\beta) = C_1 + C_2 \coth \beta \quad (3.20)$$

Unfortunately, neither of these is the physically correct answer. This can be seen most easily by looking at the large $\beta$ limit, where we expect $A_\tau(\beta)$ to be linear in $\beta$. In this limit Eq. (3.20) behaves as a constant.

The problem with this potential is that it has the wrong boundary conditions. This is easiest to understand by analytically continuing to Euclidean space. Defining $\beta = i \alpha$, the metric becomes

$$ds^2 = d\tau^2 + d\alpha^2 + \sin^2(\alpha)d\Omega_3^2 = d\tau^2 + d\Omega_3^2, \quad (3.21)$$

which describes a Euclidean cylinder $\mathbb{R} \times S^3$. The Wilson lines are now static charges at points on a three-sphere. The general homogeneous solution to Laplace’s equation on $\mathbb{R} \times S_3$ is the analytic continuation of Eq. (3.20),

$$A_\tau(\alpha) = C_1 + C_2 \cot \alpha. \quad (3.22)$$

Since $\cot \alpha$ has a pole at both $\alpha = 0$ and $\alpha = \pi$, Eq. (3.22) actually describes a configuration with two charges: a (+) charge at the north pole and a phantom (−) charge at the south pole. If we now consider two physical charges separated by an angle $\Delta \alpha$ on the sphere, we obtain a potential for not just these two charges, but also for two additional phantom charges, which is incorrect. This is shown graphically in Figure 3.4(a). The AdS version is shown in Figure 3.4(b).
A nice way to get the correct solution to Laplace’s equation on the Euclidean cylinder is to add and subtract a constant charge density. On the Euclidean cylinder, a point charge should correspond to the source current $J_\tau = \delta^3(x)$. Instead, we take $J_\tau(x) = \delta^3(x) - \frac{1}{2\pi}$ which has a point charge at $x = 0$ but is neutral overall. If we linearly combine such charge densities to construct an overall neutral collection of point charges, the constant parts of the charge density will exactly cancel, but the phantom charges will be absent. The solution to Laplace’s equation on the Euclidean cylinder with this current is

$$A_{\text{Eucl}}^\tau(\alpha) = \frac{1}{4\pi^2}(\pi - \alpha) \cot \alpha + \text{constant} \quad (3.23)$$

where the constant is an overall energy which is not yet fixed. This same result was computed earlier in Ref. [123] by computing the transition amplitude by summing over classical paths, and performing an infinite sum of SU(2) characters.

The quantity $A_\tau(\alpha)$ in Eq. (3.23) is the scalar potential on the sphere due to one charge, assuming an overall neutral distribution. To calculate the total energy for two charges $q_1 = -q_2$
separated by a distance $\alpha_{12}$, we can compute
\[
E_{\text{pair}}^{\text{Eucl.}}(\alpha_{12}) = \frac{1}{2} \int_{\Omega_3} (\vec{E}_1 + \vec{E}_2)^2,
\]
where $\vec{E}_{1,2} = \vec{\nabla}(q A_\tau)^{1,2}$ is the electric field due to each charge. Integrating by parts, using the equations of motion, and throwing away the infinite self-energy of each charge, this is just
\[
E_{\text{pair}}^{\text{Eucl.}}(\alpha_{12}) = q_1 q_2 A_\tau(\alpha_{12}) + \text{constant}.
\]
Already, the reader may recognize $E_{\text{pair}}^{\text{Eucl.}}(A)$ as the $\alpha$-dependent part of the cusp anomalous dimension in Euclidean space.

The equivalent of this calculation in AdS gives
\[
E_{\text{pair}}(\beta_{12}) = \frac{q_1 q_2}{4\pi^2} \left[ (\pi + i\beta_{12}) \coth \beta_{12} + C \right].
\]
Here $C$ is an undetermined constant setting the zero of energy, which must be fixed by other considerations. When both Wilson lines are outgoing, as in the process $e^+ e^- \rightarrow q \bar{q}$, $\beta_{12}$ is real and positive. At small $\beta$, the charges become closer than the curvature scale, and the energy reduces to
\[
E_{\text{pair}}(\beta_{12}) \rightarrow \frac{q_1 q_2}{4\pi} \frac{1}{\beta_{12}}.
\]
This is the correct behavior of the energy of two charges as a function of geodesic separation. Unfortunately, setting $\beta = 0$ is singular, so this limit cannot be used to determine the constant $C$.

When one Wilson line is outgoing and one is incoming, as in DIS, there is a smooth limit to zero separation which can be used to fix $C$. In this configuration, the quantity $\gamma = \beta - i\pi$ is real. Expressing the energy in terms of $\gamma_{12}$, we obtain
\[
E_{\text{pair}}(\gamma_{12}) = \frac{i q_1 q_2}{4\pi^2} (\gamma_{12} \coth \gamma_{12} - IC).
\]
In this case, the limit $\gamma_{12} = 0$ is physical: it corresponds to our two Wilson lines reducing to a single straight line going from $t = -\infty$ to $t = +\infty$ through the origin. This contour has no cusp.
and is in fact a conserved current (occurring in the Isgur-Wise function [128]), so its anomalous dimension must vanish. This determines the boundary condition $E_{\text{pair}}(\gamma_{12}=0)=0$, which sets $C=-i$.

In summary, restoring the color factors, charges, and coupling constant for QCD, and summing over pairs of charges to compute the total energy, we have found

$$E_{\text{tot}} = \frac{i\alpha_s}{\pi} \sum_{i<j} T_i \cdot T_j \left[ (\beta_{ij} - i\pi) \coth \beta_{ij} - 1 \right]. \quad (3.29)$$

Taking into account the factor of $i$ in going from the energy to the anomalous dimension, Eq. (3.17), this implies

$$\Gamma = -\frac{\alpha_s}{\pi} \sum_{i<j} T_i \cdot T_j \left[ (\beta_{ij} - i\pi) \coth \beta_{ij} - 1 \right] \quad (3.30)$$

which agrees exactly with the anomalous dimension extracted from the one-loop calculation, Eq (3.8). Thus, we have reproduced feature 2 in the introduction with a simple classical calculation. Note that with nontrivial color factors, the energy of the state in AdS corresponding to the Wilson line operators becomes a matrix on the space of Wilson lines $W$ described in Eq. (3.3). This is a manifestation of the state-operator correspondence in conformal field theory [129].

Before moving on to the other features, it is interesting to think about the “wrong” solution, Eq. (3.20) in AdS. On the sphere, the wrong solution had phantom charges on the antipoles. The location of these phantoms on AdS are shifted from the location of the physical charges by $\beta_{ij}^{\text{phant.}} = \beta_{ij} - i\pi$. That is, the phantom is an initial state parton pointing in same direction as the outgoing one. So, for example, if we were trying to calculate $e^+e^- \rightarrow \bar{q}q$, the wrong solution would have corresponded to forward (non)scattering in $\bar{q}q \rightarrow \bar{q}q$, depicted in Figure 3.4(b). In contrast to the $e^+e^- \rightarrow \bar{q}q$, this process has a smooth limit in which the $S$ matrix is just 1.

That there is a smooth limit $\gamma \rightarrow 0$ with one incoming and one outgoing Wilson line but

---

3In radial quantization, the operators $W(n_t)$ with different $t_{\nu_i}$ map to states in the Hilbert space $I$ with a Hamiltonian given by Eq. (3.29). One usually considers the state-operator correspondence for local operators, which map to the states on AdS or $S^3$, depending on the signature. In the presence of Wilson lines in the $\tau$-direction, the Hilbert space changes $H_{\text{AdS}} \rightarrow H_{\text{AdS, W}}$, and we can think of $I$ in Eq. (3.4) as the space of lowest-lying states in $H_{\text{AdS, W}}$. Interpreting the Wilson lines as infinitely-massive charged particles, $I$ is the space of lowest energy “bound states” of these particles, and the anomalous dimension measures the finite energy differences between different bound states. Additional local operators would map to excitations on top of the states in $I$. 
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not $\beta \to 0$, with two outgoing or two incoming Wilson lines is closely related to **feature 3** from the introduction, concerning the complexity of the anomalous dimension. The anomalous dimension is real in DIS, since there is no obstruction to flattening the cusp. In the $e^+e^- \to$ dijets case, one cannot remove the cusp for any geodesic separation – the anomalous dimension has an $i\pi$ for any $\beta$. For a single log, the $i\pi$ in the anomalous dimension can be seen to come from $\ln \left( -\frac{\mu^2}{n_i \cdot n_j} \right)$, whose real part is the same as $\ln \left( \frac{\mu^2}{n_i \cdot n_j} \right)$. For a double log,

$$\text{Re} \left[ \ln^2 \left( -\frac{\mu^2}{n_i \cdot n_j} \right) \right] = \text{Re} \left[ \ln^2 \left( \frac{\mu^2}{n_i \cdot n_j} \right) \right] - \pi^2. \quad (3.31)$$

These $\pi^2$ terms get exponentiated leading to large factors of $e^{-\alpha_s \pi^2}$ in cross sections. In fact, this factor is a significant part of the large $\sim 2 - 3$ $K$-factors in Higgs or Drell-Yan production at the LHC [109, 130–133]. Roughly, $\sigma_{\text{NLO}} = \sigma_{\text{LO}} \exp \left( \gamma_{\text{cusp}}(\alpha_s) C_A \pi^2 \right) \sim 3\sigma_{\text{LO}}$, where the $C_A = 3$ factor comes from these being $gg$ initial states at the LHC, and at leading order $\gamma_{\text{cusp}}(\alpha_s) = \frac{2\alpha_s}{\pi} \sim 0.04$. The AdS picture gives us a way to visualize the situations, like DIS, where the anomalous dimension is real and situations like Drell-Yan, where it is complex. Note that, for most processes, the anomalous dimension is a matrix, with some real and some imaginary parts, so this picture is not tremendously useful in general.

Next, we observe that since the Coulomb potential does not get radiative corrections in QED (without propagating fermions), the anomalous dimension derived with energies in AdS is also one-loop exact. This implies that the anomalous dimension of a configuration with two Wilson lines is 1-loop exact in QED, which is equivalent to Abelian exponentiation which was **feature 4**. This same reasoning applies to the potential for $N$ charges in QED. This classical proof of Abelian exponentiation is more intuitive than the conventional proof [134] which dissects the relevant Feynman diagrams through repeated use of the eikonal identity and careful consideration of diagrammatic combinatorics.

Beyond Abelian exponentiation, there are results about non-Abelian exponentiation [135, 136], including recent generalizations to multijet Wilson lines [137, 138]. Non-Abelian exponentiation is not as constraining as Abelian exponentiation, but it does imply that only a reduced set of web diagrams contribute in perturbation theory. There are also intriguing results on the exponentiation properties of Wilson lines for quantum gravity [139–141]. It is natural to expect
that there should be a way to understand these results using the AdS language as well, but we leave this for future consideration.

3.3 One-loop results

For the anomalous dimension at 1-loop, all that is needed is the classical Coulomb energy between two charges, as calculated in section III. It is helpful to see how this calculation connects directly to the field theory calculation using propagators, which will also set up the discussion of conformal gauge and 2-loop results in the next sections. We will perform most of our calculations in the DIS case, where the cusp angle $\gamma = \cosh^{-1}(-n_1 \cdot n_2)$ is real, since that simplifies many of the expressions. We will also use $\gamma$ in place of $\beta$ in our AdS coordinates.

The classical Coulomb potential $A_\tau(x)$ can be calculated using the AdS propagator via

$$A_\mu(x) = -i \int d^4y D_{\mu\nu}(x, y) J^\nu(y)$$

with the current $J^\nu(y)$ of a static charge. Putting the charge at the origin we set $J^\tau(y) = \delta^\tau(y)$ and $\vec{J}(y) = \vec{0}$, and we have

$$A_\tau(\tau, \gamma) = -i \int_{-\infty}^{\infty} d\tau' D_{\tau\tau}(\tau, \gamma; \tau', 0).$$

In Minkowski space $\mathbb{R}^{1,3}$ the position space Feynman propagator is

$$D_{\mu\nu}^F(x, y) = \frac{1}{4\pi^2} \frac{\eta^{\mu\nu}}{(x - y)^2}.$$  \hspace{1cm} (3.34)

Projecting onto the $\tau$ direction, this becomes

$$D_{\tau\tau}^F(x, y) = D_{\mu\nu}^F(x, y) \frac{\partial x^\mu}{\partial \tau} \frac{\partial y^\nu}{\partial \tau} = \frac{1}{4\pi^2} \frac{x \cdot y}{(x - y)^2}.$$  \hspace{1cm} (3.35)

Finally, taking $x = e^\tau(-\cosh \gamma, -\sinh \gamma, 0, 0)$ and $y = e^{\tau'}(1, 0, 0, 0)$, we find

$$D_{\tau\tau}^F = -\frac{1}{8\pi^2} \frac{\cosh \gamma}{\cosh(\tau - \tau') + \cosh \gamma},$$

(3.36)
so that

\[ A_\tau(\tau, \gamma) = -i \int_{-\infty}^{\infty} d\tau' D^F_{\tau\tau} = \frac{i}{4\pi^2} \gamma \coth \gamma. \] (3.37)

Which is the same result we found in the previous section Eq. (3.28), up to an undetermined additive constant. We can again fix the constant by specifying which energy we mean by matching to the case of a conserved current with \( \gamma = 0 \), to get \( \gamma \coth \gamma - 1 \).

The propagator calculation lets us connect the energy directly to the anomalous dimension. Consider the 1-loop calculation with the gluon exchanged between the two Wilson lines. In position space, the integral is

\[ I = \frac{g^2}{(4\pi)^2} \int_0^\infty ds \int_0^\infty dt \frac{n_1 \cdot n_2}{(sn_1 - tn_2)^2} \] (3.38)

Pulling out the overall scale and changing to radial coordinates via \( t = se^\tau \) this becomes

\[ I = \frac{g^2}{2(4\pi)^2} \int_0^\infty \frac{ds}{s} \int_{-\infty}^\infty d\tau \frac{\cosh \gamma}{\cosh \tau + \cosh \gamma} \] (3.39)

where we have used \( \cosh \gamma = -n_1 \cdot n_2 \) as usual. The first integral is scaleless, resulting from the fact that our configuration of Wilson lines is rescaling-invariant. In general, one must break rescaling invariance with UV and IR regulators, and carefully extract the coefficients of the UV divergences to compute the anomalous dimension. However at 1-loop, we can be more cavalier. With regulators in place \( \int \frac{ds}{s} \) will become \( \log \frac{\Lambda_{UV}}{\Lambda_{IR}} \) so that the 1-loop anomalous dimension is simply the coefficient of this scaleless integral. This is precisely Eq. (3.29), the energy of the charges in AdS, as expected. In the field theory calculation the \(-1\) factor that appears in the energy is correctly reproduced by the self-energy graphs for \( n_i^2 \neq 0 \). This calculation makes the connection transparent at the level of the integrals.

3.4 Lightlike limit

In this section, we consider the lightlike limit \( n_i^2 \to 0 \) which was the subject of feature 5. In this limit the static sources on the AdS space (corresponding to the Wilson lines) move towards the boundary of AdS, \( \gamma_{ij} \to \infty \) or \( \beta_{ij} \to \infty \). The anomalous dimension becomes linear in the cusp angles, which diverge as \( \beta_{ij} \to \infty \) or \( \gamma_{ij} \to \infty \). Equivalently, the imaginary part of the
energy becomes linear in the geodesic distance between the charges, while the real part goes to a constant (see Eq. (3.28)). This is a qualitatively very different behavior from flat space, where the energy vanishes as the inverse of the distance.

If we try to actually set \( n_2^2 = 0 \), the cusp angle is infinite and the energy is formally infinite, indicating new unregulated singularities. The linearly diverging cusp angle is connected to the appearance of additional collinear divergences that appear in both the ultraviolet and infrared in the anomalous dimension computation. Effectively in the computation of matrix elements of \( W \) we are forced to introduce a small dimensionful IR regulator \( \Lambda \). With UV divergences regulated in dimensional regularization the dimensions are compensated by \( \mu \), so \( 1/|n| \rightarrow \Lambda/\mu \), giving the form in Eq. (3.11). Introducing \( \Lambda/\mu \) is equivalent to moving light-like charges away from the boundary of AdS, so that we can still sensibly talk about the geodesic distance between charges. The dependence on the IR regulator cancels out in physical cross section computations. For example, eikonal scattering involves a square of \( W \) matrix elements which yields the soft function \( S(k) \) in Eq. (3.6). In this case the IR divergences cancel between virtual and real emission diagrams and \( \Lambda \) is replaced by the observed momenta of particles, \( \Lambda \rightarrow k \).

To secure a clearer physical picture of what this growing imaginary energy means, consider
the case of two outgoing lightlike partons, such as in dijet production. In Figure 3.5, we contrast
the electric field of a normal pair of charges, in flat space, with the imaginary part of the
electric field for two charges in AdS. As the total energy grows with separation, the electric
field approaches a constant between the charges. Notice that in the presence of two opposite
Abelian charges, \( \text{Im}(E) \) is always negative, as should be the case for the energy of an unstable
state. Back in Minkowski space, this corresponds to a roughly constant density of radiation
between the two charges. The third panel of Figure 3.5, shows this behavior in a Monte Carlo
simulation [22]. To generate this distribution, a 200 GeV dijet event produced at 7 TeV center of
mass energy at the LHC was simulated. The figure shows the accumulated energy distribution.
Note that the radiation is concentrated between the two charges, and suppressed away from the
dipole axis, just as the energy distribution is in AdS.

Linear growth of energy with separation is normally an indication of confining behavior. In
this case, since the energy is imaginary, it is not confinement in the usual sense, but can still be
interpreted as a type of confinement. In a sense, this linear growth of the (imaginary) energy with
separation is related to the fact that high energy quarks always appear with an accompanying
jet, whose dynamics are described with Sudakov factors. Although this “Sudakov confinement”
of quarks inside jets has little in common with confinement in QCD, it is not an unreasonable
phrase for the linearly growing energy in AdS.

To be specific, consider the case of one incoming and one outgoing Wilson line, as in deep-
inelastic scattering (DIS). In DIS, an electron is scattered off of a proton, with Bjorken \( x \) defined
in terms of the momentum transfer \( q^\mu \) and the proton momentum \( P^\mu \) as \( x = -q^2/2P \cdot q \). In
the \( x \to 1 \) limit of DIS at large \( Q^2 = -q^2 \), the outgoing radiation becomes jet-like, with its
mass \( m_j^2 = Q^2(1 - x)/x \) getting small. In this limit, the Wilson line description applies and
important physics is encoded in the anomalous dimension. We saw that when Wilson lines
becomes lightlike, the cusp angle \( \gamma_{12} \to \infty \) and the energy in AdS becomes

\[
E_{\text{tot}} \to i \frac{\alpha_s}{\pi} \gamma_{12}
\]

which is an imaginary energy.

An imaginary energy is indicative of non-unitary time evolution. Since time in AdS is scale
in Minkowski space, this is non-unitary evolution as the scale is changed. One way to think of
the violation of unitary is going from a simple state, with say a single quark, to a state with a
quark and a gluon. The probability for this to happen is given by the Alterelli-Parisi splitting
kernels. The quark-gluon splitting kernel is

\[ P_{q\rightarrow qg}(z, p_T) = \frac{\alpha_s}{\pi} \frac{1 + z^2}{1 - z} \frac{1}{p_T} \]  

(3.41)

where \( z \) is the fraction of energy in the quark, which must be close to 1 (the Wilson line picture
only applies in the \( x \rightarrow 1 \) limit) and \( p_T \) is the transverse momentum of the gluon with respect
to the quark direction. The integral over this splitting function is infrared divergent. Typically,
one imagines the quark starts off at a scale \( \mu \sim Q \) characteristic of the hard scattering; then it
evolves down to a scale \( \mu \sim p_T \) [34,35]. The probability of not having emitted a gluon between
these scales is

\[ \Sigma(Q, p_T) = \exp \left( -\int_{p_T}^{Q} d\mu \int_{Q/\mu}^{1} dz P(1 - z, \mu) \right) = \exp \left( -\frac{\alpha_s}{\pi} \ln^2 \frac{Q}{p_T} + \ldots \right) \]  

(3.42)

This quantity is known as a Sudakov factor. It is a no-branching probability, and used as
a classical probability in Monte Carlo event generators, which treat the parton as showering
off gluons through a Markov process, see for example [22]. The rate of emission is exactly
proportional to the coefficient of linear growth of the energy in AdS, a quantity known as the
cusp anomalous dimension.

So we see that the non-unitary evolution corresponds to the probability that an off-shell
quark decays into a gluon and a slightly less off-shell quark. The constant energy density in
AdS at large cusp angle corresponds to a constant probability for emission per unit scale. If
we evaluate the Sudakov factor at \( p_T = 0 \), we see that there is zero probability for a quark
to evolve forever without emitting a gluon. In physical situations, there is always a finite IR
cutoff, such as the hadronization scale \( \Lambda_{\text{QCD}} \) or a resolution scale for the jet. Nevertheless, at
late times in AdS, or small momentum scales in Minkowski space, the original state approaches
zero amplitude. Thus, there is no probability that we will find a free quark at asymptotically
late times when produced at a finite scale \( Q \). In other words, there are no free quarks which
are not confined within jets. In fact, the characteristic size of jet is precisely determined by the
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cusp anomalous dimension in the Sudakov factor.

It would be interesting to further explore the analogy between confinement and the linear growth of (imaginary) energy with distance. For example, one might argue that the energy can grow at most linearly with separation \([142]\), as expected from the string flux tube picture. The analogy would connect this directly to Sudakov confinement and the linear dependence of the anomalous dimensions on \(\log \mu\) for various fields in scattering processes. Then, perhaps, by reversing the logic, the Sudakov factors could give insight to confining gauge theories from the study of jets.

3.5 Conformal gauges

We have seen that radial quantization is a useful picture for understanding the one-loop cusp anomalous dimension. In \(\mathbb{R} \times \text{AdS}\), a cusp maps to a collection of charges, and \(\Gamma_{\text{cusp}}^{1-\text{loop}}\) has an interpretation in terms of static potentials. It makes sense that for higher-loop computations, we should keep the separation between the \(\tau\) direction and the AdS directions manifest. However, this is not done in typical calculations. The reason is that although the action \(S_{\text{YM}}\) is conformally invariant, the *gauge-fixing terms* are not. For example, in Feynman gauge, we have

\[
S = S_{\text{YM}} + S_{\text{g.f.}},
\]

\[
S_{\text{g.f.}} = \int d^4x \sqrt{-g} \frac{1}{2} (\nabla^\mu A_\mu)^2 + S_{\text{ghost}}. \tag{3.43}
\]

Under a conformal rescaling \(g_{\mu\nu} = e^{2\omega} g'_{\mu\nu}\), the covariant derivative transforms nontrivially,

\[
\sqrt{-g} (\nabla^\mu A_\mu)^2 = \sqrt{-g'} (\nabla'^\mu A_\mu + 2 \partial^\mu \omega A_\mu)^2. \tag{3.44}
\]

Consequently, a gauge that appears natural in one conformal frame may look somewhat unnatural in another. For instance, a useful feature of Feynman gauge in flat Minkowski space is that the propagator does not mix different polarizations between different points: \(\varepsilon^\mu \Pi_{\mu\nu} \propto \varepsilon_\nu\). However from the point of view of radial coordinates \((\tau, \beta, \theta, \phi)\), the Feynman gauge propagator transports polarizations from one point to another in a nontrivial way. More precisely, transport via the propagator is not proportional to parallel transport in the \(\mathbb{R} \times \text{AdS}\) metric. This is clear
from the transformation law (3.44): plugging in $g_{R^{1,1}} = e^{2\tau} g_{\mathbb{R} \times \text{AdS}}$, we see that $S_{g_{\ell}}$, includes kinetic mixing between $A_\tau$ and the spatial components $A_i$. Throughout this section, we will use $i = 1, 2, 3$ to denote the directions in AdS.

It is informative to look at the explicit form of the mixing. To decompose the propagator, first observe that the $\tau$ component of the propagator comes from projections onto $\frac{\partial x^\mu}{\partial \tau} = x^\mu$. So that $D_{\tau\nu} = x^\mu D_{\mu\nu}$. Thus we can decompose the polarization $g^{\mu\nu}$ in the numerator of the Feynman propagator as

\begin{equation}
\begin{aligned}
g^{\mu\nu} &= \left[ g^{\mu\nu} - \hat{x}^\mu \hat{x}^\nu - \hat{y}^\mu \hat{y}^\nu + (\hat{x} \cdot \hat{y}) \hat{x}^\mu \hat{y}^\nu \right] + \left[ (\hat{x} \cdot \hat{y}) \hat{x}^\mu \hat{y}^\nu \right] \\
&\quad + \left[ \hat{x}^\mu \hat{x}^\nu + \hat{y}^\mu \hat{y}^\nu - 2(\hat{x} \cdot \hat{y}) \hat{x}^\mu \hat{y}^\nu \right],
\end{aligned}
\end{equation}

where $\hat{x} = x^\mu/|x|$ and $\hat{y} = y^\mu/|y|$. The first term in brackets vanishes when contracted with $x^\mu$ or $y^\nu$, so it represents the spatial components of the Feynman gauge propagator from the point of view of AdS, i.e. $D_{ij}$. This can also be seen by writing it as

\begin{equation}
\begin{aligned}
g^{\mu\nu} - \hat{x}^\mu \hat{x}^\nu - \hat{y}^\mu \hat{y}^\nu + (\hat{x} \cdot \hat{y}) \hat{x}^\mu \hat{y}^\nu &= |x||y| \frac{\partial}{\partial x_\mu} \frac{\partial}{\partial y_\nu} \left( \frac{x \cdot y}{|x||y|} \right), 
\end{aligned}
\end{equation}

which vanishes when contracted with $x_\mu$ or $y_\nu$, since the dilation operator $D = x^\mu \partial_\mu$ automatically annihilates any scale-invariant function. The second term in Eq. (3.45) is $D_{\tau\tau}$, as in Eq. (3.36). The third term represents the nonzero $D_{\tau\tau}$ and $D_{\tau i}$ mixing present in Feynman gauge.

Since the Wilson lines only source $A_\tau$, at one-loop only the $D_{\tau\tau}$ component of the propagator contributes. If we try to use the same propagator in higher-loop computations, even though the Wilson lines only source $A_\tau$, due to the $D_{\tau i}$ mixing terms, there will be interactions involving $(A_i)^3$ vertices which make the calculations complicated. However, we have seen that anomalous dimensions of Wilson lines are most naturally thought about from the point of view of $\mathbb{R} \times \text{AdS}$. In a gauge more suited to this space there should be no mixing, and $A_\tau$ can be treated as a charged scalar. Since there is no scalar cubic or quartic vertex $(A_\tau)^3,^4$ in Yang-Mills theory, the calculation will be significantly simpler. Vertices $(A_i)^2 A_\tau$ remain active when we consider Wilson line operators in this gauge and enter for the leading vacuum polarization effects.

We will refer to gauges with the property that $A_\tau$ and $A_i$ do not mix as conformal gauges, to
emphasize the fact that they are most natural in a different conformal frame from the usual one. This non-mixing is not an overly restrictive condition and there are many gauges that satisfy it (for example, the condition remains true after any \( \tau \)-independent gauge transformation). Perhaps the simplest example of a conformal gauge is temporal gauge in \( \mathbb{R} \times \text{AdS} \), or equivalently “radial gauge” in \( \mathbb{R}^{1,3} \), in which \( A_\tau = x^\mu A_\mu = 0 \) and radial Wilson lines are actually trivial. We will briefly discuss this gauge in Section 3.5.2. In Sec. 3.5.1 we will focus on a less singular example of conformal gauge, which corresponds to a quantum average over different gauge-conditions, as in \( R_\xi \) gauges.

3.5.1 Derivation of Conformal Gauge in \( d \)-dimensions.

To arrive at a conformal gauge, perhaps the most familiar strategy would be to study gauge-fixing terms in \( \mathbb{R} \times \text{AdS} \), and then invert the kinetic terms to form the corresponding propagators. This might be an interesting exercise, but it would be needlessly complicated for our purposes. Instead, we will adopt the more pragmatic procedure of directly gauge-transforming the Feynman-gauge propagator and solving for the transformation function that gives the desired properties. This then implicitly specifies BRST exact gauge-fixing terms, including a ghost action.

Our goal is to derive a gauge that has no \( \tau - i \) mixing in \( d \)-dimensions that is suitable for use in dimensional regularization. Our procedure is simple, and powerful enough to handle this even though Yang-Mills theory is only classically conformally invariant when \( d = 4 \). Instead of sorting out details of conformal anomalies at order \( \varepsilon \), we will keep the \( d \)-dimensional Minkowski metric and flat coordinates \( x_\mu \), and simply search for a gauge that respects the foliation of \( \mathbb{R}^{1,d-1} \) into \( \mathbb{R} \times \text{AdS}_{d-1} \). Precisely when \( d = 4 \), our propagator will have an interpretation as the propagator in a gauge theory on \( \mathbb{R} \times \text{AdS}_3 \). However when \( \varepsilon \) is nonzero, it will simply be a useful tool that enables computations to be performed without encountering mixing terms \( D_{\tau i} \) or \( D_{i\tau} \) in \( d \)-dimensions.

We begin with the position-space Feynman propagator in \( d \) dimensions

\[
D_\mu^F(x, y) = -g_{\mu\nu} \frac{\kappa_d}{[-(x - y)^2 + i\varepsilon]^{d/2-1}}
\]  

(3.47)
where \( \kappa_d = \frac{\Gamma(d/2-1)}{4\pi^{d/2}} \) is a constant. Since the propagator depends only on quadratic terms in the action, it is sufficient for our discussion here to consider an Abelian theory. In a non-Abelian theory, the propagator should also include a factor of the identity \( \delta^{ab} \) in color space, and we have the additional Feynman rules involving ghosts which we discuss in Appendix B.2.

We will consider a class of propagators given by

\[
D_{\mu\nu}(x, y) = D_{\mu\nu}^F(x, y) + \frac{\partial}{\partial y^\nu} \Lambda_{\mu}(y, x) + \frac{\partial}{\partial x^\mu} \Lambda_{\nu}(x, y),
\]

(3.48)

where \( \Lambda_{\mu}(y, x) \) is a one-form at \( x \), depending on both \( x \) and \( y \). Notice that \( D_{\mu\nu} \) is still an inverse for the kinetic term in the space of gauge equivalence-classes, though it differs from \( D_{\mu\nu}^F \) along gauge-orbits. Indeed, suppose \( J^\mu \) is a conserved current, and consider the associated vector potential

\[
A_\mu(x) \equiv -i \int dy \, D_{\mu\nu}(x, y) J^\nu(y)
\]

\[
= -i \int dy \, D^F_{\mu\nu}(x, y) J^\nu(y) + \frac{\partial}{\partial x^\mu} \leftrightarrow (-i \int dy \, \Lambda_{\nu}(x, y) J^\nu(y))
\]

\[
= A^F_\mu(x) + \partial_\mu \leftrightarrow (-i \int dy \, \Lambda_{\nu}(x, y) J^\nu(y)),
\]

(3.49)

where we have integrated by parts and used current conservation. Since \( A_\mu \) differs from \( A^F_\mu \) only by a gauge transformation, it still solves Maxwell’s equation \( \partial_\mu F^{\mu\nu} = J^\nu \).

We would like \( D_{\tau i} \) to vanish, so that the propagator does not mix time and space directions in \( \mathbb{R} \times \text{AdS} \). Recalling that \( \tau \) is the generator of scale transformations, \( \partial_\tau = x^\mu \partial_\mu \), a vector field \( A_\mu(y) \) will have no \( \tau \) component if \( y^\mu A_\mu(y) = 0 \). Thus our condition is

\[
x^\mu D_{\mu\nu}(x, y) A^\nu(y) = 0 \quad \text{whenever} \quad y^\nu A^\nu(y) = 0.
\]

(3.50)

Likewise, for \( D_{i\tau} \) to vanish we have the condition \( A^\mu(x) D_{\mu\nu}(x, y) y^\nu = 0 \) whenever \( x^\mu A^\mu(x) = 0 \).

Note that Eq. (3.50) is not translation invariant, it treats the origin as a special point and yields propagators that are not simply functions of \( x - y \).\(^4\) The general class of conformal gauges which

\(^4\)In our setup the origin is special since it is the location of our hard interaction and the place where cusps occur between Wilson lines. This explains why it is useful to consider non-translationally invariant gauges, even though the final physical results are gauge independent and translationally invariant.
satisfy these no-mixing conditions is derived in Appendix B.1. Here let us consider the ansatz

\[ \Lambda_\mu(y, x) = \kappa_d \frac{x_\mu}{|x|^{d-2}} g(A, \beta), \quad \text{where} \quad A \equiv \frac{x \cdot y}{|x||y|}, \quad \beta = \frac{|y|}{|x|}, \quad (3.51) \]

and \( g(A, \beta) \) is some function to be determined. Equation (3.50) implies

\[
\frac{\partial}{\partial A} g(A, \beta) = \beta (2A \beta - \beta^2 - 1)^{1-d/2} g(A, \beta) = \frac{1}{4-d} \left[ (2A \beta - \beta^2 - 1)^{2-d/2} - f(\beta)^{2-d/2} \right], \quad (3.52)
\]

where \( f(\beta) \) is arbitrary and its \( 2 - d/2 \) power produces the correct \( d \to 4 \) solution. Our ansatz becomes

\[ \Lambda_\mu(y, x) = \kappa_d \frac{x_\mu}{4-d} \frac{x}{x^2} \left\{ [- (x - y)^2]^{2-d/2} - |x|^{4-d} f(\beta)^{2-d/2} \right\}. \quad (3.53) \]

The conformal gauge propagator is then

\[
D_{\mu\nu}(x, y) = -\frac{\kappa_d}{[-(x - y)^2]^{d/2-1} |x||y|} \left[ \partial_\mu \partial_\nu g_{\mu\nu} - \frac{x_\mu x_\nu}{x^2} - \frac{y_\mu y_\nu}{y^2} + \frac{2x_\mu (x \cdot y) y_\nu}{x^2 y^2} \right] + \kappa_d \frac{x_\mu y_\nu}{x^2 y^2} \left\{ [- (x - y)^2]^{2-d/2} - \chi(|x|, |y|)^{4-d} \right\}. \quad (3.54)
\]

where \( \chi(|x|, |y|) \) is any symmetric function of \(|x|\) and \(|y|\) with dimensions of length. (\( \chi \) has a simple but unenlightening relation to \( f(\beta) \)). Separating out the \( \tau \) and spatial components, as in Eq. (3.45), this can be written

\[
D_{\mu\nu}(x, y) = -\frac{\kappa_d}{[-(x - y)^2]^{d/2-1} |x||y|} \partial_\mu \partial_\nu \left( \frac{x \cdot y}{|x||y|} \right) - \kappa_d \frac{x_\mu y_\nu}{x^2 y^2} \leftrightarrow \left( \frac{x \cdot y}{-(x - y)^2} \right)^{d/2-1} \left[ -(x - y)^2]^{2-d/2} + \chi(|x|, |y|)^{4-d} \right). \quad (3.55)
\]

Here the first term is manifestly “angular”, involving derivatives acting on a scaleless quantity which vanish when contracted with \( x^\mu \) or \( y^\nu \), as in Eq. (3.46). The second term is “radial”, involving projection onto the \( \tau \)-direction with \( x_\mu \) and \( y_\nu \). The mixing terms have been gauged away, as desired.

A natural choice is to take \( \chi \) to be \( d \)-independent. Then when \( d = 4 \) the last two terms of Eq. (3.55) cancel, \( \chi \) drops out, and we have a unique 4D propagator. In fact, this propagator is
identical to the Feynman propagator in 4D, Eq. (3.36), without the mixing terms. In particular, the calculation of the Coulomb potential from a static charge in AdS, and hence the one-loop anomalous dimension of the Wilson line, is identical in Feynman gauge and in conformal gauge. We see that the entire content of this gauge fixing is to move the mixing terms in Feynman gauge into non-mixing terms starting at order $\varepsilon$.

Equation (3.55) is convenient for computations involving non-light-like Wilson lines in $d$-dimensions or with dimensional regularization. To consider propagation between points on two light-like Wilson lines we take $x^\mu = \lambda_1 n_1^\mu$ and $y^\mu = \lambda_2 n_2^\mu$, and take the limit $n_1^2 \to 0$ and $n_2^2 \to 0$. Here $n_1^\mu n_2^\nu D_{\mu\nu}(x, y)$ reduces to the same result as Feynman gauge in 4D. In $d$-dimensions the result in Eq. (3.55) is not convenient because the $\chi$ term does not scale in the same manner as the other terms in the radial part of the propagator. We derive an alternative conformal gauge with a good scaling limit for light-like Wilson lines in $d$-dimensions in Appendix B.1.

3.5.2 Comparison to radial gauge

In conformal gauge, the scalar modes in AdS, $A_\tau$, which are produced from the Wilson lines, have no mixing with the vector modes. This simplifies some loop calculations, as we will demonstrate in the next section. However, it is natural to ask why we cannot simplify things even further by choosing temporal gauge $A_\tau = 0$ in AdS. This condition becomes $x_\mu A^\mu(x) = 0$ in Minkowski space, and gauges satisfying it are called radial (or Fock-Schwinger) gauges. The origin is again a special point for these gauges and the gauge boson propagator is not translation invariant.

In radial gauge, our $N$-jet Wilson lines become trivial, and loop corrections to the expectation value $\langle \mathcal{W} \rangle$, and corresponding anomalous dimension, seem naïvely to vanish. Of course this is too simplistic to be correct. The problem is that an $N$-jet Wilson line operator $\mathcal{W}$ as defined in Eq. (3.3) is only invariant by itself under gauge transformations which vanish at infinity. However, the transformation from, say, Feynman gauge to radial gauge is nontrivial at infinity, so the expectation value $\langle \mathcal{W} \rangle$ can change. Indeed, in Ref. [143] it was shown that the radial gauge propagator $D_{\mu\nu}$ itself carries ultraviolet divergences.

To correctly compute the cusp anomalous dimension, we must either restrict ourselves to gauges with appropriate behavior at spatial infinity, or “close off” our Wilson loop in a gauge-invariant way at some large finite distance from the origin, without introducing additional cusps.
(Or with additional cusps whose contribution we then subtract away.) In the latter case, the
cusp divergences are generated by a different part of the calculation. For example, using a
conventional definition of radial gauge, Ref. [143] explicitly demonstrates that the classic one-
loop \( x = 0 \) cusp anomalous dimension is correctly reproduced by the (smooth) “closed off” part
of the Wilson loop. The fact that the radial gauge propagator itself is ultraviolet divergent
plays a crucial role in this computation, since otherwise the closed off part of the loop would
not contribute to the anomalous dimension.

To avoid having these complications, we will focus on conformal gauges that do not have
ultraviolet divergences in \( D_{\mu\nu} \). This was true of our construction in Sec. 3.5.1, where \( D_{\mu\nu} \) in
Eq. (3.55) is finite as \( d \to 4 \), and divergences occur only when interaction points approach each
other. In the limit \( (x - y)^2 \to 0 \), with both \( x^2, y^2 \neq 0 \), \( D_{\mu\nu} \) approaches the usual Feynman
propagator at leading order. Consequently, power counting shows that divergences originating
near points away from the light-cone are identical in Feynman gauge and in our conformal gauge.
(It would be useful to fully characterize the divergence and subdivergence structure of multi-loop
diagrams in conformal gauge.) In these cases, the cusp anomalous dimension can be computed
by considering only a neighborhood of the cusp.

3.6 Three Wilson Lines at Two-Loops

As a concrete application of using our conformal gauge, let us compute the two-loop contribution
to the anomalous dimension of a multi-Wilson line operator Eq. (3.3) that involves all three lines.
The absence of \( \tau \) mixing makes this computation extremely simple, and elucidates the origin
of the previously mysterious pairwise structure of the result, discussed as feature 6.

When the number \( N \) of jet directions is three or more, the anomalous dimension \( \Gamma_{\text{cusp}}(n_i) \) can
in principle depend on arbitrary combinations of the cusp angles \( \gamma_{ij} \). Nontrivial combinations
involving three \( \gamma_{ij} \)’s can appear first at two loops in the coefficient \( F \) of the “maximally non-
Abelian” color structure \( f^{abc} T_i^a T_j^b T_k^c \),

\[
\Gamma_{\text{cusp}}^{2-\text{loops}}(n_i) = \leftrightarrow \left( \frac{\alpha_s}{\pi} \right)^2 \leftrightarrow \left( \sum_{i<j} T_i^a T_j^a f(\gamma_{ij}) \right) + \sum_{i<j<k} i f^{abc} T_i^a T_j^b T_k^c F(\gamma_{ij}, \gamma_{jk}, \gamma_{ki}),
\]

(3.56)
due to the presence of diagrams depicted in Figure (3.6). In particular the non-planar dia-
Figure 3.6: 2-loop graphs contributing to the coefficient $F(\gamma_{ij}, \gamma_{jk}, \gamma_{ki})$ of the antisymmetric color structure in $\Gamma_{\text{cusp}}(v_i)$ (Eq. 3.56).

Graph 3.6(a) could naïvely contribute a complicated function of all three cusp angles. The expression for this graph in Feynman gauge was discussed in the lightlike limit in [116] and [144], and analyzed numerically in [145]. It was finally computed for general cusp-angles in [146] in a somewhat technical computation using Mellin-Barnes representations. After all this, the final result turns out to be remarkably simple,

$$ F^{(a)}_{\text{Feyn}} = -\frac{1}{2}(\gamma_{ij} \coth \gamma_{ij})\gamma_{jk}^2 + \text{antisym.} \quad (3.57) $$

where “antisym.” stands for signed permutations of $i, j, k$. This is a sum of terms each of which only depends on two of the cusp angles.

It is less surprising that the planar and counterterm graphs also have a pairwise form. For the antisymmetric color structure, the result is [146]

$$ F^{(b)}_{\text{Feyn}} + F^{(c)}_{\text{Feyn}} = \frac{1}{2}(\gamma_{ij} \coth \gamma_{ij}) \times \coth \gamma_{jk} \leftrightarrow (\gamma_{jk}^2 + 2\gamma_{jk} \log(1 - e^{-2\gamma_{jk}}) - \text{Li}_2(e^{-2\gamma_{jk}}) + \frac{\pi^2}{6}) + \text{antisym.}, \quad (3.58) $$

When all the Wilson lines are lightlike, the sum of graphs actually vanishes in Feynman gauge, a result which is not immediately obvious. At large $\gamma$, the $-\frac{1}{2}\gamma_{ij}\gamma_{jk}^2$ asymptotic behavior of the non-planar amplitude in Eq. (3.57) is exactly canceled by contributions from Eq. (3.58).

Returning to the difficult non-planar graph, the simplicity of the final result $F^{(a)}_{\text{Feyn}}$ is easily understood from the AdS picture. In $\mathbb{R} \times \text{AdS}$, each Wilson line points in the time direction, and thus sources only the $\tau$ component of the gauge field. In conformal gauge $A_\tau$ does not mix with $A_i$, then the interaction vertex in 3.6(a) involves three $\tau$-polarized gauge fields, and thus
vanishes identically. In this gauge, only the planar and counterterm diagrams contribute, and $F$ naturally has a pairwise-factorized form. Note that one of the factors $(\gamma_{ji}, \coth \gamma_{ij})$ looks just like $\Gamma^{1\text{--loop}}_{\text{cusp}}$. This is suggestive that the contribution of $F^{(a)}_{\text{Feyn}}$ should come from the counterterm graph in conformal gauge. We will shortly show that this is indeed the case.

Let us rephrase the above argument in a way that emphasizes the analogy with our one-loop computation in Section 3.2. Notice that each line in 3.6(a), thought of as a static charge in AdS, couples only to the $\tau$-independent modes of the gauge field in $\mathbb{R} \times \text{AdS}$. Thus, the computation of this graph “dimensionally reduces” from $\mathbb{R} \times \text{AdS}$ to AdS, with one overall $\tau$-integral contributing a logarithmic divergence multiplying the anomalous dimension. The theory on AdS contains a scalar (coming from $A_\tau$), and a three-dimensional gauge field. Each Wilson line sources the scalar, so diagram 3.6(a) becomes a three-point function of scalars in AdS. Finally, since there is no three-scalar interaction in the dimensional reduction of Yang-Mills theory, this correlator vanishes at leading order. The utility of conformal gauge is that it makes dimensional reduction in the $\tau$-direction much simpler than it would be in Feynman gauge.

Having understood why $F(\gamma_{ij}, \gamma_{jk}, \gamma_{ki})$ should have a simple form, let us proceed to compute it using conformal gauge. Diagram 3.6(a) now vanishes, and the entire contribution comes from the planar and counterterm graphs. All Wilson lines point in the $\tau$-direction, so we need only the radial part of the gauge-boson propagator which from Eq. (3.55) is:

$$D^{(\tau \tau)}_{\mu \nu}(x, y) = -\kappa_{d} \frac{x_{\mu} y_{\nu}}{x^{2} y^{2}} \leftrightarrow \left( \frac{x \cdot y}{[-(x - y)^{2}]^{d/2-1}} - \left[ -(x - y)^{2} \right]^{2-d/2} + \chi(|x|, |y|)^{d-1} \right). \quad (3.59)$$

The first term in parentheses is the same as $D^{\tau \tau}_{\text{Feyn}}$ in Feynman gauge. The second and third terms are new.

Since we seek the coefficient of the antisymmetric color structure $f^{abc}T^{a}_{i}T^{b}_{j}T^{c}_{k}$, which does not arise at one-loop, the anomalous dimension is simply the coefficient of the $1/\varepsilon$ pole in the sum of diagrams 3.6(b) and 3.6(c). To separate UV and IR divergences, we must in general regulate the IR with something other than dimensional regularization. However, here we can safely ignore this subtlety since the entire divergence structure comes from a single scaleless integral, and it will be simple to isolate the associated UV divergence. We have checked that a

---

5This is not the case for diagrams involving more than one gluon emission from a single Wilson line.
more careful treatment of the infrared, for instance giving the Wilson lines some finite length, yields the same results.

To evaluate 3.6(b), let us first perform the integrals along the lines with only a single gluon emission. This gives the Coulomb potential from a single Wilson line, which we now need up to order $\varepsilon$. We have, with the normalization $n_1^2 = n_2^2 = 1,$

$$\int_0^\infty ds \, n_i^\mu n_j^\nu D^\mu
\nu((sn_i, tn_j)) = \kappa_d (-1)^\varepsilon \int_0^\infty ds \, \left( \frac{-n_i \cdot n_j}{(sn_i - tn_j)^2} \right)^{2\varepsilon} \frac{\chi(s, t)^{2\varepsilon} - (sn_i - tn_j)^{2\varepsilon}}{st}$$

$$= \kappa_d \left( \frac{-1}{1^{2\varepsilon}} \right)^\varepsilon \leftrightarrow (E_F^{(0)}(\gamma_{ij}) + \varepsilon E_F^{(1)}(\gamma_{ij}) + \varepsilon E_C^{(1)}(\gamma_{ij}))$$

(3.60)

Here $E_F^{(0)} = A_{\gamma}(\gamma_{ij})$ from Eq. (3.37) is just the scalar potential from a Wilson line in 4 dimensions:

$$E_F^{(0)}(\gamma) = \gamma \coth \gamma$$

(3.61)

$E_F^{(1)}$ is the next term in the $\varepsilon$ expansion of this potential in Feynman gauge, also coming from the first term in the integral. It is

$$E_F^{(1)}(\gamma) = \coth \gamma \leftrightarrow (\gamma^2 + 2\gamma \log(1 - e^{-2\gamma}) - \text{Li}_2(e^{-2\gamma}) + \frac{\pi^2}{6})$$

(3.62)

Finally, $E_C^{(1)}$ is the new piece present in conformal gauge and not in Feynman gauge, from the second term in the integral in Eq. (3.60). It gives

$$E_C^{(1)}(\gamma_{ij}) = \int_0^\infty ds \, \frac{s}{(n_i - n_j)^2}$$

$$\times \left( \frac{\chi(s, 1)^2}{(n_i s - n_j)^2} \right)$$

(3.63)

$$= \int_{-\infty}^\infty d\tau \log \left( \frac{\cosh \tau}{\cosh \tau + \cosh \gamma_{ij}} \right) + \int_0^\infty ds \frac{s}{(1 + s^2)}$$

$$= -\gamma_{ij}^2 - \frac{\pi^2}{4} + c$$

The constant $c$ is a gauge-dependent but $\gamma$-independent number which will cancel from the final result (and is exactly zero for $\chi(|x|, |y|) = \sqrt{x^2 + y^2}$). Note that the asymptotic expansion of $E_C^{(1)}$ at large $\gamma$ is $-\gamma^2$, which cancels the asymptotic expansion of $E_F^{(1)}$, leaving zero contribution to the antisymmetric color structure in the anomalous dimension for the light-like limit. Two loop graphs involving only two lines do contribute in the light-like limit, and give an energy
which grows linearly with the cusp angle.

With $O(\varepsilon)$ parts of the scalar potential calculated, it is now easy to extract the antisymmetric part of the two-loop anomalous dimension. The counterterm and planar graphs can be combined into

$$
I^{(b)} + I^{(c)} = \int_0^\infty \frac{dt_1}{t_1 - 2\varepsilon} \left[ E_F^{(0)}(\gamma_{ij}) + \varepsilon E_F^{(1)}(\gamma_{ij}) + \varepsilon E_C^{(1)}(\gamma_{ij}) \right] \\
\times \left\{ \frac{-1}{\varepsilon} E_F^{(0)}(\gamma_{jk}) + \int_0^{t_1} \frac{dt_2}{t_2 - 2\varepsilon} \left[ E_F^{(0)}(\gamma_{jk}) + \varepsilon E_F^{(1)}(\gamma_{jk}) + \varepsilon E_C^{(1)}(\gamma_{jk}) \right] \right\} + \text{antisym.}
$$

After antisymmetrizing, everything vanishes except for the cross term between the counterterm and the $\varepsilon$ terms on the first line. Replacing the scaleless $t_1$ integral on the first line with $\frac{1}{2\varepsilon}$ as before, we see that these graphs sum to produce a contribution to the anomalous dimension of the form

$$
F^{(b)} + F^{(c)} = \frac{1}{2} E_F^{(0)}(\gamma_{ij}) \left( E_F^{(1)}(\gamma_{jk}) + E_C^{(1)}(\gamma_{jk}) \right) + \text{antisym.,}
$$

$$
= \frac{1}{2} \gamma_{ij} \coth \gamma_{ij} \coth \gamma_{jk} \left( \frac{1}{2} \gamma_{jk}^2 + 2 \gamma_{jk} \log(1 - e^{-2\gamma_{jk}}) - \text{Li}_2(e^{-2\gamma_{jk}}) + \frac{\pi^2}{6} \right)
$$

$$
- \frac{1}{2} \gamma_{ij} \coth \gamma_{ij} \gamma_{jk}^2 + \text{antisym.}
$$

which precisely matches $F^{(a)} + F^{(b)} + F^{(c)}$ in Feynman gauge. The difficult non-planar graph was reproduced with a far simpler calculation involving the $O(\varepsilon)$ parts of the conformal gauge propagator. Note that the gauge-dependent constant $c_\chi$ drops out due to the antisymmetrization.

For three light-like Wilson lines the calculation of the diagrams in Figure 3.6 can also be considered directly using a conformal gauge. To do this we should use the conformal gauge from Eq. (B.8), rather than the one in Eq. (3.55). This conformal gauge has no $D_{\tau i}$ or $D_{i\tau}$ mixing terms and is identical to Feynman gauge for $D_{\tau\tau}$ in $d$-dimensions. The lack of mixing terms immediately implies that Figure 3.6a is zero, a result that is only seen in Feynman gauge by direct computation [116]. For the remaining diagrams, Figure 3.6b and Figure 3.6c, the calculation is identical to the one in Feynman gauge, so the sum of these diagrams is zero just as it is there [116, 144].
Figure 3.7: After doing all the $\tau$-integrals, the computation of certain diagrams dimensionally reduces from $\mathbb{R} \times \text{AdS}$ to $\text{AdS}$. In the limit where the charges approach the boundary $n_i^2 \to 0$, we obtain a Witten diagram.

3.7 Relation to Witten Diagrams in the Lightlike Limit

Finally, let us comment on an interesting formal similarity between the perturbation expansion for $\Gamma_{\text{cusp}}(n_i)$ in the lightlike limit and the Witten diagram expansion for AdS scattering amplitudes, which has been well studied in the AdS/CFT literature [147–152]. Recall from the previous section that diagrams with at most one gluon attached to each line involve only $\tau$-independent modes of the gauge field. After performing integrals in the $\tau$-direction, they become AdS scattering amplitudes in a gauge theory containing an adjoint scalar, which is sourced by each charge. As the parton directions become lightlike $n_i^2 \to 0$, the corresponding charges move off to the boundary of AdS. We are left, at least formally, with a boundary-to-boundary scattering amplitude — a Witten diagram (Figure 3.7).

We could have anticipated some relation to Witten diagrams simply from the geometry. Our realization of AdS$_3$ as a hyperboloid inside $\mathbb{R}^{1,3}$ is known in the AdS/CFT literature as the embedding space (or sometimes covering space) formalism [153–158]. Its utility is that the isometries of AdS (and conformal transformations of its boundary) become linearly-realized Lorentz transformations of the embedding space, an observation that dates back to Dirac [153]. Here, we arrived at this formalism from the other direction, beginning in Minkowski space, and finding that AdS geometry appears naturally.

A possible correspondence between Feynman diagrams for $\Gamma_{\text{cusp}}(n_i)$ and Witten diagrams is complicated by several issues. Firstly, as we argued extensively in Section 3.2, choosing proper
boundary conditions in AdS is crucial for capturing the correct physics. For example, our scalar bulk-to-bulk propagator is the potential we computed in Eq. (3.26),

$$D_{BB}(n_1, n_2) = \frac{1}{4\pi^2} \leftrightarrow (\pi + i\beta_{12}) \coth \beta_{12}. \quad (3.66)$$

Recall that this solves Laplace’s equation in the presence of a constant charge density, so does not correspond to the usual bulk-to-bulk scalar propagator, which solves the homogeneous Laplace’s equation in AdS. In the limit that one of the directions $n_1$ becomes lightlike, we also obtain an unorthodox boundary-to-bulk propagator,

$$D_{\partial B}(n_1, n_2) = \lim_{|n_1| \to 0} D_{BB}(n_1, n_2) = \lim_{|n_1| \to 0} \frac{i}{4\pi^2} \leftrightarrow (-\log |n_1| + \log \frac{n_1 \cdot n_2}{|n_2|}) \quad (3.67)$$

This is divergent as $|n_1| \to 0$, a reflection of the collinear singularities that arise in this limit.\(^6\)

Contributions to $\Gamma$ also differ from traditional Witten diagrams in their contours of integration. For Witten diagrams, one performs bulk integrals over AdS, whereas Feynman integrals involve all of Minkowski space, so should incorporate both copies of AdS and dS as well (Figure 3.3).

To use Witten diagrams for computing $\Gamma$, one must account for all of the above issues. Nevertheless, the possible applicability of AdS amplitude technology is encouraging. Witten diagrams have been well-studied, and recently new techniques involving Mellin representations have substantially improved efficiency of computation [159–163].

As an example, the gauge-boson exchange diagram depicted in Figure 3.7 was first computed with traditional boundary conditions over a decade ago [150–152]. The answer is a nontrivial sum of so-called $D$-functions $D_{\Delta_1,\Delta_2,\Delta_3,\Delta_4}(u, v)$, where $u$ and $v$ are conformal cross-ratios. Formally, this diagram contributes to the regular anomalous dimension $\gamma(A_3, \{n_i \cdot n_j\})$ in Eq. (3.12) at three-loops, with a color structure $f^{abc} f^{cde} T_i^{a} T_j^{b} T_k^{c} T_l^{d}$. While we have understood using conformal gauge why $\Gamma_{\text{cusp}}(n_i)$ should have a pairwise structure up to two-loops, we see no a

\(^6\) Its form is perhaps reminiscent of the traditional boundary-to-bulk propagator for a scalar with an infinitesimal mass

$$D_{\partial B}(n_1, n_2) \sim \lim_{\Delta \to 0} \frac{i}{4\pi^2} \frac{1}{\Delta} \leftrightarrow \left(\frac{n_1 \cdot n_2}{|n_2|}\right)^{\Delta} \quad (3.68)$$

where the mass is related to $\Delta$ via the usual AdS/CFT dictionary, $m^2 R_{AdS}^2 = \Delta(\Delta - 2)$. One might speculate that in a calculation where the $-\log |n_i|$ singularities are regulated and cancel appropriately, Eq. (3.68) might be an acceptable form for the boundary-to-bulk propagator.
priori reason that this structure should persist to higher orders. We interpret the fact that the diagram in Figure 3.7 is nonzero as an indication that $\gamma(A_s, \{n_i \cdot n_j\})$ might very well have nontrivial conformal cross-ratio dependence. Very recently, two papers have appeared [121,122] which propose that additional constraints on the conformal cross ratio dependence of the soft anomalous dimension follow from consideration of the Regge limit. Perhaps by using tools developed for Witten diagrams, the 3-loop anomalous dimension can be calculated exactly, hopefully resolving the controversy in feature 6.

3.8 Conclusions

In this paper we have discussed how properties of operators $W$ built from $N$ Wilson lines can be understood in radial coordinates. These operators appear in high energy collisions that produce jets, where the lines extend out from the location of the hard interaction, taken to be the origin. In radial coordinates, $\mathbb{R} \times \text{AdS}$, the direction of the Wilson lines are specified by points in Euclidean $\text{AdS}_3$ and motion along any of the Wilson lines corresponds to time-translations of $\tau \in \mathbb{R}$.

We have demonstrated that many of the key properties of anomalous dimensions of these operators have an intuitive and simple description in terms of these static charges in AdS. In particular: the dependence on cusp angles $\beta_{ij}$ just corresponds to the geometric distance between the lines in AdS; the one-loop anomalous dimension of $W$ is given by a classical energy computation on AdS (with special care given to boundary conditions).

There is an intuitive physical picture associated to the real and imaginary parts of the anomalous dimension. This picture leads to an intriguing analogy between the at most linear growth of imaginary energy with separation in AdS, guaranteed by the at most linear growth of the anomalous dimensions with cusp angles, and the linear dependence of energy on separation for charges in gauge theories, which is associated with the flux-tube picture of confinement.

To fully exploit the physical picture arising in $\mathbb{R} \times \text{AdS}$ we introduced a class of gauges, referred to as conformal gauges. In these gauges, there is no kinetic mixing between temporal components of the gauge field, $A_\tau$, and spatial components, $A_i$. Conformal gauges are formulated in position space in $d$-dimensions, so that they are suitable for calculations using dimensional regularization. Conformal gauges in $\mathbb{R} \times \text{AdS}$ are effectively the analog of Feynman gauge in flat
space, and simplify some perturbative computations involving Wilson lines. Since all Wilson lines are only sources for $A_\tau$, the absence of mixing directly implies that one only has to consider scalar exchange at leading orders in perturbation theory. In particular graphs involving three gluon or four gluon vertices may vanish simply from the absence of $(A_\tau)^3$ and $(A_\tau)^4$ interactions in QCD. We have demonstrated this explicitly by considering a two-loop computation involving three time-like Wilson lines, and showing that it reduces to a one-loop computation with counterterm insertions. For three light-like Wilson lines we have also shown that a suitable conformal gauge simplifies this calculation by making it explicit that the most complicated diagram involving the three-gluon vertex vanishes.

Many avenues remain open to future exploration, and we have only briefly touched on a few of them. In the limit where one or more Wilson lines become light-like, extra ultraviolet and infrared divergences appear, and new features emerge in the anomalous dimension of $\mathcal{W}$, such as dependence on the renormalization group scale $\mu$. While we have formulated a suitable conformal gauge for use with light-like lines, we have not explored in detail many interesting computations, such as the two-loop anomalous dimension from two light-like lines, or graphs occurring in soft functions that have real radiation. Many interesting questions only appear for $\mathcal{W}$ with four lines taken at three loops and beyond, such as possible dependence of the anomalous dimension on conformal cross-ratios. We anticipate that the use of conformal gauges will be a powerful technique for analyses which seek to definitively answer questions which appear at this order.

We have also observed a relationship between diagrams with multiple Wilson lines and Witten diagrams, which have been studied extensively in the context of the AdS/CFT correspondence. There is hope that technology developed for computing these Witten diagrams can be used directly for calculations about Wilson lines, with direct application to jet physics, and possibly also to improved understanding of the structure of amplitudes in gauge theories.
Telescoping Jets: Multiple Event Interpretations with Multiple $R$’s

4.1 Jet Clustering Algorithms

Jets are manifestations of the underlying colored partons in hard scattering processes. In order to reconstruct hard processes and uncover physics at high energy, jets are key objects to identify in high energy collider experiments. The conventional way to identify jets is to use clustering algorithms [164–168],

where a parameter $R$ sets an artificial jet size. The constituents of each reconstructed jet are those particles within an angular scale $R$ away from the jet direction. This is particularly true for the anti-$k_T$ algorithm because it gives almost perfect cone jets in the calorimeter pseudorapidity-azimuthal angle ($\eta$-$\phi$) plane. On the other hand, a jet is a distinct structure in its own right with many collinear particles. The width of the localized energy distribution of the jet in the
\( \eta, \phi \) plane is an independent quantity and should be distinguished from the parameter \( R \) (FIG. 4.1).

Because the formation of jets is quantum mechanical and probabilistic, the widths of jets are always different (FIG. 4.2). To reconstruct partonic kinematics we should pick a large enough \( R \) so that most of the radiation emitted by the partons is enclosed. However, with a large \( R \) more radiation contamination will be included. We can manage to use jet grooming techniques [39, 41, 43, 169] to get rid of contamination. Algorithms with a large \( R \) may also fail to resolve jets in some events. Multiple partons may be in a fat jet which potentially has substructure. Without looking into jet substructure we may incorrectly include irrelevant jets in event reconstruction. In the end an \( R \) is chosen for all events to optimize an analysis (see [170]

**Figure 4.1:** A cartoon calorimeter plot distinguishing the width of the localized energy distribution of a jet (red) from the parameter \( R \) (blue) in the anti-\( k_T \) algorithm. \( R \) is an artificial distance scale introduced to define the calorimeter region we want to look at. The jet axis points in the direction of the dominant energy flow, and the precise direction is not essential here.

**Figure 4.2:** Two \( b \) jets with the same partonic kinematics but different widths, wider (top) and narrower (bottom).
for jets with variable $R$). A fixed $R$ defines a single set of constituents for each jet and a single interpretation for each event. There is no choice of $R$ in conventional clustering algorithms which can resolve jets and get most of the relevant radiation for all events.

Multiple event interpretations can provide extra information and help increase the statistical power of an analysis. The recently proposed Qjet algorithms [50] give multiple event interpretations using nondeterministic jet clustering. Unlike conventional clustering algorithms, Qjets merge pairs of particles probabilistically according to an exponential weight, resulting in different clustering histories. An event may have a wide range of interpretations, and the probabilistic nature of Qjets allows the correct event structure to emerge. It was shown that jet sampling with Qjets [171] can help improve considerably in the statistical significance $S/\delta B$—the expected size of the signal divided by the background uncertainty— in many classes of analyses, and it is interesting to understand the essence of Qjets.

4.2 Jet Algorithms with Multiple $R$’s

In this paper we propose a simple way to define an event interpretation: each choice of $R$ in jet algorithms gives a distinct event interpretation. The idea of probing jets with multiple $R$’s is referred to as telescoping jets. As a first step we can apply conventional clustering algorithms on each event multiple times with different $R$’s. Note that, with a too-small $R$ we may resolve
an event in too much detail that miss its overall jet structure: in the $R \to 0$ limit particles are all jets. On the other hand, with a too-large $R$ we may fail to resolve close jets. To deal with these issues, we improve the algorithm by first using the anti-$k_T$ algorithm with a suitable $R$ to reliably reveal the jet structure of an event and determine the jet axes from the reconstructed jet "cores". These axes point in the directions of the dominant energy flow in an event, and the precise directions are not essential. We can also use the axes determined through a jet shape minimization procedure and bypass using clustering algorithms. Then we define jet constituents by the particles within a distance $R$ away from the predetermined jet axes in the $\eta$-$\phi$ plane. So different interpretations correspond to different jet constituents without the tree structure.

However, another way of thinking about the above telescoping cone algorithm is that, we essentially move down the clustering sequence in the anti-$k_T$ algorithm to build up jets after identifying the branch structure. This is complimentary to moving up the reclustered tree and looking for mass drops to identify the branches [39,40]. Using different $R$’s allows us to probe the energy distribution within each jet and give multiple event interpretations, and every observable of each event turns from a single number to a distribution (FIG. 4.3).

In the following we present the detailed procedure of the algorithm and apply it in a search for associated production of a Higgs and a $Z$ where the Higgs decays to two $b$ jets and the $Z$ decays to $\nu \bar{\nu}$ ($ZH \to \nu \bar{\nu} b\bar{b}$). The background is $Z+b\bar{b}$ from $g \to b\bar{b}$. We require the events to pass a $E_T > 120$ GeV cut for the experimentally available triggers. The $b\bar{b}$ system is slightly boosted so that the two $b$ jets are closer to each other and more difficult to resolve. We define the signal
Figure 4.5: The signal and background $z$ distributions $\rho_S(z)$ and $\rho_B(z)$ using the telescoping anti-$k_T$ and cone algorithms. $z$ is the fraction of interpretations of an event passing the experimental cuts. A large fraction of both signal and background events can be interpreted differently.

window (specified later) by imposing cuts on the invariant mass of the two $b$ jets $m_{jj}$ (FIG. 4.4) and the transverse momentum of each $b$-jet in our analysis. With multiple interpretations, each event is counted by the fraction of interpretations passing the cuts, instead of 0 or 1 in a conventional analysis. As we will see, this increases the statistical stability of observables so that background fluctuations shrink considerably, which is the key for $S/\delta B$ improvement.

4.3 Algorithm and Analysis

In the context of Higgs search in the $ZH \rightarrow \nu\nu b\bar{b}$ channel, we first use the telescoping anti-$k_T$ algorithm to reconstruct the two hardest jets with $N$ different $R$s, giving $N$ interpretations for each event. The scaled-up computation time is tiny compared to using nondeterministic clustering algorithms [171]. Here we take $N=100$. The value of $R$ ranges from 0.2 to 1.5 with an increment $\frac{1}{N}$. The range of $R$ is chosen because with the $E_T > 120$ GeV cut the angular separation between the two $b$ jets will be roughly $\lesssim 2$. Here each interpretation is weighted uniformly for simplicity.

The telescoping cone algorithm which captures the jet structure more correctly goes as follows:

- Use the anti-$k_T$ algorithm with $R=0.4$ to reconstruct the cores of the two hardest jets and determine the jet axes $n_1$ and $n_2$. 
• Define the $i$-th jet to be the particles within a distance $R$ away from $n_i$ in the $\eta$-$\phi$ plane:

$$\text{jet}_R^i = \{ p \mid (\eta_p - \eta_{n_i})^2 + (\phi_p - \phi_{n_i})^2 < R^2 \}. \quad (4.1)$$

• In the case of overlapping jets, assign particles to the jet with the closer jet axis. This step is to avoid ambiguity and is not crucial when reconstructing the invariant mass of the two hardest jets $m_{jj}$.

Here we use the same $R$ for both $b$ jets in an event. However, for generic beyond the standard model physics searches with both quark and gluon jets in the final state, one can exploit the full idea of using different $R$’s for different jets. We will leave these for future studies.

Our signal and background events were generated at the parton level using Madgraph 5 [172] and then showered with Pythia 6.4 [22] for the 8 TeV LHC. We impose the $E_T > 120$ GeV cut at the Madgraph level and the following cuts in the analysis to define the signal window:

- $110 \text{ GeV} < m_{jj} < 140 \text{ GeV}$
- Both $p_T$s of the two hardest jets $> 25$ GeV.

We use the anti-$k_T$ algorithm implemented in Fastjet v3.0.0 [173, 174], and we perform the analysis with $R$ at the optimized value of $R=0.7$. We then study how the statistical significance of the Higgs search changes using multiple event interpretations. With $N$ event interpretations $m_{jj}$ turns from a single number to a distribution for each event. We define $z$ to be the fraction of event interpretations passing the above cuts. FIG. 4.5 shows the $z$ distributions $\rho_S(z)$ and $\rho_B(z)$ for signal and background. This is in contrast to the conventional analysis in which an event either passes the cuts or does not. With multiple event interpretations we can gain more information about the degree of certainty of an event being signal-like. Weighting each event by $z$ in the counting experiment helps improve the significance of the analysis.

Let $\epsilon$ and $\sigma^2$ be the mean and variance of the $z$ distribution, and $N_S$ and $N_B$ be the expected numbers of signal and background events produced at the 8 TeV LHC. Then the significance is equal to

$$\frac{S}{\delta B} = \frac{N_S \epsilon_S}{\sqrt{N_B(\epsilon_B^2 + \sigma_B^2)}}. \quad (4.2)$$
A more detailed discussion about statistics can be found in [171, 175]. The volatility (FIG. 4.6) of each event is defined by $\nu = \Gamma / \langle m \rangle$, where $\Gamma$ and $\langle m \rangle$ are the standard deviation and mean of the $m_{jj}$ distribution of each event with multiple interpretations. Volatility is useful in distinguishing boosted $W$ jets from their QCD background [50], and we will leave exploiting volatility in Higgs searches for future studies.

4.4 Results

The performances of the algorithms are summarized in TABLE 4.1. The key for the $S/\delta B$ improvement is the shrink of background fluctuations, which comes from the rapid decrease of $\sigma_B$. For experimental studies with jet energy calibration depending on the parameter $R$, we try different ranges of $R$’s and fewer interpretations using the telescop ing cone algorithm. Note that
we can get half the improvement by using just two $R$’s, and using 12 $R$’s between 0.4 and 1.5 performs almost as good as using 100 $R$’s between 0.2 and 1.5.

With $\rho_S(z)$ and $\rho_B(z)$ we can get an even larger improvement with the optimized weight $\frac{\rho_S(z)}{\rho_B(z)}$ [171] in the counting experiment. Then the significance is equal to

$$S \delta B = \frac{N_S}{\sqrt{N_B}} \sqrt{\int_0^1 \rho_S^2(z) \rho_B'(z) dz},$$

and we get a 46% improvement compared to the conventional analysis. For $R=0.4$ to 1.5 with increment 0.1 we can get a 38% improvement with just 12 $R$’s.

To conclude, the width of the localized energy distribution of a jet may not match well with the parameter $R$ in jet algorithms. The situation is even more complicated for events with close jets because resolving jets becomes an issue when the parameter $R$ and the distance between jets confront with each other. We explore a simple and promising way of giving multiple interpretations for each event by changing the parameter $R$ in jet algorithms. The approach increases the statistical stabilities of observables which leads to remarkable improvement in the significance of a refined counting experiment. Telescoping jets open up the possibility of refining and improving jet physics analysis in high energy experiments.

Also, we only look at the transverse momenta and invariant mass of the two $b$ jets, which are observables at high energy scales. It would be interesting to see how much more we can improve the significance of Higgs searches in hadronic channels by combining the analysis with other jet substructure [45, 54, 176] and color flow [46, 177] observables, which probe softer sectors of QCD and color connections in an event. The approach of using multiple event interpretations could potentially be combined with likelihood ratio test and multivariate analysis, and in the presence of pile up our method will have to combine with jet grooming techniques. Applications of telescoping jets beyond physics searches, for example observable measurements, are also worth investigating. Probing jets with multiple $Rs$ may also allow us to construct jet observables more reliably.
A.1 Soft function

To evaluate the heavy jet mass distribution with NNLO precision, we need the soft function at the scale \( \mu_s \) evaluated to order \( \alpha_s^3 \). The Laplace transformed soft function can be written as

\[
\tilde{s}(L_1, L_2) = \tilde{s}_\mu(L_1, \mu)\tilde{s}_\mu(L_2, \mu)\tilde{s}_f(L_1 - L_2),
\]

(A.1)

where \( L_1 = \ln(\mu \nu L e^{\gamma_E}) \) and \( L_2 = \ln(\mu \nu R e^{\gamma_E}) \), with \( \nu_L \) and \( \nu_R \) the Laplace conjugate variables to the soft momenta \( k_L \) and \( k_R \). The \( \mu \)-dependence is determined by the function we call \( \tilde{s}_\mu(L, \mu) \).

This is equivalent to the function \( U_s(x, \mu, (ixe^{\gamma_E})^{-1}) \) in [21], and we have already given its expansion to order \( \alpha_s^3 \) in Eq. (2.14). The function \( \tilde{s}_f(L) \) is \( \mu \)-independent with \( \alpha_s \) evaluated at the scale \( (\nu_L \nu_R)^{-1/2} \). It is more useful to be able to use \( \alpha_s \) evaluated at the scale \( \mu \), which we
can do with the replacement
\[
\left(\frac{\alpha_s}{4\pi}\right) \rightarrow \left(\frac{\alpha_s(\mu)}{4\pi}\right) + \left(\frac{\alpha_s(\mu)}{4\pi}\right)^2 \left[-\beta_0(L_1 + L_2)\right] + \left(\frac{\alpha_s(\mu)}{4\pi}\right)^3 \left[\beta_0^2(L_1 + L_2)^2 - \beta_1(L_1 + L_2)\right].
\] (A.2)

Then truncating the soft function to finite order will induce some residual \(\mu\)-dependence.

For the finite part \(\tilde{s}_f(L)\), we use for numerical studies the form in Eq. (2.30):
\[
\tilde{s}_f(L) = 1 + \left(\frac{\alpha_s}{4\pi}\right) c^S_1 + \left(\frac{\alpha_s}{4\pi}\right)^2 \left[c^S_2 + c^S_{2L} L^2\right] + \cdots ,
\] (A.3)

with
\[
c^S_1 = -C_F \pi^2
\] (A.4)

and
\[
c^S_2 = \frac{\pi^4}{2} C_F^2 + (-57.8) C_F C_A + (43.4) C_F T_F n_f
\] (A.5)
\[
c^S_{2L} = (0) C_F^2 + (-7.5) C_F C_A + (-2.1) C_F T_F n_f
\] (A.6)

which have been extracted using SCET from the exact NLO thrust and heavy jet mass distributions. (Note: these numbers are updated to Eq. (2.53). The main text and fits use the earlier values in Eq. (2.33).)

More generally, for NLO-matching, all that is relevant is a single projection of the order \(\alpha^2\) soft function
\[
c^S_{2\rho} = \frac{1}{\pi} \int_0^\pi \tilde{s}_{f2}(iL) \, dL = c^S_2 - \frac{\pi^2}{3} c^S_{2L}.
\] (A.7)

For NNLO matching, another projection is necessary, of the form in Eq. (2.27). For the form in Eq. (A.3), this projection is
\[
c^S_{2\kappa} = \frac{2}{\pi} \int_0^\pi \tilde{s}_{f2}(iL) \ln \left[2 \cos\left(\frac{L}{2}\right)\right] \, dL = 4\zeta_2 c^S_{2L}.
\] (A.8)

These are then expanded as
\[
c^S_2 = C^2_F c^S_{2F} + C_F C_A c^S_{2CA} + C_F n_F T_F c^S_{2n_f}.
\] (A.9)
We will use these expressions for the singular heavy jet mass expansion and the $G_{ij}$ coefficients below. We also use anomalous dimensions and $\beta$-function coefficients which can be found in [11].

A.2 Expanded soft function

Putting the pieces together, the soft function expanded to order $\alpha_s^3$ with $\alpha_s = \alpha_s(\mu)$ is

$$\bar{s}(L_1, L_2, \mu) = 1 + \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ - (L_1^2 + L_2^2)\Gamma_0 + (L_1 + L_2)\gamma_0^S + c_1^S \right]$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left( \frac{1}{2} (L_1^4 + L_2^4)\Gamma_0^2 + L_1L_2(L_1\Gamma_0 - \gamma_0^S)(L_2\Gamma_0 - \gamma_0^S) + (L_1^3 + L_2^3) \left( \frac{2}{3} \beta_0\Gamma_0 - \Gamma_0\gamma_0^S \right) \right)$$

$$+ (L_1^2 + L_2^2) \left( -\Gamma_1 - \beta_0\gamma_0^S + \frac{1}{2}(\gamma_0^S)^2 - c_1^S\Gamma_0 \right) + (L_1 + L_2)(\gamma_1^S - c_1^S\beta_0 + c_1^S\gamma_0^S)$$

$$+ c_2^S + (L_1 - L_2)^2 c_{2L}^S \right]$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^3 \left[ - \frac{1}{6} \Gamma_0^3(L_1^6 + L_2^6 + 3L_1^2L_2^4 + 3L_2^2L_1^4) + \left( - \frac{2}{3} \beta_0\Gamma_0^2 + \frac{1}{2}\gamma_0^S\Gamma_0 \right) \left( L_1^5 + L_2^5 \right) \right]$$

$$+ \frac{1}{2} \gamma_0^S\Gamma_0^2(L_1^4L_2 + L_2^4L_1) + \left( - \frac{2}{3} \beta_0\Gamma_0^2 + \gamma_0^S\Gamma_0^2 \right) \left( L_1^3L_2^2 + L_2^3L_1^2 \right)$$

$$+ \left( - (\gamma_0^S)^2\Gamma_0 + \frac{5}{3}\gamma_0^S\beta_0\Gamma_0 - \frac{2}{3}\gamma_0^S\Gamma_0 + \Gamma_0\Gamma_1 \right) \left( L_1^4 + L_2^4 \right)$$

$$+ \left( - (\gamma_0^S)^2\Gamma_0 + \frac{2}{3}\gamma_0^S\beta_0\Gamma_0 \right) \left( L_1^3L_2 + L_2^3L_1 \right) + \left( - (\gamma_0^S)^2\Gamma_0 + 2\gamma_0^S\beta_0\Gamma_0 + 2\Gamma_0\Gamma_1 \right) \left( L_1^2L_2 \right)$$

$$+ \frac{1}{6}(\gamma_0^S)^3 - (\gamma_0^S)^2\beta_0 + \frac{4}{3}\gamma_0^S\beta_0^2 - \gamma_1^S\Gamma_0 + \frac{2}{3}\beta_1\Gamma_0 - \gamma_0^S\Gamma_1 + \frac{4}{3}\beta_0\Gamma_1 \right) \left( L_1^3 + L_2^3 \right)$$

$$+ \left( - (\gamma_0^S)^3 - (\gamma_0^S)^2\beta_0 - \gamma_0^S\Gamma_0 - \gamma_0^S\Gamma_1 \right) \left( L_1^2L_2 + L_2^2L_1 \right)$$

$$+ \gamma_0^S\gamma_1^S - 2\gamma_1^S\beta_0 - \gamma_0^S\beta_1 - \Gamma_2 \right) \left( L_1^2 + L_2^2 \right) + 2\gamma_0^S\gamma_1^S \left( L_1L_2 + \gamma_2^S \right) \left( L_1 + L_2 \right)$$

$$+ c_1^S \left( \frac{1}{2} \gamma_0^S\Gamma_0(L_1^4 + 2L_1^2L_2^2 + L_2^4) + \left( - \gamma_0^S\Gamma_0 + \frac{5}{3}\beta_0\Gamma_0 \right) \left( L_1^3 + L_2^3 \right) \right)$$

$$+ \left( - \gamma_0^S\Gamma_0 + \beta_0\Gamma_0 \right) \left( L_1^2L_2 + L_2^2L_1 \right) + \left( \frac{1}{2}(\gamma_0^S)^2 - 2\gamma_0^S\beta_0 + 2\beta_0^2 - \Gamma_1 \right) \left( L_1^2 + L_2^2 \right)$$

$$+ \left( (\gamma_0^S)^2 - 2\gamma_0^S\beta_0 \right) \left( L_1L_2 \right) + \left( - \beta_1 + \gamma_0^S \right) \left( L_1 + L_2 \right) \right)$$

$$+ \left( c_2^S + c_{2L}^S(L_1 - L_2)^2 \right) \left( (2\beta_0 + \gamma_0^S)(L_1 + L_2) - \Gamma_0(L_1^2 + L_2^2) \right) \right]. \quad (A.10)
A.3 Singular terms in the heavy jet mass distribution

The singular part of the heavy jet mass distribution is calculable in SCET. Writing it in the form

$$D(\rho) = \delta(\rho) D_\delta + \left(\frac{\alpha_s}{2\pi}\right) D_A(\rho) + \left(\frac{\alpha_s}{2\pi}\right)^2 [D_B(\rho)]_+ + \left(\frac{\alpha_s}{2\pi}\right)^3 [D_C(\rho)]_+ + \ldots,$$

(A.11)

the result is

$$D_\delta = 1 + \left(\frac{\alpha_s}{4\pi}\right) \left[ C_F \left(-2 + \frac{2\pi^2}{3}\right) \right]$$

$$+ \left(\frac{\alpha_s}{4\pi}\right)^2 \left[ C_F^2 \left(4 + \frac{\pi^4}{10} - 48\zeta_3\right) + C_A C_F \left(\frac{493}{81} + \frac{85\pi^2}{6} - \frac{73\pi^4}{90} + \frac{566\zeta_3}{9}\right) \right]$$

$$+ C_F T_{Fnf} \left(\frac{28}{81} - \frac{14\pi^2}{3} - \frac{88\zeta_3}{9}\right) + \epsilon_{2p}^S,$$

(A.12)

and

$$D_A(\rho) = \frac{1}{\rho} \left[ C_F \left[-4 \ln \rho - 3\right]\right],$$

$$D_B(\rho) = \frac{1}{\rho} \left[ C_F^2 \left[8 \ln^3 \rho + 18 \ln^2 \rho + (13 - \frac{8\pi^2}{3}) \ln \rho + \frac{9}{4} - \pi^2 - 4\zeta_3\right] \right]$$

$$+ C_F T_{Fnf} \left[ -4 \ln^2 \rho + \frac{22}{9} \ln \rho + 5\right]$$

$$+ C_F C_A \left[11 \ln^2 \rho + (-\frac{169}{18} + \frac{2\pi^2}{3}) \ln \rho - \frac{57}{4} + 6\zeta_3\right] \right),$$

$$D_C(\rho) = \frac{1}{\rho} \left[ C_F^3 \left[-8 \ln^5 \rho - 30 \ln^4 \rho + 3 \ln^3 \rho \left(-44 + 8\pi^2\right) + \ln^2 \rho \left(8\zeta_3 + 12\pi^2 - 27\right) \right] \right]$$

$$+ \ln \rho \left(-c_{2pC_F}^S + 48\zeta_3 - \frac{41\pi^4}{90} + \frac{13\pi^2}{3} - \frac{17}{2}\right)$$

$$+ \frac{4\pi^2}{3} \zeta_3 + 14\zeta_3 + 12\zeta_5 - \frac{3\pi^4}{40} - \frac{5\pi^2}{8} - \frac{47}{8}$$

$$+ C_{2 nf}^S \left[\frac{40}{3} \ln^4 \rho + \frac{56}{9} \ln^3 \rho \ln \rho - \frac{43}{3} - \frac{16\pi^2}{3}\right]$$

$$+ \ln \rho \left(\frac{232\zeta_3}{9} + \frac{58\pi^2}{9} - \frac{1495}{81} - c_{2pm}^S\right)$$

$$+ \frac{254\zeta_3}{9} - \frac{78\zeta_3}{15} + \frac{71\pi^4}{18} + \frac{1511}{108} + \frac{2}{3} c_{2pC_F}^S - \frac{3}{4} c_{2pm}^S - \frac{1}{2} c_{2zn}^S$$

$$+ C_{F \alpha}^2 T_{F}^2 \left[-\frac{112}{27} \ln^3 \rho + \frac{68}{9} \ln^2 \rho \ln \rho \left(\frac{140}{81} + \frac{16\pi^2}{27}\right) - \frac{176\zeta_3}{27} - \frac{64\pi^2}{81} - \frac{3598}{243} + \frac{2}{3} c_{2pm}^S\right]$$

$$+ C_F C_A^2 \left[-\frac{847}{27} \ln^3 \rho + \ln^2 \rho \left(\frac{3197}{36} - \frac{11\pi^2}{3}\right) + \ln \rho \left(\frac{22}{45} - \frac{11\pi^2}{45} + \frac{85\pi^2}{9} - \frac{11323}{324}\right) \right]$$

$$- 10\zeta_5 + \frac{361\zeta_3}{27} + \frac{541\pi^4}{540} - \frac{739\pi^2}{81} - \frac{77099}{486} - \frac{11}{6} c_{2pC_A}^S\right]$$

121
\[ + C_F^2 C_A \left[ - \frac{110 \ln^4 \rho}{3} + \ln^3 \rho \left( - \frac{58}{9} - \frac{8\pi^2}{3} \right) \right] + \ln^2 \rho \left( - 36 \zeta_3 + \frac{35\pi^2}{3} + \frac{467}{4} \right) + \ln \rho \left( - \frac{1682 \zeta_3}{9} + \frac{133\pi^4}{90} - \frac{403\pi^2}{18} + \frac{29663}{324} - e_{2p}^S C_A \right) - 30 \zeta_5 - \frac{1943 \zeta_3}{18} + \frac{2\pi^2 \zeta_3}{3} + \frac{77\pi^4}{40} - \frac{757\pi^2}{27} - \frac{99}{27} - \frac{11}{6} \left( e_{2p}^S C_F - \frac{3}{4} e_{2p}^S C_A - \frac{1}{2} e_{2p}^S C_A \right) + C_A C_F n_T F \left[ \frac{616}{27} \ln^3 \rho + \ln^2 \rho \left( \frac{4\pi^2}{3} - \frac{512}{9} \right) + 3 \ln \rho \left( 8\zeta_3 - \frac{128\pi^2}{27} + \frac{673}{81} \right) + \frac{608 \zeta_3}{27} - \frac{10\pi^4}{27} + \frac{430\pi^2}{81} + \frac{24844}{243} - \frac{11}{6} e_{2pm}^S \left( \frac{58}{9} - \frac{7\pi^2}{6} + \frac{1}{4} e_{2p}^S C_A \right) \right]. \tag{A.13} \]

A.4 \( G_{ij} \) expansion

Occasionally it is helpful to write an event shape distribution as

\[ R(x) = \left( 1 + \sum_{m=1}^{\infty} C_m \left( \frac{\alpha}{2\pi} \right)^m \right) \exp \left( \sum_{i=1}^{\infty} \sum_{j=1}^{i+1} G_{ij} \left( \frac{\alpha}{2\pi} \right)^i \ln^j \frac{1}{x} \right) + \sum_{n=0}^{\infty} \alpha^n f_n(x). \tag{A.14} \]

The results are

\[
\begin{align*}
C_1 &= C_F \left( - \frac{5}{2} + \frac{\pi^2}{3} \right), \\
C_2 &= C_F^2 \left( \frac{41}{8} + \frac{\pi^4}{40} - \frac{\pi^2}{2} - 12\zeta_3 + \frac{1}{4} e_{2p}^S C_F \right) + C_F n_T F \left( \frac{905}{162} \frac{58}{9} \zeta_3 - \frac{7\pi^2}{6} + \frac{1}{4} e_{2p}^S C_A \right) + C_A C_F \left( - \frac{8977}{648} - \frac{73\pi^4}{360} + \frac{85\pi^2}{24} + \frac{481}{18} \zeta_3 + \frac{1}{4} e_{2p}^S C_A \right), \tag{A.15} \\
\end{align*}
\]

and

\[
\begin{align*}
G_{12} &= -2C_F, \\
G_{11} &= 3C_F, \\
G_{23} &= C_F \left[ n_T F \left( \frac{4}{3} - \frac{C_A}{3} \right) \right], \\
G_{22} &= C_F \left[ - C_F \frac{2\pi^2}{3} + n_T F \frac{11}{9} + C_A \left( - \frac{169}{36} + \frac{\pi^2}{3} \right) \right], \\
G_{21} &= C_F \left[ C_F \left( 4\zeta_3 + \frac{3}{4} \right) - 5n_T F + C_A \left( \frac{57}{4} - 6\zeta_3 \right) \right], \\
G_{34} &= C_F \left[ - C_A \frac{847}{108} + C_A n_T F \frac{154}{27} - n_T F \frac{28}{27} \right], \\
G_{33} &= C_F \left[ C_A \left( - \frac{3197}{108} + \frac{11\pi^2}{9} \right) + n_T F C_A \left( \frac{512}{27} - \frac{4\pi^2}{9} \right) - n_T F \frac{68}{27} \right], \\
\end{align*}
\]
\begin{align}
C_F n_f T_F \left(2 + \frac{4\pi^2}{3}\right) & - C_F C_A \frac{11\pi^2}{3} + C_F^2 \frac{16}{3} \zeta_3, \\
G_{32} &= C_F \left[ C_A^2 \left(11\zeta_3 - \frac{11\pi^4}{90} + \frac{85\pi^2}{18} - \frac{11323}{648}\right) + C_A n_f T_F \left(4\zeta_3 - \frac{64\pi^2}{27} + \frac{673}{162}\right) \\
&+ n_f^2 T_F^2 \left(\frac{70}{81} + \frac{8\pi^2}{27}\right) + C_F^2 \left(\frac{2\pi^4}{45} - 12\zeta_3\right) + C_F C_A \left(-44\zeta_3 + \frac{2\pi^4}{9} - \frac{239\pi^2}{108} + \frac{11}{8}\right) \\
&+ C_F n_f T_F \left(8\zeta_3 + \frac{13\pi^2}{27} + \frac{43}{6}\right)\right], \\
G_{31} &= C_F \left[C_F^2 \left(\frac{29}{8} + \pi^2 - \frac{8}{3}\pi^2\zeta_3 + 26\zeta_3 - 12\zeta_5 + \frac{1}{2} \zeta_2 C_F\right) \\
&+ C_F n_f T_F \left(-\frac{77}{4} + \frac{7\pi^4}{15} + \frac{11\pi^2}{9} - 188\zeta_3 - \frac{2}{3} \zeta_2 C_F + \frac{1}{2} \zeta_2 \zeta_1\right) \\
&+ C_F C_A \left(\frac{23}{2} - \frac{79\pi^4}{60} - \frac{175\pi^2}{36} + \frac{4\pi^2}{3}\zeta_3 + 493\zeta_3 + 30\zeta_5 + \frac{11}{6} \zeta_2 C_F + \frac{1}{2} \zeta_2 \zeta_1\right) \\
&+ C_A^2 \left(\frac{77099}{486} - \frac{541\pi^4}{540} + \frac{739\pi^2}{81} - \frac{361\pi}{27}\zeta_3 + 10\zeta_5 + \frac{11}{6} \zeta_2 C_A\right) \\
&+ C_A n_f T_F \left(-\frac{24844}{243} + \frac{10\pi^4}{27} - \frac{430\pi^2}{81} - \frac{608}{27}\zeta_3 - \frac{2}{3} \zeta_2 C_A + \frac{11}{6} \zeta_2 \zeta_1\right) \\
&+ n_f^2 T_F^2 \left(\frac{3598}{243} + \frac{64\pi^2}{81} + \frac{176}{27}\zeta_3 - \frac{2}{3} \zeta_2 \zeta_1\right)\right]. 
\end{align}
(A.16)
conformal gauge

B.1 General Class of Conformal Gauges

The most general possible form of the gauge transformation one-form is\(^1\)

\[
\Lambda_\mu(y, x) = \kappa \left( \frac{1}{|x||y|} \right)^{d/2-1} \left[ x_\mu g_1(A, \beta) + y_\mu g_2(A, \beta) \right], \quad \text{where} \quad A \equiv \frac{x \cdot y}{|x||y|}, \quad \beta \equiv \frac{|y|}{|x|}, \quad (B.1)
\]

and \(g_{1,2}(A, \beta)\) are functions to be specified. Eq. (3.48) yields the propagator

\[
D_{\mu\nu}(x, y) = \kappa \left( \frac{1}{|x||y|} \right)^{d/2-1} \left[ g_{\mu\nu} A + \frac{x_\mu x_\nu}{x^2} B + \frac{y_\mu y_\nu}{y^2} C + \frac{x_\mu y_\nu}{|x||y|} E + \frac{y_\mu x_\nu}{x \cdot y} Z \right], \quad (B.2)
\]

\(^1\)More general forms are possible if we introduce one or more additional fixed vectors in the gauge transformation, such as a \(v^\mu\) where \(v^2 = 1\).
where we have

\[ A = -[2A - \beta - \beta^{-1}]^{1-d/2} + g_2 + \bar{g}_2, \]
\[ B = \beta^{-1}g_1^{(1,0)} + (1 - d/2)\bar{g}_2 - A\bar{g}_2^{(1,0)} + \beta^{-1}\bar{g}_2^{(0,1)}, \]
\[ C = \beta\bar{g}_1^{(1,0)} + (1 - d/2)g_2 - A\bar{g}_2^{(1,0)} + \beta g_2^{(0,1)}, \]
\[ E = g_1^{(0,1)} + \bar{g}_1^{(0,1)} + (1 - d/2)(\beta^{-1}g_1 + \beta\bar{g}_1) - A(\beta^{-1}g_1^{(1,0)} + \beta\bar{g}_1^{(1,0)}) , \]
\[ Z = Ag_2^{(1,0)} + A\bar{g}_2^{(1,0)}, \]

(B.3)

with the definitions \( \bar{g}_i(A, \beta) = g_i(A, \beta^{-1}), g_i^{(1,0)} = \partial g_i(A, \beta)/\partial A, g_i^{(0,1)} = \partial g_i(A, \beta)/\partial \beta, \bar{g}_i^{(0,1)} = \partial g_i(A, \beta^{-1})/\partial \beta^{-1}, \) etc. The conformal gauge conditions, which ensure there is no mixing between time and spatial directions in \( \mathbb{R} \times \text{AdS}, \) are \( x^\mu D_{\mu\nu}(x, y)A^\nu(y) = 0 \) when \( y_\nu A^\nu(y) = 0, \) and \( A^\mu(x)D_{\mu\nu}(x, y)y^\nu = 0 \) when \( x_\mu A^\mu(x) = 0. \) These require

\[ A + B + Z = 0, \quad B = C, \]

(B.4)

which are two differential equations for the functions \( g_1 \) and \( g_2. \) Substituting Eq. (B.4) into Eq. (B.2) yields the general result for the conformal gauge propagator

\[ \hat{D}_{\mu\nu}(x, y) = \frac{K_s}{(|x||y|)^{d/2-1}} \left[ \left( g_{\mu\nu} - \frac{x_\mu x_\nu}{x^2} - \frac{y_\mu y_\nu}{y^2} + \frac{x \cdot y x_\mu y_\nu}{x^2 y^2} \right)A \right. \]
\[ + \left. \left( \frac{y_\mu x_\nu}{x \cdot y} - \frac{x_\mu y_\nu}{x^2} - \frac{y_\mu y_\nu}{y^2} + \frac{x \cdot y x_\mu y_\nu}{x^2 y^2} \right)Z + \frac{x \cdot y x_\mu y_\nu}{x^2 y^2} \left( \frac{E}{A} - A - Z \right) \right]. \]

(B.5)

The first two tensor structures are spatial (angular), while the latter is temporal (radial). Using Eq. (B.4) and Eq. (B.3) we can write

\[ \frac{E}{\alpha} - A - Z = -(2A - \beta - \beta^{-1})^{1-d/2} + \left[ (2 - d/2)(g_2 + \bar{g}_2) + \beta g_2^{(0,1)} + \beta^{-1}\bar{g}_2^{(0,1)} \right] \]
\[ + A^{-1}\left[ (1 - d/2)(\beta^{-1}g_1 + \beta\bar{g}_1) + g_1^{(0,1)} + \bar{g}_1^{(0,1)} \right], \]

(B.6)

where the first term is the result from Feynman gauge and the last two terms are induced by the gauge transformation.

To consider the light-like limit for \( x \) and \( y \) we take \( x^\mu = \lambda_1 n_1^\mu \) and \( y^\mu = \lambda_2 n_2^\mu, \) where without
loss of generality we take \( \lambda_i > 0 \) and send \( n_i^2 \to 0 \). This leaves \( \beta = \lambda_2/\lambda_1 \) fixed and sends \( \alpha \to \infty \). For the propagator between points on two light-like Wilson lines only the last term in Eq. (B.5) contributes,

\[
n_1^\mu n_2^\nu \tilde{D}_{\mu\nu}(x, y) = \kappa_d n_1 \cdot n_2 \lim_{n_i^2 \to \infty} \left( \frac{E^{\alpha}}{\alpha} - A - Z \right).
\]

To ensure this gives the same result as Feynman gauge we can choose a conformal gauge where

\[
g_1(A, \beta) = -\beta g_2(A, \beta),
\]

which makes \( E/A - A - Z = -(2A - \beta - \beta^{-1})^{1-d/2} \). Equation (B.7) then becomes

\[
n_1^\mu n_2^\nu \tilde{D}_{\mu\nu}(x, y) = -\kappa_d n_1 \cdot n_2 (2n_1 \cdot n_2 \lambda_1 \lambda_2)^{1-d/2},
\]

which is the same as the Feynman gauge result. The \( A + B + Z = 0 \) and \( B = C \) no mixing conditions for this case becomes

\[
\beta g_2^{(0,1)} + (2-d/2)g_2 = (2A - \beta - \beta^{-1})^{1-d/2},
\]

which implies

\[
g_2(A, \beta) = \beta^{d/2-2}(A^2 - 1)^{1-d/2} (A - \beta) F_1 \left( \frac{1}{2}, \frac{d}{2}; \frac{3}{2}; \frac{(A - \beta)^2}{A^2 - 1} \right) + \beta^{d/2-2} h(\alpha),
\]

with an arbitrary function \( h(\alpha) \) that still must be fixed to fully specify the gauge. Using Eq. (B.3), Eqs. (B.8) and (B.11) determine the spatial terms in the conformal gauge boson propagator in Eq. (B.5). It is straightforward to verify that the propagator is non-singular in the limit \( d \to 4 \).

B.2 Ghosts in Conformal Gauge

In position space the Feynman rules for ghosts are more easily represented with a “ghost field” \( G^{abc}_\mu \) which is the product of a ghost propagator and ghost-gluon vertex. For the gauge trans-
formation in Eq. (3.48) the appropriate ghost field is [178]

$$G^{\mu}_{\nu}(y, x) = -igf^{abc}[\partial_{\nu}D^F_{\mu\nu}(x, y) + (\partial_{\mu}\partial_{\nu} - g_{\mu\nu}\Box_x)\Lambda^\nu(y, x)],$$  \hspace{1cm} (B.12)

where $D^F_{\mu\nu}$ is the Feynman gauge gluon propagator from Eq. (3.47) and $\Lambda^\nu(y, x)$ is the one-form appearing in the gauge transformed gluon propagator $D_{\mu\nu}$. This result can be used for any member of the general class of conformal gauges discussed in App. B.1.
References


[57] Randall Kelley, Matthew D. Schwartz, and Hua Xing Zhu. Resummation of jet mass with and without a jet veto. 2011, 1102.0561.


