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Abstract

The past two decades have shown an unexpected effectiveness of Web-scale data in natural language processing. Even the simplest models, when paired with unprecedented amounts of unstructured and unlabeled Web data, have been shown to outperform sophisticated ones. It has been argued that the effectiveness of Web-scale data has undermined the necessity of sophisticated modeling or laborious data set curation. In this thesis, we argue for and illustrate an alternative view, that Web-scale data not only serves to improve the performance of simple models, but also can allow the use of qualitatively more sophisticated models that would not be deployable otherwise, leading to even further performance gains.

We investigate this hypothesis through the use of both parametric and Bayesian non-parametric modeling techniques. First, by comparing rich parametric models against simpler models, we show that richer modeling of Web data brings about qualitative and quantitative performance gains. Experimental results in the application domain of sentence compression show that richer models lead to systems with improved robustness and generalization power. In the domain of lexical correction we augment a coarse generative model with a discriminative reranking component that incorporates richer contextual information.
Abstract

and achieve improvements in performance.

Second, by using the Bayesian nonparametric modeling framework, we show how to induce rich models in fully automatic, data-driven ways as opposed to heuristically. We propose principled and unified solutions to not only the estimation but also the *model selection* problem of the linguistically sophisticated grammar formalisms of *tree-insertion grammars* and *tree-adjoining grammars*. When evaluated in the domain of *syntactic parsing*, our induced grammars do not only lead to improved performance but are also *compact*, allowing for efficient computational processing and linguistic analysis. Further we show that these compact grammars can achieve the same performance gains as the parametric rich models in Web-scale sentence compression experiments.
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2.1 (a) The syntax tree for “Kim has left”. Substitution points are marked with gray circles. (b) The corresponding TSG elementary trees used to derive this tree (A TSG derivation). Dashed arrows mark the substitutions performed. (c) An alternative derivation for the same syntax tree. Notice that exponentially many potential derivations underlie any syntax tree. ...

2.2 Various representations of TAG derivations. (a) Explicit representation of the elementary trees (marked with Greek letters for reference) showing the derivation steps. (b) Traditional derivation tree capturing the derivation. (c) Our flat representation of the derivation tree, depicted as the derived tree (that is, the syntax tree itself) with simple annotations: Circles indicate substitution points, dashed arrows indicate adjunction.

4.1 Two different TIG derivations of an NP constituent. (a) One left insertion (at NN) and two simultaneous right insertions (at NP) (b) One left insertion (at NN) and one right insertion (at NP) of a depth=2 auxiliary tree.

4.2 TIG-TSG transform: (a) and (b) illustrate transformed TSG derivations for two different TIG derivations of the same parse tree structure. The TIG nodes where we illustrate the transformation are in bold. (We suppress the rest of the transformational nodes.) TIG-TSG transform introduces for initial trees a left and a right insertion node (e.g., NP_L, NP_R in the figure) both of which can be expanded via TSG rules to support insertions or can expand directly into the empty string (no insertion). Whereas for nodes along the spines of auxiliary trees, TIG-TSG transform introduces a single left (right) insertion node for left (right) auxiliary trees (e.g., NP_R for the PP auxiliary tree) which can expand in a similar fashion. In the transformed TSG, foot nodes produce only empty strings. Note that we simulate simultaneous insertion via root adjunction between auxiliary trees (the SBAR auxiliary tree being inserted into the root of the PP auxiliary tree).
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Chapter 1

Introduction

A large and increasing proportion of human discourse now occurs on the Internet — on social networking sites, online commerce sites, video-sharing sites, news networks, blogs, wikis, and over email. Halevy et al. (2009), emphasizing the explosive growth of natural language samples on the Web, have argued that “Simple models and a lot of data trump more elaborate models based on less data.” In other words, as long as there is more raw data available on the Web, “in the wild”, one can throw more of it at any simple model and achieve superior results without having to worry about creating manually annotated data sets or crafting sophisticated models. In this thesis, we outline work that will help us argue a consistent but complementary view: Web-scale data not only serves to improve the performance of simple models, but also can help to afford the use of qualitatively more sophisticated models that would not be deployable otherwise.

\footnote{Since some of the chapters of the thesis are based on work that was done collaboratively, as specified in footnotes in individual chapters, the first person plural pronoun will be used throughout the thesis, even when the contribution is due solely to the author of the thesis.}
Simpler models have a natural advantage over sophisticated models, especially in the statistical, data-driven framework: roughly speaking, as the linguistic sophistication of the statistical models increase, so does the severity of the scarcity of annotated data samples. More parameters means more need for data samples that carry the particular signals pertaining to model parameters, which typically means more annotated data. Annotating data manually is costly and time consuming; therefore researchers have had to resort to unsupervised models or utilizing indirect signals, at the cost of significant decrease in predictive accuracy.

In this thesis, we show that the Web, through its dynamic evolution as it is maintained and developed by its users across the globe, can be a significant source of exactly the kind of annotation that is needed for certain natural language processing (NLP) tasks. We show that Web-scale annotated data is valuable because (1) it permits the deployment of a parametric model of finer granularity, and (2) in combination with the Bayesian nonparametric modeling framework, it can serve to induce models of finer granularity in a fully data-driven way. We demonstrate (1) by hand-crafting finer-grained models in particular tasks and obtain performance gains over coarser model alternatives. In support of (2), we design a portfolio of Bayesian nonparametric inference techniques for grammar formalisms with ever richer linguistic structure. We show how these techniques answer the question of model fit, fight data-specific over- or under-fitting issues, and converge on rich representations that achieve even further performance boosts, especially in combination with the large-scale annotated data samples that we collect from the Web.

In detail, we start by discussing our experiments with data mining of Wikipedia article revision histories for natural language samples; we describe how we obtain orders of
magnitude more data for a number of tasks than can be obtained by traditional means such as manual annotation. In Chapter 3 we present fine-grained, sophisticated models that are permitted by the availability of large-scale data, and show their improved performance against simpler models within the application domains of extractive sentence compression and lexical correction. In Chapter 4 we explore the promise of the Bayesian nonparametric framework to determine the optimal level of sophistication of our models in a fully data-driven way. We design Markov chain Monte Carlo (MCMC) inference techniques that make feasible solving the difficult search problem of finding the right level of sophistication under increasingly expressive grammar formalisms that lie between tree-substitution grammars and tree-adjoining grammars. The inference framework that we build enables us to explore this space in a principled way using the task of syntactic parsing as our testbed. Therefore we carry out a comparative analysis between grammar formalisms with varying levels of linguistic expressivity in terms of predictive accuracy, compactness of representation, and computational efficiency. In Chapter 5 we demonstrate the power of our inference framework on Web data sentence compression experiments.

1.1 Web 2.0: collecting parallel data

It is not surprising that, paralleling the accumulation of an immense amount of natural language data on the Web, the trending methodology in NLP has been statistical. For example, beginning with the IBM machine translation (MT) models (Brown et al., 1990), a plethora of other statistical approaches have been applied to MT. The basic word-level approach gave way to phrase-based (Koehn et al., 2003; Och and Ney, 2004), hierarchical phrase-based (Wu, 1997; Chiang, 2005), and syntax-based approaches (Yamada and
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Knight (2001; Gildea, 2003), gradually increasing in the granularity of linguistic structure being used. Similarly, as an interesting application of the advances in the statistical MT (SMT) methodology, tasks of monolingual translation — examples of which include paraphrasing, sentence compression, text correction, and question answering — have received considerable attention from researchers in statistical NLP (Knight and Marcu, 2002; Quirk et al., 2004; Cohn and Lapata, 2008; Wang et al., 2007).

However, roughly speaking, as the linguistic sophistication of the statistical models increase, so does the severity of the scarcity of cleanly aligned parallel data (for example, sentence pairs that are translations of each other), creating a bottleneck especially for tasks of monolingual translation. In research on paraphrasing, researchers have had to resort to using very small data sets that are manually created (Cohn and Lapata, 2008), or “comparable data” collected from the Web (sentence pairs that are not necessarily paraphrases of each other, but are semantically related, for example sentences covering the same news story) (Barzilay and Lee, 2003), and some have gone so far as to specifically tailor their models to capture monolingual phenomena from bilingual data, which is more abundantly available from the SMT community (Bannard and Callison-Burch, 2005). The first of these approaches is not a step towards the vision that computers would learn from immense Web data, and is clearly not scalable. The other two approaches suffer from noise due to being indirect. Unfortunately, it is difficult to utilize fine-grained syntax-based models without large amounts of parallel data.

The past decade has witnessed the adoption of the view that the Internet is becoming a “platform”. Users no longer passively view the static content that is the Web, created by a few users on a desktop somewhere, but they themselves actively participate in collectively
creating the content that they view. Examples of these platforms are pervasive — social networking sites, blogs, wikis, video-sharing sites — all sharing the common denominator of having user-generated content (UGC). This change in the nature of the Web, commonly referred to as “Web 2.0”, means that the Web is evolving from its initial static form of being a globally accessible collection of documents, into a kind of living organism, dynamic and self-sustainable.

Interestingly, much of these dynamics are archived. The Wayback Machine\footnote{http://www.archive.org/web/web.php} allows users to browse through billions of Web pages archived from 1996 to a few months ago. Search engines index and provide instant access to Web pages created over time. Wikipedia archives and facilitates browsing of the revisions of all its articles. News stories appear on news networks as well as personal Web pages such as blogs and social-networking sites. The stories get copied over, spreading throughout the Web, often resulting in quotes and phrases from these stories to quickly form informational cascades and turn into “memes”. The newfound accessibility of the time dimension affects the ways in which we observe and understand our world. Artificial intelligence researchers have started studying the dynamic Web phenomena: news cycles, the blogosphere, social network structure, instant messaging networks \cite{Leskovec2009,Goetz2009,Leskovec2008}. The NLP community also has enlisted the Web as a general purpose corpus of text \cite{Lapata2005,Whitelaw2009,Quirk2004} as well as modeling the topic/content dynamics of collections of documents across time and across social networks \cite{Hall2008,McCallum2007,Chang2009}.

We see Wikipedia as an environment well suited to the study of human text-editing
behavior and language change in UGC-based Web platforms. In order to illustrate, we provide examples of human text-editing behavior found in Wikipedia revisions. We limit ourselves to sentence edits: revisions at the sentence-level only, but see our prior work for a broader investigation from the word to the sentence to the document-level dynamics of article revisions ([Nelken and Yamangil, 2008](#)). In the following examples, the first sentence is always the version prior to the edit (b: for before), the sentence that follows is the edited form (a: for after), and we emphasize the change being made using boldface.

1. Grammar/stylistic correction

   b: The economies of both sides have been hurt by their inability to make substantial progress toward a peaceful resolution and mutual economic blockades.

   a: The economies of both sides have been hurt by their inability to make substantial progress toward a peaceful resolution and **by** mutual economic blockades.

2. Extractive compression

   b: The economies of both sides have been hurt by their inability to make substantial progress toward a peaceful resolution **and by mutual economic blockades**.

   a: The economies of both sides have been hurt by their inability to make substantial progress toward a peaceful resolution.

3. Abstractive compression

   b: The economies of both sides have been hurt by their inability to **make substantial progress toward** a peaceful resolution.

   a: The economies of both sides have been hurt by their inability to **achieve** a peaceful resolution.

4. Paraphrasing

   b: The economies of both **sides** have been hurt **by their inability to achieve** a peaceful resolution.
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a: The economies of both countries have been hurt in the absence of a peaceful resolution.

We have collected on the order of millions of such examples\(^3\) from article revisions using simple edit distance between the adjacent revisions. There are a number of desirable properties of this data set: It is not only free and abundant, but it also is by its very nature aligned at the sentence-level and most of the time at the phrase-level as well, reducing the complexity of the inference task, which we will describe below.

1.2 Applications

In order to demonstrate how the abundance of annotated data can in fact lead to performance gains through the usage of sophisticated models, we turn to NLP application domains, namely sentence compression and lexical correction (Chapter\(^3\)). In our extractive sentence compression experiments, we use a subset of this data, namely any sentence that was compressed by an editor by dropping words and keeping the word order intact, to train and test a highly specialized synchronous grammar, in particular, a lexicalized synchronous context-free grammar (SCFG). Due to the drastically increased number of parameters in this model, training was made possible by the availability of Web-scale data (over 380,000 sentence pairs, 2 orders of magnitude more than the number of pairs in the standard corpus for this task: about a thousand sentence pairs). In our comparison against the state-of-the-art unlexicalized SCFG, the lexicalized SCFG performed comparably even when it was tested out of domain, which demonstrates the improved generalization power

\(^3\)Examples that do not fall into any of these categories are mostly changes made to the informational content of the sentences.
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of our overall approach.

Next, we propose a novel model of large-scale lexical correction of all document words, including both context-sensitive spelling correction and stylistic lexical modifications. In this task, we wish to correct all possible textual errors, rather than focusing on a set of predetermined target words, making the learning problem much more difficult. Since Wikipedia articles are edited collaboratively, errors introduced by one writer are likely to be subsequently corrected by others. We mine a set of 1.5 million such correction training samples. We use the Wikipedia data to train a novel model of text correction, based on a generative hidden Markov model (HMM) and a discriminative reranking perceptron that incorporates fine-grained contextual information, forming an effective model of correction. We evaluate the richer combination model against the simpler and coarser HMM-only model in the domain of context-sensitive spelling correction and achieve better performance with the addition of the fine-grained information based on the availability of the Web-scale data.

1.3 Bayesian models of syntax

So far, we highlighted the availability of abundant parallel data allowing the use of qualitatively more sophisticated models. Underlying this problem is a statistical grammar induction (SGI) problem. Does the availability of Web-scale data allow for the induction of grammars based on qualitatively more sophisticated and expressive grammar formalisms? A positive answer to this question would allow leveraging of more data to improve performance both because of the data itself and because of the enabling of better models. To answer this question, we must address issues of model choice, including the grammar
formalism and inference scheme.

Available grammar formalisms themselves vary in linguistic sophistication and expressivity. For example, flat and sequential finite-state formalisms such as n-grams and hidden Markov models are powerful lexical memorizers but they fail to capture the embedded recursive nature of the data. On the other hand, context-free grammars (CFG), despite their ease of implementation and estimation, are known to be inadequate in modeling the syntactic-lexical dependencies in force, such as the lexical information that makes n-gram models so effective (Magerman 1995; Charniak 1997; Collins 2003). An alternative way to model languages is to use tree-substitution grammars (TSG), which replace the single-level parent-and-child elementary trees of CFG with a set of multi-level trees, thereby relaxing the independence assumptions of CFG, or tree-adjoining grammars (TAG), which allows for the splicing in of material in the middle of a TSG-like elementary tree, thereby capturing more reuse of elementary trees in training data. (See Chapter 2 for a detailed discussion of various grammar formalisms.)

Though formalisms with sophisticated combinatory operations may be better tuned to the dependencies in natural language, their utility depends on sufficiently effective inference algorithms. The conventional view of inference consists of parametric generative models that are estimated via supervised training (where closed-form solutions are available) or unsupervised training (where a scalable general-purpose algorithm, typically expectation maximization (EM) (Dempster et al. 1977) applies). However, by assuming a fixed parametric model space and involving no mechanism for encoding prior domain knowledge about this space, this view is subject to the dual problems of overfitting and underfitting. Roughly speaking, these are the problems of using a model with too many
and too few degrees of freedom with respect to a specific data set, respectively.

Recent work in SGI has therefore addressed these two problems by focusing on model selection: What level of model complexity is “right”? This work has led to regularization methods such as hierarchical mixture models (Blei et al., 2003), Dirichlet priors for multinomially distributed parameters commonly found in NLP (Johnson, 2007; Goldwater and Griffiths, 2007), nonparametric models and stochastic process priors such as the Dirichlet process (DP) (Teh et al., 2006; Liang et al., Van Gael et al., 2009)[4] as well as effective algorithms such as MCMC methods, variational approximate inference, and expectation propagation (Bishop, 2007). These methods prevent overfitting by introducing a controllable trade-off between the data and prior expectations about the appropriate model complexity and structure, as well as better accounting for the uncertainties that result from having observed a finite amount of data (Goldwater and Griffiths, 2007). On the other hand, nonparametric priors allow for the number of parameters (a natural proxy for model complexity) to grow with the data whenever appropriate, therefore preventing underfitting.

Given these advances in Bayesian nonparametric formulations, now the question of effective SGI boils down to the question of finding a grammar formalism expressive enough to capture the desired patterns in the data, and at the same time amenable to efficient computational processing. The problem with sophisticated formalisms is the very complexity of model selection. As we will see in the following chapters, with TSG one must reason about exponentially many derivations that may underlie the observations (see Figure 2.1). With TAG, the problem only becomes more daunting as one must reason about not only

---

[4]In this thesis we will mostly focus on Bayesian regularization methods since they fit naturally within the generative probabilistic framework that we will subscribe to.
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the substitution operation but also auxiliary trees and their adjunctions (see Figure 2.2).

Interestingly, recent work in parsing has utilized the model selection capabilities of the Bayesian nonparametric framework to bring an elegant solution to TSG induction (Cohn et al., 2009; Post and Gildea, 2009). An independent collection of DP priors and a Gibbs sampling algorithm are used to explore the space of TSGs underlying an entire treebank corpus, without making any hard assumptions about the number and identity of the elementary trees in the grammar. Instead, the frequencies of patterns in the data efficiently determine what these should be. Despite the lack of intensive knowledge engineering going into the system, evaluations have shown performance levels competitive with the heavily-tuned state-of-the-art systems.

The Bayesian nonparametric framework holds promise as a principled way of determining the appropriate parametrization (level of granularity) of induced grammars within a family of grammars defined by a grammar formalism. However, the choice of grammar formalism to begin with remains an open question. We address this question by exploring the space of grammar formalisms (including TSG, TIG[5] and TAG), doing nonparametric induction within each grammar formalism, and analyzing performance using the test-bed task of syntactic parsing[6]. In Chapter 4, we design and implement novel representations and MCMC sampling algorithms for grammar formalisms from least (TSG) to most (TAG) linguistic expressivity. We make sure our sampling techniques are effective and efficient so that they give us correct solutions with a reasonable amount of computational effort. For

5Tree-insertion grammar (TIG) is a constrained variant of TAG that is more amenable to computational processing (Hwa, 1998).

6We have been using the asynchronous case of parsing for simplicity of experimentation and presentation. However our arguments straightforwardly translate into the synchronous case of translation.
example, for nonparametric TSG induction, Cohn and Blunsom (2010) have argued for the necessity for blocked sampling algorithms, where a group of highly correlated variables are sampled jointly at once, therefore improving the mixing of the sampler, exploring the space of grammars more effectively, and achieving faster convergence to better solutions. As we move beyond TSG into the realm of variants of TAG, degrees of freedom of sampled derivations increase with the added adjunction operation and its richer combinatorics; therefore the need for blocked sampling strategies becomes even more dire. We provide effective samplers and efficient parsing strategies for TAG (and TIG) and compare against TSG as well as a more naive Gibbs sampling strategy with poorer convergence. We show improvements in parsing performance while inducing more compact syntactic representations at the same time.

Finally, in Chapter 5 we demonstrate the effectiveness of our nonparametric inference scheme by comparing nonparametric STSG against two parametric STSGs within the task of sentence compression. By achieving improvements against the parametric baselines we illustrate the merits of data-driven nonparametric inference over the space of grammars as opposed to sparse parametric inference with an a priori fixed grammar. Induced grammars on the Wikipedia data have similar performance to lexicalized parametric SCFG on the same data, however the benefit of the nonparametric approach is clear from the dramatic reduction in the number of induced parameters.
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Background

In order to better understand the benefits of the Bayesian nonparametric framework with respect to grammar induction, we must cover the basics of statistical machine learning (particularly generative modeling principles\(^1\)) and grammar formalisms. In this chapter, we first motivate the Bayesian element by drawing a contrast with the key parametric estimation concepts of maximum likelihood and maximum a posteriori. We also touch upon parametric latent variable models that facilitate complex inferences that are central to grammar induction scenarios, and a portfolio of algorithms that make possible the use of these latent variable models, namely, expectation maximization, Markov chain Monte Carlo, and variational inference. Secondly, we discuss syntax and grammars. We introduce various grammar formalisms including finite-state models, context-free grammars, and tree-substitution grammars, leading up to the linguistically rich formalism of tree-adjoining grammars, all of which are crucial to follow our arguments in this thesis. Finally, we introduce the Bayesian

\(^1\)Generative models are a type of statistical model whereby a set of distributional assumptions are made about the process by which the data is generated.
nonparametric framework and highlight the way in which it resolves the crux of the grammar induction problem, namely, model selection.

2.1 Statistical machine learning

In statistical machine learning, we are generally interested in drawing probabilistic inferences based on a dataset of observations. Roughly speaking, we make some probabilistic modeling assumptions about these observations, perform some sort of model fitting or estimation (the training phase), and use this knowledge to make predictions about unseen, novel data (the testing phase).

In the generative modeling framework, which we will use mostly throughout the thesis, our modeling assumptions are probabilistic, distributional assumptions involving the observed and unobserved variables, as well as the parameters of these distributions. Perhaps the most primitive form of this is frequentist point-estimation. In point-estimation, we typically have some independent and identically distributed (iid) observations \( \mathbf{x} = \{x_1, \ldots, x_N\} \) (training examples), we make some modeling assumptions by assuming a parametric form for the distribution of \( x \sim p(x \mid \theta) \) (we will look into nonparametric modeling later), and do model fitting by finding the particular model \( \hat{\theta} \) that best explains the observations by some objective measure. Under iid conditions, the sum of our knowledge about an unseen data point \( x_{N+1} \) is the following

\[
x_{N+1} \sim p(x \mid \hat{\theta})
\]  

(2.1)

A variety of inferences can be drawn from this knowledge (including, but not limited to, the mean, mode, and variance of the distribution). Next, we will introduce two very important
point-estimation methods: maximum likelihood and maximum a posteriori estimation. Although being frequentist, and therefore fundamentally non-Bayesian, these methods help lay the groundwork for the statistical inference terminology that we will need to present the Bayesian methodology in Section 2.1.3.

2.1.1 Maximum likelihood estimation

One way to find an optimal model is to use maximum likelihood estimation (MLE). MLE attempts to answer the question, what is the model \( \hat{\theta} \) that best explains the data? The answer is, “the model under which the data would be most likely”.

\[
\hat{\theta}_{\text{MLE}} = \arg\max_{\theta} \log p(x \mid \theta) \\
= \arg\max_{\theta} \sum_{n=1}^{N} \log p(x_n \mid \theta)
\]

(2.2) (2.3)

Here, \( p(x \mid \theta) \) is known as the likelihood, and \( \log p(x \mid \theta) \) the log-likelihood.\(^2\) Despite being mathematically elegant and tractable, the MLE is generally prone to overfitting. If we assume a highly flexible parametric family for \( \theta \), the MLE will commit too strongly to the peculiarities of the data. For instance, if we have a unigram language model, the tokens in the vocabulary that are unobserved in the data (due to, say, having a small dataset) will have zero probability under the MLE estimate.

\(^2\)The reason log-likelihood is used is that expressions comprised of sums of logarithms are more amenable to mathematical processing than products. Since the logarithm is a monotonically increasing function the maximum is unaffected.
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2.1.2 Maximum a posteriori estimation

To prevent this, we trade off the evidence from the data (the likelihood) with our expectations about what the model should look like

$$\text{posterior} \propto \text{likelihood} \times \text{prior}$$

$$p(\theta \mid x) \propto p(x \mid \theta)p(\theta)$$

Here, $p(\theta)$ and $p(\theta \mid x)$ are referred to as the prior and posterior distributions of $\theta$. The estimate that maximizes the posterior distribution as an objective is called the maximum a posteriori (MAP) estimate.

$$\hat{\theta}_{\text{MAP}} = \operatorname{argmax}_{\theta} \log p(\theta \mid x) \quad (2.4)$$

$$= \operatorname{argmax}_{\theta} \{\log p(x \mid \theta) + \log p(\theta)\} \quad (2.5)$$

$$= \operatorname{argmax}_{\theta} \left\{ \sum_{n=1}^{N} \log p(x_n \mid \theta) + \log p(\theta) \right\} \quad (2.6)$$

Compare Equation 2.6 to Equation 2.3 and notice the extra term $\log p(\theta)$ resulting from the prior. This estimate can be more robust to sampling bias (e.g., data sparsity) as it takes into account our prior knowledge as well as the data likelihood. For example, a prior distribution for a unigram language model can be that all words are equally likely. When we combine this information with the likelihood and maximize the joint probability distribution as an objective, we obtain more robust estimates that are not overly committed to likelihood statistics alone. In the unigram language model example, this robustness manifests as smoothing ragged MLE estimates (turning zero probabilities into small yet positive probabilities).
2.1.3 Bayesian modeling

Since the posterior distribution summarizes our overall knowledge about the $\theta$ parameter — What are its most probable values (modes of the distribution)? What value does it take on average (mean of the distribution)? How much uncertainty is there about its value (variance of the distribution)? — there is no good reason to commit to the single maximum of this distribution (especially, say, if the distribution is very multi-modal), given that there are mathematical ways to use the totality of this information.

The Bayesian modeling framework allows us to use the entire posterior distribution by treating the parameters $\theta$ not as fixed unknown values (as in MLE and MAP) but as random variables. We assume a prior distribution for $\theta$, turning it into what we will call a latent variable, and use its posterior distribution in drawing any inferences. For instance, again, if we are interested in making a prediction about a novel $x_{N+1}$ we can take into account the whole spectrum of $\theta$s by integrating over the posterior distribution:

$$x_{N+1} \sim \int p(x|\theta)p(\theta|x)d\theta$$

Compare this to Equation 2.1.

We might still wish to have certain parameters be treated as fixed unknown values, especially in defining parameters for prior distributions. There are quite a few ways to set up notation for such models. We will follow Bishop’s (2007) graphical modeling notation and make use of three categories of variables:

1. Observed variables $\mathbf{x} = \{x_1, \ldots, x_N\}$

3In this thesis, we will use the term Bayesian to refer to empirical Bayesian models, that is, Bayesian models with additional unknown parameters to be point-estimated, as opposed to fully Bayesian models in which all parameters are treated as random variables (Blei et al., 2003).
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2. Latent (hidden, unobserved) variables $\mathbf{z} = \{z_1, \ldots, z_M\}$

3. Parameters $\theta = \{\theta_1, \ldots, \theta_K\}$

Observed and latent variables are variables that we model as stochastic. Observed variables correspond to data; latent variables can be thought of as auxiliary variables that we use to describe the generative process (by which the observed variables are generated) and its interior mechanisms. They generally serve to represent associations (such as clusterings, assignments, features) that are pertinent to the prediction task at hand. Parameters are fixed (non-random) variables that typically define distributions of various other random variables. They can be known or unknown; when they are unknown, point-estimation based inference (MLE or MAP) is used to predict their values. Sometimes it is useful to turn a parameter into a latent variable by assuming a prior distribution for it and use posterior inference to estimate its values (thereby making the model deeper, more hierarchical). The parameters that control the prior distributions of these variables are called hyper-parameters.

Gaussian mixture model example (GMM)

A simple example of this type of Bayesian model is a Gaussian mixture model (GMM) which is typically used to cluster real-valued observations. We assume $K$ clusters, each of which is a Gaussian model (with the well-known density function denoted as $N(\cdot | \mu_k, \sigma^2)$ where $\mu_k$ is the mean and $\sigma^2$ is the variance of the distribution), observations $x_1, \ldots, x_N$, latent variables $z_1, \ldots, z_N$ where $z_n$ determines the assignment of $x_n$ to a cluster. It is mathematically convenient to treat $z_n$ as being a $K$-dimensional indicator vector such that $z_{nk} = 1$ if and only if $x_n$ is assigned to the $k$th cluster and 0 otherwise. The parameters of this model
are $\sigma^2$ and $\mu_1, \ldots, \mu_K$ that determine the spread and center of each Gaussian model; moreover, we have parameters that define the prior probability of using each cluster $\pi_1, \ldots, \pi_K$ (a multinomial model where $\sum_{k=1}^{K} \pi_k = 1$). Therefore the generative model is the following:

For each $n = 1, \ldots, N$

- pick a cluster $z_n \sim \text{multinomial}(\pi_1, \ldots, \pi_K)$,
- generate an observation $x_n \sim N(\mu_k, \sigma^2)$ if $z_{nk} = 1$ and $z_{nj} = 0$ for all $j \neq k$.

We write the multinomial probability distribution as $p(z_n | \pi) = \prod_{k=1}^{K} \pi_k^{z_{nk}}$.

### 2.1.4 Expectation maximization

Our previous recipes for inference, MLE and MAP, do not straightforwardly apply to models with latent variables. Under latent variable conditions, often there is no closed-form, analytical expression for $p(x | \theta) = \int p(x, z | \theta) dz$. For example, for the GMM, we have

$$\log p(x | \pi, \mu, \sigma^2) = \sum_{n=1}^{N} \log \sum_{k=1}^{K} \pi_k N(x_n | \mu_k, \sigma^2)$$

an expression difficult to solve for the optimal parameters $\pi, \mu, \sigma^2$. The difficulty stems from the log-sum expression; if the latent $z$ were observed, we would be able to apply simple MLE principles. This is the canonical missing data situation (interpreting the latent variables as part of the data variables) and expectation maximization (EM), the most ubiquitous method of inference under latent variables, straightforwardly applies (Dempster et al., 1977).

This algorithm, allows us to optimize for $\hat{\theta}_{\text{MLE}}$ without committing to particular values
of the latent variables, but by summing over their posterior distributions. The general
principle is to iteratively improve \( \hat{\theta} \) by solving the following equation.

\[
\hat{\theta}^{(t+1)} = \arg\max_{\theta} \mathbb{E}_{p(z | x, \hat{\theta}^{(t)})} [\log p(x, z | \theta)]
\] (2.7)

At iteration \( t + 1 \) we have the estimate from previous iteration \( \hat{\theta}^{(t)} \) which we update by first
computing the expectation of the sufficient statistics involving the latent variables (expecta-
tion / E-step) and then re-estimating \( \hat{\theta} \) (maximization / M-step). This iterative procedure
has been shown to converge to the local \( \hat{\theta}_{\text{MLE}} \) solution.

To illustrate, for the GMM, we have \( \theta = \{\mu, \pi\} \) (assume for simplicity that \( \sigma^2 \) is
known). We write

\[
\log p(x, z | \theta) = \log \prod_{n=1}^{N} \prod_{k=1}^{K} [\pi_k \mathcal{N}(x_n | \mu_k, \sigma^2)]^{z_{nk}}
= \sum_{k=1}^{K} \left( \sum_{n=1}^{N} z_{nk} \right) \log \pi_k + \sum_{n=1}^{N} \sum_{k=1}^{K} z_{nk} \log \mathcal{N}(x_n | \mu_k, \sigma^2)
\]

Since this is a linear expression of \( z_{nk} \) we can simply take its expectation with respect to
\( p(z | x, \hat{\mu}^{(t)}, \hat{\pi}^{(t)}) \) and optimize with respect to the parameters giving us the next parameter
estimates for iteration \( t + 1 \)

\[
\hat{\pi}_k^{(t+1)} = \frac{\sum_{n=1}^{N} \mathbb{E}[z_{nk}]}{N}, \quad \hat{\mu}_k^{(t+1)} = \frac{1}{\sum_{n=1}^{N} \mathbb{E}[z_{nk}]} \sum_{n=1}^{N} \mathbb{E}[z_{nk}] x_n
\] (2.8)

where the expected sufficient statistics involving the latent variables are

\[
\mathbb{E}[z_{nk}] = \frac{\hat{\pi}_k^{(t)} \mathcal{N}(x_n | \hat{\mu}_k^{(t)}, \sigma^2)}{\sum_{j=1}^{K} \hat{\pi}_j^{(t)} \mathcal{N}(x_n | \hat{\mu}_j^{(t)}, \sigma^2)}
\] (2.9)

See Bishop (2007) for the derivation.
2.1.5 Markov chain Monte Carlo and Gibbs sampling

We have seen EM as a method of inference for models with latent variables. A very viable alternative that applies to even more general latent variable settings is *Markov chain Monte Carlo (MCMC).* In this method, instead of using the expected values of latent variables or sufficient statistics thereof (as we do in EM), we represent the posterior information about the latent variables by maintaining samples from their corresponding posterior distributions. In general, it can be intractable to draw samples from any posterior distribution, however MCMC provides a way of designing a *Markov chain* for any distribution such that, in the limit, samples from this Markov chain converge to the desired distribution.

*Metropolis-Hastings (MH)* algorithm is the most widely applicable recipe for simulating such a Markov chain [Hastings, 1970; Metropolis et al., 1953]. For any \( p(z) \) which is assumed to be evaluated easily up to the normalization constant, we simulate a Markov chain \( z^{(t)} \) for \( t = 1, 2, \ldots \) by, at each step, drawing a sample \( z^* \) from a *proposal distribution* \( q(z | z^{(t)}) \), which we choose so that it is easy to draw samples from, and accept the new sample \( z^* \) as \( z^{(t+1)} \) if

\[
\frac{q(z^{(t)} | z^*) p(z^*)}{q(z^* | z^{(t)}) p(z^{(t)})} u < 1
\]

where \( u \sim \text{Uniform}(0,1) \). If \( z^* \) is rejected, set \( z^{(t+1)} = z^{(t)} \).

A simple special case of the MH algorithm which also has broad applicability but may have subpar convergence is *Gibbs sampling* [Geman and Geman, 1984]. In this method, we cycle though the latent variables and sample from their conditional distributions given the rest of the sampled values, always accepting the new samples. Gibbs sampling is a special case of the MH algorithm because if we think of the conditional distribution as being the proposal distribution \( q \), we can show that the probability of acceptance is 1 [Bishop, 2007].
Chapter 2: Background

This algorithm is especially convenient when distributions are from the exponential family and conjugacy relationships hold between priors and likelihoods, so that the conditional distributions are familiar and easy to sample from.

To illustrate, for the GMM model, we have conditional posteriors defined as

\[ p(z_n | x_n, \mu, \pi, \sigma^2) \propto p(x_n | z_n, \mu, \sigma^2) p(z_n | \pi) \]

or, equivalently,

\[ p(z_{nk} = 1 | x_n, \mu, \pi, \sigma^2) \propto \pi_k N(x_n | \mu_k, \sigma^2) \]

a multinomial model, which is convenient to sample from. We represent the posterior distribution of latent \( z = \{z_n\} \) by drawing samples from this distribution. Note the resemblance to Equation 2.9.

To demonstrate the idea of inferring parameters by turning them into latent variables, let us deepen our hierarchy by adding that \( \pi \sim \text{Dirichlet}(\alpha) \) where \( \alpha = \{\alpha_1, \ldots, \alpha_K\} \) is a fixed constant vector. Now in addition to sampling \( z \), we can also sample \( \pi \) from its conditional distribution given the rest of the variables:

\[
p(\pi | x, z, \mu, \sigma^2, \alpha) \propto \frac{p(z | \pi) p(\pi | \alpha)}{K \prod_{k=1}^{\alpha - 1} \pi_k} = \frac{K \prod_{k=1}^{\alpha - 1} \pi_k}{K \prod_{k=1}^{\alpha - 1} \pi_k} \]

meaning that, conditionally, \( \pi \sim \text{Dirichlet}(\{\sum_{n=1}^{N} z_{nk} + \alpha_k\}) \), the conjugate posterior which, given our samples of \( z \) being readily instantiated, is easy to sample from.
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2.1.6 Variational inference

Theoretically speaking, MCMC will converge on the true posterior as long as it is executed for a long enough time. In practice, poor MCMC design (bad choice of proposal distribution, sampling highly correlated variables independently, etc.) can cause this time requirement to become impractical. On the contrary, in NLP, we often need inference techniques that are computationally lean and highly scalable since our models may have to be re-trained many times over for specific domains, applications, datasets; moreover, our predictions must be computed in real-time for real applications such as syntactic parsing, speech recognition, and machine translation. For this reason one might prefer an algorithm such as EM, which uses expected sufficient statistics, to MCMC, which uses many samples to represent the same kind of information. However we know that EM applies to a limited class of models where the expectation of the log-joint-likelihood can be computed easily with respect to the posterior distribution of the latent variables (see Equation 2.7). Unfortunately, this is rarely the case in deep and hierarchical Bayesian models (Blei et al., 2003). The method of variational inference (VI) was proposed as a generalized alternative that relaxes this very requirement of EM (Jordan et al., 1999).

In many Bayesian models, the posterior distribution of the latent variables can exhibit undesirable interactions between some variables that make the EM computation analytically intractable. In VI, instead of using this complex posterior, we assume a simpler family of alternative posterior distributions \( q(z) \) where the undesirable interactions are strictly prohibited\(^4\) and search for the member of this family that best approximates the true posterior.

\(^4\)This decoupling of variables is typically achieved by assuming factorized distributions.
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\[ \hat{q}(z) \approx p(z \mid x, \theta^{(t)}) \]

by minimizing the KL-divergence between the two. We then take the necessary expectation of the log-joint-likelihood with respect to \( \hat{q}(z) \) (Equation 2.7) and update the parameters as in the M-step of EM. Finding the best \( \hat{q}(z) \) and computing expectations under it can be thought of as our new E-step, and is typically achieved by assuming a parametric family \( q(z \mid \gamma) \) with variational parameters \( \gamma \) and solving for the \( \hat{\gamma} \) that maximizes the so-called variational lower bound \( \mathbb{IL}[x, \theta, \gamma] \)

\[
\log p(x \mid \theta) = \mathbb{IL}[x, \theta, \gamma] + \text{KL}[q(z \mid \gamma) \mid \mid p(z \mid x, \theta)]
\]

which at the same time leads to minimizing the aforementioned KL-divergence\(^5\). Now we alternate between optimizing the lower bound with respect to \( \gamma \) (E-step) and \( \theta \) (M-step).

The lower bound further factorizes into the familiar EM quantity (2.7) and the entropy of the variational distribution as follows

\[
\mathbb{IL}[x, \theta, \gamma] = \mathbb{IE}_{q(z \mid \gamma)}[\log p(x, z \mid \theta)] + \mathbb{I}[q(z \mid \gamma)]
\]

See the appendix of Blei et al. (2003) for the derivation of these equalities and how they relate to a famous inequality called Jensen’s inequality.

Let us look at the GMM where \( \pi \sim \text{Dirichlet(\alpha)} \), and infer \( \pi \) and \( z \) by using the VI

\(^5\)Note that in the E-step of EM, we set \( \hat{q}(z) = p(z \mid x, \theta) \) and make the KL-divergence vanish. The variational lower bound is maximized at the data log-likelihood.
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technique. Assuming factorized variational families

\[ q(\pi, z) = q(\pi) \prod_{n=1}^{N} q(z_n) \]

\[ = \text{Dirichlet}(\pi | \gamma) \prod_{n=1}^{N} \text{multinomial}(z_n | \phi_n) \]

with variational parameters \( \gamma = \{\gamma_k\}, \phi = \{\phi_{nk}\} \). Writing out the variational lower bound and maximizing it analytically with respect to \( \gamma, \phi \) we arrive at the following update equations

\[ \gamma_k = \alpha_k + \sum_{n=1}^{N} \phi_{nk}, \quad \phi_{nk} \propto \frac{\exp \psi(\gamma_k)}{\exp \psi(\sum_k \gamma_k)} N(x_n | \mu_k, \sigma^2) \]

where \( \psi \) (Digamma function) is the derivative of the log-\( \Gamma \) function. In every E-step, we alternate between these updates until convergence. See Appendix A for the derivation.

Note the similarity to EM update equations (Equations 2.8, 2.9). VI for Dirichlet-multinomial models requires a mere update to EM where we simply replace the expected counts \( \text{IE}[z_{nk}] \) with

\[
\frac{\exp \psi(\alpha_k + \sum_n \text{IE}[z_{nk}])}{\exp \psi(\sum_k (\alpha_k + \sum_n \text{IE}[z_{nk}]))} N(x_n | \mu_k, \sigma^2)
\]

a functional form that has been shown to fight overfitting by regularizing the expected counts obtained from sparse data (Johnson, 2007).

2.2 Grammar formalisms

A stochastic grammar allows (conditional) probabilities to be associated with the independent decisions, the probability of the overall derivation being the product of these. For example, context-free grammar (CFG) allows combination of strings according to a
finite taxonomy of nonterminals; probabilistic CFG additionally provides a probability dis-
tributıon over the concatenation possibilities, which induces a probability distribution over
derived trees and strings.

The sequence of probability values, taken together, indexes a parametric family of
grammars. Given the observations and a grammar formalism, the inference task is to reason
about these unknown parameters: about the number and nature of them as well as their par-
ticular values. This is typically achieved by searching for the best setting of the parameters
(as evidenced by the observations) or by computing posterior distributions for them.

Grammar formalisms for NLP tasks have steadily progressed in intricacy as researchers
have searched for a better match between grammar formalism and the empirical language
data being modeled while attempting to maintain algorithmic feasibility. In caricature, the
trend has been from finite-state models to phrase-structure-models, to tree-based models.

2.2.1 Finite-state models and context-free grammars

Finite-state models (FSM) characterize a language based on a finite typology of the
preceding context of each word. In \( n \)-gram models, for instance, the types are given by the
\( n-1 \) preceding words. For each possible context type there is a probability distribution over
following words, which constitute the parameters of the model. The modeling power of the
formalism is limited by the fact that it eschews the single most robust fact about natural
language known for millennia, that sentences have hierarchical structure. The hierarchical
nature of language means that dependencies among words can be at an arbitrary distance;
phrases of differing length intervening between two words do not, to first-order, change
the dependency relationship. For example, we would like to statistically model the relation
between the words “boys” and “were” in the sentence “the boys were expelled” (cf. “the boys was expelled”) similarly to “the boys who defaced the statue were expelled” (cf. “the boys who defaced the statue was expelled”). The independence assumptions of $n$-gram models, that words are independent of words more than a fixed distance prior, make this difficult to do.

Phrase-structure grammars such as context-free grammars (CFG) are better able to model these kinds of relations, since the intervening material can be characterized not merely as a sequence (of unspecified length) of characters, but as a single phrase in a hierarchical structure. Probabilistic context-free grammars apply the typology not to prior contexts of a word but to contiguous subsequences of phrases. Alternatively, we can think of small trees of a parent type and its immediate children such as the familiar $S \rightarrow NP \ VP$, etc. Each type can be given a probability distribution over all of the possible right-hand-side sequences; these probabilities, again, are the parameters of the model.

### 2.2.2 Tree-substitution grammars

The problems with probabilistic CFGs are well known. For instance, they eliminate much of the lexical grounding that makes $n$-gram models so effective. The independence assumptions made by CFG have thus proven too permissive, such that grammar refinement techniques — lexicalization ([Magerman], 1995; [Charniak], 1997; [Collins], 2003), symbol-splitting ([Klein and Manning], 2003a; [Petrov et al.], 2006; [Liang et al.], etc. — have been developed with the specific purpose of repairing these problems.

An alternative way to model context-free string languages is to use tree-substitution grammars (TSG), which replace the single-level parent-and-child elementary trees of CFG
with a set of multi-level trees, thereby relaxing the independence assumptions of CFG.

A TSG is a 4-tuple, \( G = (T,N,S,E) \), where \( T \) is a set of terminal symbols (lexical items), \( N \) is a set of nonterminal symbols, \( S \in N \) is the distinguished root nonterminal, and \( E \) is a set of elementary trees. The elementary trees are tree fragments of depth \( \geq 1 \)\(^6\) where each internal node is labeled with a nonterminal and each leaf is labeled with either a terminal or a nonterminal. Nonterminal leaves are called frontier nodes and form the substitution sites in the generative process of creating trees with the grammar.

A TSG derivation generates a tree by starting with the root symbol and substituting it with an elementary tree that has the same symbol at the root (this operation is called substitution), and then continuing to substitute frontier nonterminals with elementary trees until there are no remaining frontier nonterminals. Unlike CFGs, a syntax tree may not uniquely specify the derivation, as illustrated in Figure 2.1; we refer to this ambiguity as derivational ambiguity.

A probabilistic TSG, like a probabilistic CFG, assigns a probability to each production (elementary tree) such that every nonterminal \( c \) is associated with a multinomial distribution over elementary trees \( e \) that may substitute for that symbol at a frontier node. We have,

\[
p(e \mid \text{root}(e)) > 0, \quad \sum_{e \text{ s.t. } \text{root}(e) = c} p(e \mid c) = 1
\]

where \( \text{root}(\cdot) \) is the function that returns the nonterminal that labels the root of an elementary tree. The probability of a derivation \( e \) comprised of \( D \) elementary trees \( e_1, \ldots, e_D \) is

\(^6\)Elementary trees of depth 1 correspond to productions in a CFG.
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the product of the probabilities of its elementary trees,

\[ p(e) = \prod_{d=1}^{D} p(e_d \mid \text{root}(e_d)) \]

and the probability of a tree \( t \) is the sum of the probabilities of its derivations

\[ p(t) = \sum_{e \text{ derives } t} p(e) \]

By structuring the grammars in the model class differently, and hopefully in ways more suited to the particularities of the language phenomena being modeled, a more accurate model can be generated with fewer parameters (Goodman, 1998; Bod, 1998). The greater expressivity of TSG allows for grammars that include much larger elementary units, for fully structured phrases complete with lexical material — idioms such as “cut the mustard” or light verb constructions such as “take advantage of” or grammatically determined collocations as in the perfect progressive construction “has been VB”. Since these word sequences are overrepresented as compared to their parts, they can be assigned higher probability directly by a formalism structured as a TSG (Figure 2.1).

2.2.3 Tree-adjoining grammars

Statistical grammar induction algorithms use repetition of particular structures in training data as an indication of their probability value in the grammar. Thus to the extent that the formalism allows for breaking up of the hierarchical structure of a sentence into parts that are more often repeated (relative to their expected base rate of occurrence), the formalism allows for better modeling of the training data. This argues for adding an additional combinatory operation in the grammar formalism, adjunction (Figure 2.2). The adjunction operation, which has been actively investigated in computational linguistics for
Figure 2.1: (a) The syntax tree for “Kim has left”. Substitution points are marked with gray circles. (b) The corresponding TSG elementary trees used to derive this tree (A TSG derivation). Dashed arrows mark the substitutions performed. (c) An alternative derivation for the same syntax tree. Notice that exponentially many potential derivations underlie any syntax tree.

several decades now starting with the pioneering work of [Joshi et al.] (1975), allows for the splicing in of material in the middle of a TSG-like elementary tree. This allows, as we will argue below, the capturing of more re-use of elementary trees in training data, and the potential for better modeling of the data.

Much like TSG, the formalism of tree-adjoining grammars (TAG) is also a tree-generating system. A TAG is a 5-tuple, $G = (T,N,S,I,A)$, where $T$ is a set of terminal symbols, $N$ is a set of nonterminal symbols, $S \in N$ is the distinguished root nonterminal, and $I$ is a set of initial trees that are TSG-style elementary trees, and $A$ is a set of auxiliary trees – tree fragments that are similar to initial trees, except substitutions occur at all but one frontier node, called the foot node; by convention, the foot node is annotated with an asterisk (*); the label of the foot node must be identical to the label of the root node. The trees in $I \cup A$ are the elementary trees of TAG (some examples of initial and auxiliary trees are given in Figure 2.2). We call an elementary tree a c-type elementary tree if its root is labeled by the
nonterminal $c$.

In addition to substitution, a TAG derivation involves a secondary composition operation called adjunction by which an auxiliary tree is *spliced in* to any node in a partial derivation\(^7\) (notice the handling of auxiliary tree $\beta$ in Figure 2.2). The derivation is complete once a substitution or adjunction decision is made about every node that is a potential site for either operation. All internal nodes except those marked specifically for *null adjunction* are valid adjunction sites.

In order to define probabilistic TAG, we must define probabilities for the derivational events involving substitution and adjunction. In general, substitutions are handled the same way as probabilistic TSG where each elementary tree has its own probability. Traditionally, adjunction probabilities are defined such that every *node* (as opposed to every nonterminal) in every initial or auxiliary tree is associated with a multinomial distribution over auxiliary trees that may be adjoined at that node (and the *none* option, that is, no adjunction at that node) (Resnik 1992; Schabes 1992). For every node $\eta$ labeled by the nonterminal $c$ and every auxiliary tree $\beta$ that is $c$-type, we have

$$p(\beta \mid \eta) \geq 0, \quad p(\text{none} \mid \eta) \geq 0,$$

$$p(\text{none} \mid \eta) + \sum_{\beta \text{ s.t. root}(\beta) = c} p(\beta \mid \eta) = 1$$

Alternatively, one can have a dedicated Bernoulli random variable for the decision to adjoin or not (with probability of adjunction being $\mu_\eta \in [0, 1]$), and a multinomial distribution over the auxiliary trees given that an adjunction occurs

$$p(\beta \mid \eta) \geq 0, \quad \sum_{\beta \text{ s.t. root}(\beta) = c} p(\beta \mid \eta) = 1 \quad (2.10)$$

\(^7\)A partial derivation is a derivation that is incomplete.
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such that adjunction is defined as a double-event whose probability is

$$
\mu_\eta p(\beta \mid \eta)
$$

(2.11)

Due to its additional functionality, TAG generates mildly context-sensitive string languages ([Joshi et al., 1975]). This increased generative power of adjunction allows important linguistic dependencies to be expressed locally in the grammar, that is, within the relevant elementary trees, rather than by many specialized complex rules, as exemplified in Figure 2.2.

![Figure 2.2](image)

Figure 2.2: Various representations of TAG derivations. (a) Explicit representation of the elementary trees (marked with Greek letters for reference) showing the derivation steps. (b) Traditional derivation tree capturing the derivation. (c) Our flat representation of the derivation tree, depicted as the derived tree (that is, the syntax tree itself) with simple annotations: Circles indicate substitution points, dashed arrows indicate adjunction.

The major problem with TAG so far has been its even more daunting model selection problem, as well as its computational complexity. When using TAG, one must reason about not only the substitution operation but also auxiliary trees and their adjunctions, causing a
combinatorial explosion of hypotheses about deriving the data. Furthermore, parsing with TAG has complexity $O(n^6)$ for a sentence of length $n$, as opposed to $O(n^3)$ for context-free formalisms such as CFG and TSG (Schabes, 1992). This is prohibitive not only for testing but also for many training algorithms (such as EM) that rely on iterative parsing of the data. Tree-insertion grammars (TIG) are a constrained form of TAG, where the foot node of an auxiliary tree necessarily falls to the left (or right) of all adjoined material (Schabes and Waters, 1995; Hwa, 1998). (Auxiliary tree $\beta$ in Figure 2.2 as well as most auxiliary trees of English, conform to this constraint.) Although TIG supports adjunctions, it remain context-free and therefore parsing with TIG is highly scalable.

### 2.3 Statistical grammar induction

In this thesis, we will focus on the supervised training setup for grammar induction where we have a training corpus of parsed sentences (or pairs of sentences) which we use to predict syntactic analyses for unseen sentences. If we assume a parametric family (e.g., the set of rules that define a CFG) our inference problem becomes one of model estimation: only the values of the parameters are to be determined. If we start with no assumptions, the inference problem is the dual problem of model selection and estimation: we must determine the parameters and their values simultaneously. Recently, nonparametric Bayesian approaches have been useful to remedy this more difficult problem in a non-heuristic, principled way. Let us first review the more traditional parametric approaches.
2.3.1 Parametric models

For CFGs, this is a straightforward task, which can be solved using MLE or MAP principles: Assuming the grammar is defined by multinomial parameters \( \{ \theta_{kr} \} \) where \( k \) indexes the set of nonterminals and \( r \) indexes the set of potential CFG rules expanding this nonterminal, we have the MLE estimate

\[
\hat{\theta}_{kr} = \frac{\text{Count}(r)}{\text{Count}(k)}
\]

where \( \text{Count}(\cdot) \) is a function that counts the number of occurrences in the training data.

When we move to the TSG (or TAG) domain, we are faced with derivational ambiguity: there can be many derivations underlying a training tree. Therefore our inference problem is now a latent variable problem and our generative process is as follows.

For each training tree \( t_n, n = 1, \ldots, N \)

- sample a derivation \( e_n \sim \text{TSG}(\theta) \),

- given the derivation, the tree \( t_n \) is determined.

The TSG(\( \cdot \)) distribution is defined as follows:

\[
p(e_n) = \prod_{k=1}^{K} \prod_{r=1}^{N_k} \theta_{kr}^{z_{nkr}}
\]

where \( N_k \) is the number of TSG rules (elementary trees) for nonterminal \( k \) and \( z_{nkr} \) is the number of times rule \( r \) of nonterminal \( k \) was used in derivation \( e_n \). Similar to the GMM example, we can use EM to estimate \( \theta \):

\[
\hat{\theta}_{kr} = \frac{\sum_{n=1}^{N} \mathbb{E}[z_{nkr}]}{\sum_{r=1}^{N_k} \sum_{n=1}^{N} \mathbb{E}[z_{nkr}]}
\]
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The Inside-Outside algorithm \( \text{[Lari and Young, 1990; Eisner, 2003]} \) can be used to compute the necessary expected sufficient statistics \( \mathbb{E}[z_{nkr}] \).

Unfortunately EM has the shortcoming of strongly overfitting the data by arbitrarily preferring larger elementary trees \( \text{[Prescher et al., 2003]} \). To prevent this behavior, we can assume an appropriate sparse prior so that \( \theta_k \sim \text{Dirichlet}(\alpha_k) \) where \( \alpha_k = \{ \alpha_{k1}, \ldots, \alpha_{kN_k} \} \), and use VI to integrate over the parameters, in which case we have the E-step update equations

\[
\hat{\theta}_{kr} = \frac{\exp \psi \left( \alpha_{kr} + \sum_{n=1}^{N} \mathbb{E}[z_{nkr}] \right)}{\exp \psi \left( \sum_{r=1}^{N_k} \left( \alpha_{kr} + \sum_{n=1}^{N} \mathbb{E}[z_{nkr}] \right) \right)}
\]

We will use this VI training algorithm in our synchronous TSG experiments as an alternative to EM and MCMC (See Section 5.1.2).

2.3.2 Nonparametric models

The above solutions to the problem of model estimation are well-studied, yet the real inference problem that we will address in this thesis is model selection: how to determine the grammar (the set of elementary trees themselves, not their probability values) in the first place. This is a challenge because brute-force enumeration will lead to prohibitive training times, and heuristic grammar extraction techniques use specific biases that hurt predictive performance. We will harness the nonparametric Bayesian model selection techniques to search over the space of all grammars and find a representation that is best supported by the data.

\[8\text{Alternatively, for the same model we can use Gibbs sampling (sample } \{e_n\} \text{ given } \{\theta_k\}, \text{ sample } \{\theta_k\} \text{ given } \{e_n\} \text{) or Metropolis-Hastings if we use a collapsed model where } \{\theta_k\} \text{ are marginalized out } \text{[Johnson and Griffiths, 2007].}\]
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One important mathematical construct we will exploit is the *Dirichlet process* (DP). DP is a stochastic process commonly used in Bayesian nonparametrics for clustering data where the number of clusters is unknown (so far in our presentation, for example in the GMM example, the number of clusters $K$ was known and fixed). This situation arises frequently in NLP outside of grammar induction. For example, in *topic analysis* we may not know ahead of time how many topics exist in a corpus of documents without reading the whole set of documents. Similarly, for applications such as *named entity recognition* or *coreference resolution* we may not know how many types of entities are used or how many unique entities are being referred to. DP, by using an adaptive *rich-gets-richer* process whereby large clusters get ever larger and a large number of small clusters remain small, can infer the optimal number of clusters for a particular dataset.

**Dirichlet process Gaussian mixture model example**

To illustrate, we can think of a Dirichlet process Gaussian mixture model (DP-GMM) in which the number of clusters $K$ is not fixed and will be inferred from the data. This is a well-studied model (Neal, 2000) which is sometimes referred to as an *infinite* GMM since it hypothesizes an arbitrary number of clusters; the parametric complexity of the model is adaptive (to the dataset). The DP-GMM has the following generative process:

Sample $G \sim \text{DP}(\alpha, P_0)$. For each $n = 1, \ldots, N$

- sample a cluster mean $\mu_n \sim G$,

- sample $x_n \sim \text{N}(x_n \mid \mu_n, \sigma^2)$.
The concentration parameter $\alpha > 0$ controls the expected number of clusters (large $\alpha$ lead to large number of clusters); the base distribution $P_0$ is a distribution that generates cluster means $\mu$, say $P_0 = N(\mu \mid \mu_0, \sigma_0^2)$. Using the DP as a prior puts the $\mu_n$ in the following conditional relationship to the previous samples

$$
\mu_n \mid \mu_1, \ldots, \mu_{n-1} \sim \frac{\text{Count}_{<n}(\phi_c) \delta(\phi_c) + \alpha P_0}{n - 1 + \alpha}
$$

$$
= \left( \frac{\text{Count}_{<n}(\phi_c)}{n - 1 + \alpha} \right) \delta(\phi_c) + \left( \frac{\alpha}{n - 1 + \alpha} \right) P_0
$$

where $\{\phi_c\}$ represent the unique cluster means among $\mu_{<n} = \{\mu_1, \ldots, \mu_{n-1}\}$, Count$_{<n}(\phi_c)$ is an operator that counts how many times $\phi_c$ was sampled in $\mu_{<n}$, and $\delta(\cdot)$ is the point-mass distribution that puts all of its probability mass on a single point. We either sample one of the $\phi_c$ that were previously sampled (with probability proportional to the number of times they were sampled) or instantiate a new cluster by sampling a new $\phi$ from $P_0$ (with probability proportional to $\alpha$). Here, the rich-gets-richer dynamics are seen mathematically: the more we use $\phi_c$ the more likely we become to use it again in future samples. Moreover, the larger the concentration parameter $\alpha$ the more the process is willing to create a large number of small clusters. Note that this is an exchangeable process, in that the order of the $\mu$ does not matter, since the distribution depends only on the overall counts Count$_{<n}(\phi_c)$.

The basic Gibbs sampler for the DP-GMM uses this above property, steps through the data points $x_n$ and updates their cluster assignment variables $z_n$ by either assigning them to an already existing cluster or letting $x_n$ start its own fresh cluster (Neal, 2000). We update
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each $z_n$ as in the following:

$$p(z_n = c \mid z_{-n}, x, \phi) \propto \frac{\text{Count}_{-n}(\phi_c)}{N - 1 + \alpha} N(x_n \mid \phi_c, \sigma^2)$$

$$p(z_n = \text{new} \mid z_{-n}, x, \phi) \propto \frac{\alpha}{N - 1 + \alpha} \int N(x_n \mid \phi, \sigma^2) P_0(\phi) d\phi$$

where $z_{-n}$ is the set $z - z_n$ and Count$_{-n}(\phi_c)$ counts how many $x_n$ are assigned to $\phi_c$ in $z_{-n}$.

Nonparametric grammar induction

These ideas translate elegantly to grammar induction settings. We can apply the DP rich-gets-richer dynamics to TSG derivations: the more we use an elementary tree, the more we will be likely to use it again (Cohn et al., 2009; Post and Gildea, 2009). Posterior inference breaks up training trees into an arbitrary set of elementary trees with robust frequencies, effectively searching over the space of all grammars to find representations that are best supported by the data. The generative model will be as follows:

For each $c = 1, \ldots, C$ nonterminal label

- sample $G_c \sim \text{DP}(\alpha_c, P_0(\cdot \mid c))$.

For each training tree $t_n$, $n = 1, \ldots, N$

- sample a derivation $e_n = \{e_{n1}, \ldots, e_{nD}\} \sim \{G_c\}$ such that elementary tree $e_{nd}$ with root nonterminal label $c$ is sampled $e_{nd} \sim G_c$,

- given the derivation, the tree $t_n$ is determined.

In this model we have $C$ independent DPs for every nonterminal label generating the data. $P_0(\cdot \mid c)$ is itself a generative process for sampling elementary trees with root label $c$. Now,
a straightforward Gibbs sampling algorithm can be used to explore posterior derivations underlying the training trees [Cohn et al., 2009; Post and Gildea, 2009], and converge on a compact set of elementary trees with robust re-use statistics throughout these derivations. We step through the nodes of the training trees and make a sampling update to the current derivation introducing or removing a substitution point (introducing the substitution point breaks an otherwise “merged” elementary tree \(e_M\) into two elementary trees \(e_A, e_B\)). By the exchangeability property we have

\[
p(\text{merge}) = \frac{\text{Count}(e_M) + \alpha_{c_M} P_0(e_M | c_M)}{\text{Count}(c_M) + \alpha_{c_M}}
\]

\[
p(\text{split}) = \frac{\text{Count}(e_A) + \alpha_{c_A} P_0(e_A | c_A)}{\text{Count}(c_A) + \alpha_{c_A}} \\
\times \frac{\text{Count}(e_B) + 1[e_A = e_B] + \alpha_{c_B} P_0(e_B | c_B)}{\text{Count}(c_B) + 1[c_A = c_B] + \alpha_{c_B}}
\]

\[
(2.14)
\]

\[
(2.15)
\]

Count\((e')\) is the number of the occurrences of \(e'\) throughout the rest of the training derivations except the part that is “covered by” \(e_M\), and \(1[\cdot]\) is the indicator function that takes values 0 or 1 depending on the truth value of its argument. In future chapters we will present a Gibbs sampler for model selection of TAG that operates based on the same principles (See section 4.2).

The Gibbs sampler makes changes to the current derivation through making changes locally at a node. In local methods however, one often has to step through a sequence of low probability states to reach a high probability state, which hurts the exploration of the sampler. Global methods such as blocked sampling by which a group of variables that are highly correlated with each other are sampled jointly can remedy this problem. [Cohn and Blunsom, 2010] applied this idea to TSG induction. They sample whole derivations for one training tree all at once given the rest of the corpus. The infinite TSG implied by the
rest of the corpus is the natural distribution to sample from. This must be followed by a
Metropolis Hastings correction step because this TSG does not account for the increments
to the elementary tree counts that result from using the same elementary tree more than
once in one derivation (represented above by $1 \cdot \cdot$ function Equation 2.15).

2.4 Summary

In this chapter, we discussed a number of concepts from statistical machine learning
as well as grammars and syntax. We emphasized the importance of Bayesian priors and
the use of nonparametric modeling techniques in preventing overfitting and underfitting re-
spectively. We introduced a portfolio of grammar formalisms from flat finite-state models
to ever richer hierarchical recursive grammars, and illustrated how the Bayesian nonpara-
metric inference techniques can facilitate the induction of such grammars. Next, we will
begin presenting our thesis experiments by discussing how web-scale Wikipedia data can
help induce models with rich linguistic structure, and lead to qualitative and quantitative
gains.
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Power of Web-scale Data: Finer-grained Solutions

What makes a model linguistically rich is the ability to deploy an abundance of parameters that individually explain a large variety of linguistic phenomena, such as idiomatic expressions, lexical dependencies, verb subcategorization, long-range gender or number coordination, and so on. We have argued that, within the probabilistic framework, one cannot simply highly parameterize a model and expect to uncover such linguistic phenomena unless these phenomena are heavily attested in the training data as frequent patterns. In this chapter we demonstrate how large quantities of data, such as found in Wikipedia, facilitate using highly-parameterized models that not only recover rich linguistic structure but also lead to improved predictive performance. We investigate this claim in two separate application domains: extractive sentence compression (Section 3.1) and lexical correction
3.1 Mining Wikipedia revision histories for improving sentence compression

We have introduced sentence compression as an interesting application of machine translation and grammar induction technology in Section 1.1. A well-recognized limitation of research on supervised sentence compression is the dearth of available training data. We propose a new and bountiful resource for such training data, which we obtain by mining the revision history of Wikipedia for sentence compressions and expansions. Using only a fraction of the available Wikipedia data, we have collected a training corpus of over 380,000 sentence pairs, two orders of magnitude larger than the standardly used Ziff-Davis corpus. Using this newfound data, we propose a novel lexicalized noisy channel model for sentence compression, achieving state-of-the-art results when tested out-of-domain, demonstrating the overall generality and robustness of our approach.

3.1.1 Introduction

With the increasing success of machine translation (MT) in recent years, several researchers have suggested transferring similar methods for monolingual text rewriting tasks. In particular, Knight and Marcu (2000) (KM) applied a channel model to the task of sentence compression – the task of summarizing a sentence while retaining most of the in-

---

1This chapter is substantially based on previously published papers, with text used by permission of the authors (Nelken and Yamangil, 2008; Yamangil and Nelken, 2008).
formational content and remaining grammatical (Jing, 2000). In extractive sentence compression, which they focused on, an order-preserving subset of the words in the sentence are selected to form the summary, that is, we summarize by deleting words. An example sentence pair is the following:

- Like FaceLift, much of ATM’s screen performance depends on the underlying application.
- ATM’s screen performance depends on the underlying application.

where the underlined words were deleted. In supervised sentence compression, the goal is to generalize from a parallel training corpus of sentences (source) and their compressions (target) to unseen sentences in a test set to predict their compressions. An unsupervised setup also exists; methods for the unsupervised problem typically rely on language models and linguistic/discourse constraints (Clarke and Lapata, 2006a; Turner and Charniak, 2005).

Compressed sentences can be useful either on their own, for example, as subtitles or captions, or as part of a larger summarization or MT system. A well-recognized problem with this approach, however, is data sparsity. While bilingual parallel corpora are abundantly available, monolingual parallel corpora, and especially collections of sentence compressions are vanishingly rare. Indeed, most work on sentence compression has used the Ziff-Davis corpus (Knight and Marcu, 2000), which consists of a mere 1067 sentence pairs. While data sparsity is a common problem of many NLP tasks, it is much more severe for sentence compression, leading Turner and Charniak (2005) to question the applicability of the channel model for this task altogether.
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Our contribution in our sentence compression experiments is twofold. First, we solve the data sparsity issue by showing that abundant sentence compressions can be extracted from Wikipedia’s revision history. Second, we use this data to validate the channel model approach for sentence compression, and improve upon it by creating a novel fully lexicalized compression model in which every phrasal constituent is annotated with its head word (Collins, 1997). By doing this, we are able to account for long-range lexical dependencies and better model the context and meaning of a compression rule. We demonstrate that this highly-parameterized model is only affordable under large-scale data conditions, and propose ways of smoothing the model so as to maintain a balance between sophistication and robustness.

3.1.2 Data: Wikipedia revision histories as a source of sentence compressions

Many researchers are increasingly turning to Wikipedia as a large-scale data source for training NLP systems (Strube and Ponzetto, 2006; Cucerzan, 2007; Mihalcea, 2007). The vast majority of this work uses only the most recent version of the articles. In fact, Wikipedia conveniently provides not only the latest version, but the entire revision history of each of its articles, as dramatically visualized by Viégas et al. (2004). Through Wikipedia’s collaborative editing process, articles are iteratively amended and refined by multiple Web users. Users can usually change any aspect of the document’s structure and content, but for our purposes here, we focus only on sentence-level edits that add or drop words.

We mined a subset of the 1.4 million articles in the July 2006 snapshot of the English
Wikipedia for such compressions/expansions. We make the simplifying assumption that all such edits also retain the core meaning of the sentence, and are therefore valid training data for our purposes. This assumption is of course patently naive, as there are many cases in which such revisions reverse sentence meaning, add or drop essential information, are part of a flame war, etc. Classifying these edits is an interesting task which we relegate to future work.\(^2\)

From about one-third of the snapshot, we extracted over 380,000 sentence pairs, which is two orders of magnitude more than the Ziff-Davis corpus. We provide a quick view into this data in Table 3.1.

More technically, for each article, we first extract all revisions, and split each revision into a list of its sentences.\(^3\) We run an edit-distance comparison between each such pair, treating each sentence as an atomic “letter”. We look for all replacements of one sentence by another and check whether one sentence is a compression of the other.\(^4\) We then run the syntactic parser of Collins (1997), using just the sentence pairs where a syntactic analysis can be obtained with high confidence (negative log likelihood below 200).

### 3.1.3 Noisy channel model

We follow KM in modeling the problem using a generative noisy channel model, but use the newfound training data to lexicalize the model. Sentences start their life in short

---

\(^2\)For instance, compressions are more likely to signal optional information than expansions; the lexical items added are likely to be indicative of the type of edit, etc.

\(^3\)We used a sentence splitter by Paul Clough, from [http://ir.shef.ac.uk/cloughie/software.html](http://ir.shef.ac.uk/cloughie/software.html).

\(^4\)We ignore word re-orderings or replacements that are beyond word addition or deletion.
Table 3.1: Example compressions collected from Wikipedia revisions, “b” for before, “a” for after.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>b: From 1926 to 1929 he lived in the British Mandate of Palestine, partly in a “kibbutz”.</td>
<td>a: From 1926 to 1929 he lived in the British Mandate of Palestine.</td>
</tr>
<tr>
<td>b: But taken as a whole, his writings are well worth serious consideration.</td>
<td>a: But taken as a whole, his writings are worth serious consideration.</td>
</tr>
<tr>
<td>b: Capturing their frustrations with this state of affairs, Koestler described these people as the “screamers”.</td>
<td>a: Capturing their frustrations, Koestler described these people as the “screamers”.</td>
</tr>
<tr>
<td>b: He claimed to have produced possibly the first crosswords in Hebrew.</td>
<td>a: He claimed to have produced the first crosswords in Hebrew.</td>
</tr>
<tr>
<td>b: Schopenhauer was influenced by Friedrich Schelling, called himself a Kantian, and despised Hegel.</td>
<td>a: Schopenhauer called himself a Kantian, and despised Hegel.</td>
</tr>
<tr>
<td>b: He died of natural causes on September 21 of the same year at the age of 72.</td>
<td>a: He died of natural causes on September 21 of the same year.</td>
</tr>
<tr>
<td>b: He was arguably one of the most important 19th century philosophers, most famous for his work “The World as Will and Representation”.</td>
<td>a: He was one of the most important 19th century philosophers, most famous for his work “The World as Will and Representation”.</td>
</tr>
</tbody>
</table>
form, $s$, are ranked by a source language model, $p(s)$, and then probabilistically expanded to form the long sentence, $p(l \mid s)$. During decoding, given a long sentence, we seek the most likely short sentence that could have generated it. Using Bayes’ rule, this is equivalent to seeking the short sentence $s$ that maximizes $p(l \mid s)p(s)$.

**Lexicalized channel model**

KM’s original model was purely syntax-based. Due to the scarcity of available compression data, any modeling efforts had to include harsh levels of abstraction. However, Daumé et al. (2002) used a lexicalized PCFG to rerank the compressions, showing that the addition of fine-grained lexical information (the identity of words comprising a constituent) in the source language model helps eliminate improbable compressions and favor plausible ones by modeling lexical correlations that enforce syntactic and semantic coherence. Here, we propose to enhance lexicalization by including lexical information directly within the channel model, allowing us to better model which compressions are likely and which are not. We are able to do this by virtue of our larger dataset, since our model parameters will now represent fine-grained lexical dependencies in addition to syntactic dependencies. A minimal example pair illustrating the utility of lexicalization is the following.

1. Hillary *barely* won the primaries.
2. Hillary *almost* won the primaries.

The validity of dropping the adverbial here clearly depends on the lexical value of the adverb. It is more acceptable to drop the adverb in sentence (1), since dropping it in
sentence (2) reverses the meaning. We learn channel probabilities of the form:

\[
S[\text{won}] \rightarrow S[\text{won}]
\]

\[
\text{NP}[\text{Hillary}] \quad \text{VP}[\text{won}]
\]

\[
\text{NP}[\text{Hillary}] \quad \text{ADVP}[\text{barely}] \quad \text{VP}[\text{won}]
\]

where the short rule on the left hand side is expanded into the long rule on the right hand side. Our model has the power of making compression decisions based on lexical dependencies between the compressed and retained parts of the parse tree.

Note that Daumé et al. (2002)’s reranking model cannot achieve this type of distinction, since it is based on reranking the compressed version, at which point the adverb is no longer available.

Since we are interested not only in learning how to compress, but also when to compress, we also include in this procedure unchanged CFG rule pairs that are attested in the corpus. Thus, different ways of expanding a CFG rule compete with each other as well as the possibility of not doing any expansion.

**Smoothing**

In order to smooth our estimates we use Witten-Bell discounting with six levels of back-off (Witten and Bell, 1991). This method enables us to tune the confidence parameter associated with an estimate inversely proportionally with the diversity of the context of the estimate. The different levels are illustrated in Table 3.2. Level 1, the most specific level, is fully lexicalized. Transitioning to levels 2 to 4, we lose the lexical information about the subtrees that are not dropped, the head child bearing subtree, and the dropped subtrees, respectively. At level 4, we end up with the non-lexicalized estimates that are equivalent
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Table 3.2: Back-off levels

<table>
<thead>
<tr>
<th>level</th>
<th>expanded</th>
<th>short</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>S → NP ADVP[barely] VP</td>
<td>S → NP VP</td>
</tr>
<tr>
<td>4</td>
<td>S → NP ADVP VP</td>
<td>S → NP VP</td>
</tr>
<tr>
<td>5</td>
<td>parent = S, head-child = VP, child = ADVP</td>
<td>parent = S, head-child = VP</td>
</tr>
<tr>
<td>6</td>
<td>parent = S, child = ADVP</td>
<td>parent = S</td>
</tr>
</tbody>
</table>

In subsequent back off levels, we abstract away from the CFG rules. In particular, level 5 estimates the probability of dropping subtrees in the context of a certain parent and head child, and level 6 estimates the probability of the same outcome in the coarser context of a parent only.

**Source model**

In addition to the lexicalized channel model, we also use a lexicalized probabilistic syntax-based source model, which we train from the parser’s output on the short sentences of each pair.

**Decoding**

We implemented the forest-based statistical sentence generation method of Langkilde (2000). KM tailored this method to sentence compression, compactly encoding all
compressions of a sentence in a forest structure. The forest ranking algorithm, which extracts compressed parse trees, optimized the model scores as well as an additional bigram score. Since our model is lexicalized, the bigram scores become less relevant, which was confirmed by experimentation during development. Therefore in our implementation we exclude the bigram scores and other related aspects of the algorithm such as pruning of bigram-suboptimal phrases.

3.1.4 Evaluation

We evaluated our system using the same method as KM, on the same 32 sentences taken from the Ziff-Davis corpus. We solicited judgments of importance (the value of the retained information), and grammaticality for our compression, the KM results, and human compressions from 8 judges, on a scale of 1 (worst) to 5 (best). Mean and standard deviation are shown in Table 3.3. Our model improves grammaticality with only a slight decrease in importance at a harsher compression rate. Here are some illustrative examples, with the deleted material shown in brackets:

(3) The chemical etching process [used for glare protection] is effective and will help if your office has the fluorescent-light overkill [that’s typical in offices].

(4) Prices range from $5,000 [for a microvax 2000] to $179,000 [for the vax 8000 or higher series].

We suspect that the decrease in importance stems from our indiscriminate usage of compressions and expansions to train our system. We hypothesize that in Wikipedia, expansions often add more useful information, as opposed to compressions which are more
Table 3.3: Evaluation results

<table>
<thead>
<tr>
<th></th>
<th>KM</th>
<th>Our model</th>
<th>Humans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression</td>
<td>72.91%</td>
<td>67.38%</td>
<td>53.33%</td>
</tr>
<tr>
<td>Grammaticality</td>
<td>4.02±1.03</td>
<td>4.31±0.78</td>
<td>4.78±0.17</td>
</tr>
<tr>
<td>Importance</td>
<td>3.86±1.09</td>
<td>3.65±1.07</td>
<td>3.90±0.58</td>
</tr>
</tbody>
</table>

likely to drop superfluous or erroneous information[5] Further work is required to classify sentence modifications.

3.1.5 Discussion

[Turner and Charniak (2005)] question the viability of a noisy channel model for the sentence compression task. Briefly put, in the typically sparse data setting, there is no way to distinguish between the probability of a sentence as a short sentence and its probability as a regular sentence of English. Furthermore, the channel model is likely to prefer to leave sentences intact, since that is the most prevalent pattern in the training data. Thus, they argue, the channel model is not really compressing, and it is only by virtue of the length penalty that anything gets shortened at all. Our hope here is that by using a far richer source of short sentences, as well as a huge source of compressions, we can overcome this problem. The noisy channel model posits a virtual competition on each word of coming

---

[5] For instance, here is an expansion seen in the data, where the added information (bracketed) is important: “In 1952 and 1953 he was stationed in Sendai, Japan during the Korean War [and was shot].” It would be undesirable to drop this added phrase.
either from the source model (in which case it is retained in the compression) or from the channel model (in which case it is dropped). By having access to a large data set for the first time, we hope to be able to learn which parts of the sentence are more likely to come from which of the two parts of the model. Further work is required in order to clarify this point.

3.2 Scalable lexical correction from Wikipedia edits using perceptron reranking

In the previous section we used extractive sentence compression to test our hypothesis that the linguistically rich models that are made affordable by the use of web-scale data can bring about qualitative and quantitative gains. By using a fully lexicalized channel model we were able to capture informative compression patterns and make robust estimates for their corresponding probabilities, which in turn gave us a generalizable and robust system that performed well even in out-of-domain settings. In this section we investigate the same hypothesis in an alternative domain and using a different class of models, namely lexical correction and hidden Markov models.

We propose a novel model of large-scale lexical correction of all document words, including both context-sensitive spelling correction and stylistic lexical modifications, trained on Wikipedia’s edit revisions. Since Wikipedia articles are edited collaboratively, errors introduced by one writer are likely to be subsequently corrected by others. We mine a set of 1.5 million such correction samples. In our task, we wish to correct all possible errors, rather than focusing on a set of predetermined target words, making the learning problem
Chapter 3: Power of Web-scale Data: Finer-grained Solutions

much more difficult. We use the abundant Wikipedia data to train a novel model of text correction based on a generative HMM and a reranking perceptron that is used to incorporate fine-grained lexical and semantic evidence towards correction decisions. Once again, such a highly-parametrized generative model can be effectively trained only in the presence of web-scale data. We evaluate our model against context-sensitive spelling correction, obtaining state-of-the-art accuracy at a more general setting.

3.2.1 Introduction

Text is often fraught with errors in spelling, style, and grammar. Traditional spell-checking—the problem of replacing non-lexicon words with their most likely close variant in the dictionary—is an all but trivial engineering task by today’s standards.\footnote{See \url{http://norvig.com/spell-correct.html} for a bare-bones unigram spelling corrector.} Correcting contextual spelling errors—where the input word is valid but incorrect within its context, such as peace-piece—is more challenging. Although modern word processors provide support for text correction, even the most sophisticated tools still fall short of catching all errors.\footnote{See \url{http://faculty.washington.edu/sandeep/check/} for a critique of a popular commercial text editor’s correction capabilities.}

Given a collection of typical errors and their corrections, supervised learning approaches can help to automatically correct text, possibly more accurately and with broader coverage than either rule-based or unsupervised approaches. For instance, for context-sensitive spelling correction,\footnote{Carlson et al. (2001), 2001} presented a Winnow-based algorithm achieving accuracy levels in the 99\% range for 265 such tuples called “confusion sets”. Given a hand-
ful of alternatives for a given word, Winnow can learn contextual features to disambiguate between the different alternatives. It is unclear, however, to what extent this approach can scale to not only correcting pre-determined words, but all words in a sentence, and moreover, allowing more than a small set of pre-determined alternatives for each word. Following this approach to its logical conclusion, we would have first to either manually specify or automatically induce confusion sets for every word, collect sufficient training data to distinguish between the alternatives, and finally do feature selection and training separately for each word.

This distinction is analogous to the distinction in the Word Sense Disambiguation literature [Agirre and Edmonds, 2006] between lexical sample and all words disambiguation. Whereas in lexical sample disambiguation, a system is given a fixed set of words and their senses to disambiguate, the all-words task calls for disambiguation of all the words in a text. This latter task has proven to be much more challenging.

Our contribution here is twofold. First, we present a novel approach to obtaining lexical correction data, by mining Wikipedia to obtain large-scale parallel corpora for text correction (Section 3.2.2). We limit context to a sentence, and frame the text correction task as a word replacement task, ignoring the possibility of correcting a sentence by reordering or replacing words and phrases. Second, we propose a new model for learning to correct text. We first use a baseline hidden Markov model (HMM) trained on the Wikipedia correction edits (Section 3.2.3), and then further augment it with perceptron reranking (Section 3.2.4), adding additional contextual features, including surrounding content words and semantically related words. Despite the better generality of our approach, we evaluate it on the more restricted task of disambiguating between members of confusion sets, achiev-
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ing state-of-the-art accuracy (Section 3.2.5). Moreover, we provide examples of the more
general corrections that our method is capable of.

3.2.2 Training data: 1.5 million corrections from Wikipedia

Brill and Moore (2000) used a collection of common real-world spelling mistakes to im-
prove context-sensitive spelling correction. Amassing a large-scale collection of spelling
errors and their corrections is therefore of obvious interest for improving correction accu-

Wikipedia is a promising resource for textual correction as illustrated by our related
work (Nelken and Yamangil, 2008) whereby we show that a particular form of lexical cor-
rection known as “eggcorns” can be successfully identified within Wikipedia revisions.
Eggcorns, first introduced on the popular “Language Log” blog8 are defined as a replace-
ment of a word by a homophone such that the replacement, while erroneous, still makes
some semantic sense. For instance, “eggcorn” is itself an eggcorn for “acorn”. Hence, the
coining of the term. We were able to find 31% of a reference collection of eggcorns by
comparing adjacent revisions of the same article, as well as identify many new previously
unidentified eggcorns.

We wish to follow a similar methodology to Section 3.1 to obtain training data for
lexical correction from Wikipedia revisions. We extract all sentence replacements; however
this time, instead of retaining all sentences that were changed by adding/dropping words we
retain all sentence pairs that differ by one word. We make the simplifying assumption that
all such edits are actually valid lexical corrections, and therefore appropriate training data

8http://itre.cis.upenn.edu/~myl/languagelog/
for our purposes. This assumption is of course false, since there are many cases in which such revisions change factual information, resolve pronouns, introduce errors, are part of a flame war, include profanity, etc. Clearly, this revision data requires significant clean-up to improve its quality, which is a fascinating classification task that we leave for future work. Using this method, we extracted about 1.5 million sentence pairs. The English section of Wikipedia currently has over 4.2 million articles at the time of writing and is continually expanding both in the number of articles and in the number of revisions. Thus, if we can train a high-precision low-recall classifier to clean up the data, we could significantly improve the quality of the training data, without seriously compromising quantity. We use the Wikipedia data to train an HMM.

### 3.2.3 HMM for contextual correction

We use an HMM to model the generative process of writing. This model is similar in spirit to that of [Mays et al.](1991) for context-sensitive spelling correction, except instead of limiting the allowable corrections to a fixed set of edit operations, we allow any corrections found in the training data, even if the words are phonetically unrelated. Given an input sentence, which we view as a sequence of words, \(x = x_1, x_2, \ldots, x_N\), where one or more words are potentially erroneous, we wish to predict a possibly different sequence of correct words \(y = y_1, y_2, \ldots, y_N\). Since traditional non-lexicon spelling correction is uninteresting, we assume that all words in the input sequence \(x\), are valid words, such that \(x, y \in V\): the set of all vocabulary words. Thus in practical usage, we would run our model only after regular non-lexicon spelling errors would be eliminated.

We expand the joint probability \(p(x, y)\) of intending \(y\) but writing \(x\) into a Markov chain
with the following independence structure:

\[ p(x, y) = \prod_{n=1}^{N} p(y_n \mid y_{n-2}, y_{n-1}) \cdot p(x_n \mid y_n) \]

This implies that during writing the intended correct words are chosen conditioned on
the previous two words, and for each word, we are allowed to either emit the word itself,
or some other word which is either a spelling or a stylistic variant of the original. Thus, the
result might potentially be incorrect.

We use the Wikipedia samples to train the HMM as follows. We estimate the transition
probabilities from the correct member of each of the training sentence pairs. We train the
emission probabilities from the lexical corrections we encounter in the data.

Decoding is the search for the most likely correct sentence \( y^* = \arg\min_y - \log p(x, y) \)
that could have generated the observed sentence \( x \). Despite the large hidden state space
\( V \), the standard Viterbi algorithm can be performed efficiently by storing maps from \( x \) to
to potential corresponding \( y \) as constrained by the data.

**Smoothing**

Storing every word encountered in our training dataset results in a lexicon of 1.5 million
entries, causing prohibitive memory requirements on estimating the model parameters. We
therefore map any word not in our 50K-word lexicon to a special unknown token. This not
only discards spelling errors and their corrections but also gives us statistics over unseen
words, effectively smoothing the model. In an attempt to further smooth our estimates, we
linearly interpolate different maximum likelihood estimates as in the following.

\[
\begin{align*}
p(y_n \mid y_{n-1}, y_{n-2}) &= \lambda_1^1 \cdot p(y_n \mid y_{n-1}, y_{n-2}) + \lambda_2^1 \cdot p(y_n \mid y_{n-1}) + \lambda_3^1 \cdot p(y_n) \\
p(x_n \mid y_n) &= \lambda_1^2 \cdot p(x_n \mid y_n) + \lambda_2^2 \cdot p(x_n)
\end{align*}
\]
The interpolation weights were fit to a development set by grid search.

### 3.2.4 Perceptron reranking

While powerful, the HMM is limited to local trigram information, and thus does not exploit all the useful information in the sentence, both for training and during actual correction. In particular, the content words in the sentence are likely to be a good indicator of correct usage. For instance, consider distinguishing between \textit{ballot-ballet}. Since these words belong to very different contextual domains, we can expect very different words to co-occur within the same sentence. If we encounter “ballet” in a sentence surrounded by words that are relevant mostly to elections, we would like to be able to correct it to “ballot”.

\cite{Hirst&Budanitsky:2005} proposed a context-sensitive spelling corrector based on this idea, by checking semantic relations defined over WordNet \cite{Fellbaum:1998}. We would like to be able to take advantage of such features not as an alternative to the HMM, but as a supplement to it.

One possible solution is to use a sequence-based discriminative model, which can take into account both sequence information and additional features. We experimented with SVM-HMM \cite{Tsochantaridis+etal:2005}, but found that it was well-tuned to a limited number of hidden state labels. In our setting, the hidden state space is the 50K vocabulary, causing a performance bottleneck (at least as currently implemented).

We therefore chose instead to apply a discriminative reranking algorithm to the $K$-best output of the HMM. For a given sentence, we first apply the baseline HMM, and run $K$-best Viterbi decoding on it (using $K = 25$). We then use a perceptron trained on additional
features to rerank these results (Collins and Koo, 2005). We now explain this process in more detail.

Features

We use the following features to train the perceptron. First, we use the three tri-grams focused around the correct target word, \( y_n \), i.e., \( (y_{n-2}, y_{n-1}, y_n) \), \( (y_{n-1}, y_n, y_{n+1}) \), and \( (y_n, y_{n+1}, y_{n+2}) \). Note that this and all other features are encoded as binary indicator features. Thus, for every possible trigram \( t \) in the training data, we have a feature of the form:

\[
f_t = \begin{cases} 
1 & \text{if } t \text{ in window around } y_n \\
0 & \text{otherwise}
\end{cases}
\]

To add content words, we define content words to simply be any word not contained in a stopword list. We search for the first content word on the left of the target word, \( x_l \), and the first content word on the right, \( x_r \), adding features encoding the pairs \( (x_l, y_n) \), and \( (y_n, x_r) \).

In addition to all content words, we put in another feature encoding the first semantically related word on the left (skipping any stopwords in-between) and on the right using the JCN relation (Jiang and Conrath, 1998), which Budanitsky and Hirst (2006) found to be the most effective one for this task. JCN is defined on nodes—sets of noun synonyms.
(synsets)—in the WordNet hierarchy, and is computed as follows:

\[
JCN(s_1, s_2) = -\log p(s_1) - \log p(s_2) + 2\log \text{LCS}(s_1, s_2)
\]

where LCS \((s_1, s_2)\) is the lowest common subsumer of \(s_1\) and \(s_2\) in the WordNet is-a hierarchy, and probabilities \(p(s_1)\) are defined as the probability of encountering one of the members of the synset \(s_1\) or any of its hyponyms in a corpus. Specifically, they obtain these probabilities from the Brown corpus. JCN is extended from synsets to words by taking the minimum over all possible senses of the two words:

\[
JCN(w_1, w_2) = \min_{s_1, s_2} JCN(s_1, s_2)
\]

where \(w_1 \in s_1, w_2 \in s_2\).

As Budanitsky and Hirst (2006) show, this measure correlates well with human judgments of word similarity (Rubenstein and Goodenough, 1965). They use this correlation to determine a threshold for binarizing the relation, determining whether a pair of words are related or not.

Pedersen et al. (2004) provide an open-source Perl package to compute JCN for any word pair, by traversing the WordNet hierarchy at runtime. For use in training, we wished to optimize this computation by pre-computing the entire relation up to the threshold. Such pre-computation is impractical with the current package, which takes on average about 65

\[^{10}\]Hirst and Budanitsky report a correlation of -0.781. Using a newer version of WordNet (2.0 vs. 1.5) we got an even better correlation of -0.8535.

\[^{11}\]To replicate their choice of a threshold, we define \(JCN'(w_1, w_2) = 1 [JCN(w_1, w_2) > th]\). Choosing any value between 5.5 and 7.5 for \(th\) yields an optimal correlation of -0.8544, slightly better than the original correlation value without a threshold. For concreteness, to obtain maximal coverage, we chose \(th = 7.5\).
milliseconds to compute the relation for a pair of nouns. Given that we need to do this for many tens of thousands of synonym pairs, pre-computing the entire relation would take on the order of many months.

Instead, we precomputed the relation for the entire WordNet hierarchy using the recursive top-down traversal algorithm described in Algorithm 1, which we apply to each of the roots of the WordNet hierarchy. The entire computation was completed in under 19 hours on stock hardware. This algorithm computes the relation on synsets. To apply to words, we compute the symmetric closure and then apply the minimum operation from Equation 3.1.

### Running the perceptron

We train the perceptron on \((x, y)\) pairs, where \(x\) is the input sequence, and \(y\) is a correction, as well as a designated target word that differs between them, which we denote by \(x_t\), and \(y_t\), respectively. For simplicity we assume only one correction per sentence. We obtain training instances from the same Wikipedia sentence pairs we used to train the HMM.

In addition to the Wikipedia data, we use single sentences from raw text corpora, which we randomly perturb by introducing a deliberate error in one of the words. This is useful to specifically train the model for specific types of errors, as we discuss in more detail in Section 3.2.5.

We train the perceptron as in Algorithm 2, where \(W\) is a vector of weights, one per feature. We initialize the weights to zero and iterate this training procedure 10 times, a number we optimized on held out training data.

During training, for each input sentence, and its top-\(K\) corrections generated by the HMM, we use the current weights to calculate the inner products with the corresponding
feature representation and choose the correction maximizing this value as our prediction. If the prediction does not agree with the true correction of the sentence, we perform a linear update of the weight vector.

Trained weights are finally used to define a “reranking” of the top-$K$ corrections of a test sentence. Typically, we predict the one that maximizes the same inner product value.

3.2.5 Evaluation

Evaluation on context-sensitive spelling

Although our system is more general than standard context-sensitive spelling correction, for easy comparison with earlier work, we evaluated it on 12 binary confusion sets. To increase the number of training instances that are relevant to the confusion sets, we augmented the Wikipedia training samples with sample sentences containing members of these confusion sets from additional raw text one-sided corpora. We use the Brown corpus, the Penn Treebank, and two additional open-source textual collections included in the NLTK distribution [Loper and Bird, 2002]: presidential inaugural addresses, and Australian broadcast news. From one-sided raw training sentences, which we assume are all valid, we generate an incorrect sentence by randomly flipping a confusion set member to the other one. We used an additional 16K sentences from these corpora for training, and 5K more for testing.

Results are shown in Table 3.4 and Table 3.5. We compare our results with those of Carlson et al. (2001). Since their system does not always make a prediction, they define the following notions for evaluation. Performance is the percentage of the predictions the system makes that are correct, and willingness, the percentage of queries (occurrences of
confusion set members) on which the system makes a prediction. For our system, we also provide precision, recall, and $f_1$-value. Our willingness is effectively always 1, since we are always ready to make a prediction. Since our precision is very high, there is no need to reduce willingness.

Interestingly, the results were exactly the same whether we used the features for all left and right content words, just the JCN-related content words, or both. This would seem to indicate that the semantically related content words contain the same information as the full set of content words at least for these confusion sets, and when restricted to just one word to the left and one word to the right. Thus, to the extent that adding content words helps the classification, on one hand apparently only the semantically related words are useful. On the other hand, apparently we do not need to determine the set of words in advance, and can just let the perceptron generalize by itself which words are relevant and which are not. Of course, more extensive experiments are required in order to see whether this property holds more generally.

**Beyond confusion sets**

It is important to note that although the evaluation above is on restricted confusion sets, we did not restrict the output of our system to the members of the binary confusion sets. Thus, our system is more general, and can handle open-ended corrections. We illustrate this characteristic using some example erroneous corrections made by our system. For each example, the first sentence is the gold standard ($g$), the second is the test sentence ($t$), and the third one gives our model’s prediction ($p$). We count these as errors of course, even though the corrections are arguably just as good as the gold version.
1. [g:] They might benefit from their treatment there.
   [t:] They might benefit from there treatment there.
   [p:] They might benefit from the treatment there.

2. [g:] However, my principal objection in this sort of novel is to the hackneyed treatment of (. . . )
   [t:] However, my principal objection in this sort of novel is to the hackneyed treatment of (. . . )
   [p:] However, my main objection in this sort of novel is to the hackneyed treatment of (. . . )

3. [g:] Living pictures of the early boroughs, country life in Tudor and Stuart times, the impact of (. . . )
   [t:] Living pictures of the early boroughs, country life in Tudor and Stuart times, the impact of (. . . )
   [p:] Living pictures of the early boroughs, rural life in Tudor and Stuart times, the impact of (. . . )

   By eliminating the dependence on confusion sets, we allow more general corrections. To illustrate this, we ran the system on the following actual errors we happened to find in the text of the Carlson et al. (2001) paper, where the first sentence of each example is the erroneous sentence and the second one is our system’s output.

   1. (a) This work makes used of the concept of confusion sets (. . . )
      (b) This work makes use of the concept of confusion sets (. . . )

   2. (a) All of the experiments were performed using (. . . ) and a initial weight of 0.2.
All of the experiments were performed using (…) and an initial weight of 0.2.

3. (a) Overall effects of eligibility on all our confusions sets as well as (…)

(b) Overall effects of eligibility on all our confusion sets as well as (…)

It should be noted, however, that by using the additional training data for each member of the confusion sets, we are essentially training the perceptron more specifically on these confusion sets. Thus, while the model is theoretically unaware of confusion sets in any explicit sense, by this special additional training, it is essentially being fine-tuned to them. Thus, to get the maximum potential accuracy from the model, we are back to the problem of having to obtain specific training data for each confusion set.

The advantage of our model is that it is able to combine the best of both worlds. It is not only able to do general correction, but within the same framework can also be further trained for specific confusion sets. What is admittedly lacking from our evaluation is a further evaluation of the correction accuracy of the model on general texts, and a comparison of the baseline and reranked model on such texts. We leave this further evaluation for future work.

3.2.6 Discussion

We presented a novel model of general lexical corrections using an HMM trained on correction data extracted from Wikipedia, which we then rerank using a perceptron. Our model combines several advantages. First, it is general in that it can be applied to texts without requiring a notion of confusion sets. It thus combines the generality of the baseline HMM with more advanced contextual features. Second, by training the model on Wikipedia correction data, the model is attuned to actual corrections made by speakers of
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English. Third, in an evaluation on the more specific task of contextual spelling correction on confusion sets, our model achieves state-of-the-art accuracy levels, given additional single-sided training sentences per confusion-set member.

The lexical and semantic information encoded by the contextual features of the perceptron is key to the success of our approach. Therefore, it is crucial to note the role of web-scale data in providing robust statistics to estimate such fine-grained information. In line with our sentence compression experiments of the previous section, our finding here supports our overall hypothesis that large amounts of data can not only boost performance of simpler models, but can also make affordable more sophisticated models.
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\[ JCN(x, y, LCS) : \]
\[ j = - \log p(x) - \log p(y) + 2 \log LCS(x, y) \]
\[ \text{if } j < th \text{ then} \]
\[ \text{output } j \]
\[ \text{end} \]

\[ \text{traverse}(s_1) : \]
\[ S \leftarrow \text{subtrees}(s_1) \]
\[ \text{while not empty}(S) \text{ do} \]
\[ A \leftarrow \text{pop}(S) \]
\[ \text{foreach node } s_2 \text{ of } A \text{ do} \]
\[ JCN(s_2, s_1, s_1) \]
\[ \text{foreach } B \text{ in } S \text{ do} \]
\[ \text{foreach node } s_3 \text{ of } B \text{ do} \]
\[ JCN(s_2, s_3, s_1) \]
\[ \text{end} \]
\[ \text{end} \]
\[ \text{end} \]
\[ \text{traverse}(A) \]
\[ \text{end} \]

**Algorithm 1:** Efficient computation of all-pairs JCN relation
train(Dataset $D$, Weights $W$):

\[
\text{foreach } (x, y) \in D \text{ do}
\]

\[
\text{Run } x \text{ through HMM}
\]

\[
y_1, \ldots, y_K \leftarrow \text{HMM's Viterbi top-}K
\]

\[
k = \arg\max_{k=1,\ldots,K} W \cdot f(x, y_k)
\]

\[
\text{if } y_k \neq y \text{ then}
\]

\[
W = W + f(x, y) - f(x, y_k)
\]

end

Algorithm 2: Perceptron reranking. For each $(x, y)$, we retrieve HMM’s top-$K$ candidates $y_1, \ldots, y_K$, and score each one according to the perceptron. If the highest scoring $y_k$ is different from the gold standard $y$, we update our perceptron weights so as to demote $y_k$ and promote $y$, otherwise continue without any updates.
Table 3.4: Precision and Recall for the baseline HMM and the reranked model for 12 confusion sets

<table>
<thead>
<tr>
<th>Confusion Set</th>
<th>Baseline HMM</th>
<th>Reranked HMM</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F-measure</td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>accept-except</td>
<td>100.00</td>
<td>49.80</td>
<td>66.42</td>
<td>100.00</td>
<td>71.56</td>
</tr>
<tr>
<td>affect-effect</td>
<td>99.94</td>
<td>87.25</td>
<td>92.84</td>
<td>99.63</td>
<td>86.58</td>
</tr>
<tr>
<td>among-between</td>
<td>100.00</td>
<td>21.92</td>
<td>35.39</td>
<td>98.49</td>
<td>52.50</td>
</tr>
<tr>
<td>amount-number</td>
<td>87.39</td>
<td>17.82</td>
<td>28.65</td>
<td>88.31</td>
<td>61.31</td>
</tr>
<tr>
<td>fewer-less</td>
<td>89.43</td>
<td>27.53</td>
<td>42.90</td>
<td>93.09</td>
<td>64.32</td>
</tr>
<tr>
<td>I-me</td>
<td>99.07</td>
<td>23.12</td>
<td>38.43</td>
<td>98.51</td>
<td>78.19</td>
</tr>
<tr>
<td>passed-past</td>
<td>100.00</td>
<td>63.82</td>
<td>77.17</td>
<td>99.96</td>
<td>74.97</td>
</tr>
<tr>
<td>peace-piece</td>
<td>95.08</td>
<td>31.65</td>
<td>46.85</td>
<td>100.00</td>
<td>58.52</td>
</tr>
<tr>
<td>principal-principle</td>
<td>97.01</td>
<td>67.76</td>
<td>79.59</td>
<td>97.97</td>
<td>86.43</td>
</tr>
<tr>
<td>raise-rise</td>
<td>96.78</td>
<td>26.84</td>
<td>41.06</td>
<td>97.70</td>
<td>65.16</td>
</tr>
<tr>
<td>than-then</td>
<td>99.77</td>
<td>75.10</td>
<td>86.92</td>
<td>96.48</td>
<td>83.21</td>
</tr>
<tr>
<td>weather-whether</td>
<td>99.86</td>
<td>70.71</td>
<td>82.44</td>
<td>97.54</td>
<td>78.46</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td><strong>97.03</strong></td>
<td><strong>46.94</strong></td>
<td><strong>59.89</strong></td>
<td><strong>97.31</strong></td>
<td><strong>71.77</strong></td>
</tr>
</tbody>
</table>
Table 3.5: Performance and Willingness for the reranked HMM and the results of Carlson et al. (2001)

<table>
<thead>
<tr>
<th>Confusion Set</th>
<th>Reranked HMM</th>
<th>Carlson et al. (2001)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Performance</td>
<td>Willingness</td>
</tr>
<tr>
<td>accept-except</td>
<td>0.86</td>
<td>1.00</td>
</tr>
<tr>
<td>affect-effect</td>
<td>0.93</td>
<td>1.00</td>
</tr>
<tr>
<td>among-between</td>
<td>0.78</td>
<td>1.00</td>
</tr>
<tr>
<td>amount-number</td>
<td>0.78</td>
<td>1.00</td>
</tr>
<tr>
<td>fewer-less</td>
<td>0.79</td>
<td>1.00</td>
</tr>
<tr>
<td>I-me</td>
<td>0.92</td>
<td>1.00</td>
</tr>
<tr>
<td>passed-past</td>
<td>0.87</td>
<td>1.00</td>
</tr>
<tr>
<td>peace-piece</td>
<td>0.77</td>
<td>1.00</td>
</tr>
<tr>
<td>principal-principle</td>
<td>0.91</td>
<td>1.00</td>
</tr>
<tr>
<td>raise-rise</td>
<td>0.81</td>
<td>1.00</td>
</tr>
<tr>
<td>than-then</td>
<td>0.90</td>
<td>1.00</td>
</tr>
<tr>
<td>weather-whether</td>
<td>0.87</td>
<td>1.00</td>
</tr>
<tr>
<td>average</td>
<td>0.85</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Chapter 4

Effective Inference for Increased Linguistic Expressivity

We have seen the power of fine-grained information in modeling natural language, in terms of direct lexicalization as well as incorporation of lexical and semantic contextual features. Although large-scale data helped us incorporate this level of information in the first place, our approaches suffered from lack of adaptivity of their level of granularity. In the sentence compression experiments of Section 3.1 we assumed an excessively parameterized model and had to make considerable smoothing efforts to bring this model down to a reasonable level, even in the face of large-scale data. In the lexical correction experiments of Section 3.2 instead of using a single refined HMM, we had to resort to the two-stage method of using a coarse HMM and a separately trained fine-grained perceptron. In neither of these experiments was the level of granularity of our generative models determined by maximizing a meaningful, principled objective.
In this chapter we answer the natural question of how to automatically determine the amount and nature of the particular fine-grained information in SGI, especially when the decision is subject to constraints of limited computational resources and particularities of data. We show that the Bayesian nonparametric machine learning paradigm that was introduced in Section 2.3.2 can be used to determine the optimal level of granularity in an efficient and fully data-driven way. Nonparametric models fit their number of parameters to the specifics of the data, and therefore fight data sparsity, and prevent over- and under-fitting. For example, the existence of lexical items in a grammar rule can be determined automatically during training.

In particular, we build Bayesian nonparametric inference schemes for two linguistically motivated grammar formalisms: TIG and TAG (see Section 2.2 for an introduction), and compare with the already existing schemes for TSG (Cohn and Blunsom, 2010). We use the domain of syntactic parsing on the English treebank as our test-bed (Marcus et al., 1993). Since this is a more abstract domain than the application domains that we investigated in Chapter 3 such as sentence compression and lexical correction, we are able to study the performance and effects of our approach more clearly. We show that nonparametric TIG is a better model for English treebank data than TSG in terms of parsing accuracy, and it achieves this at negligible computational overhead and while providing richer syntactic analyses. Our nonparametric TAG experiments show that while TIG already encapsulates most of the adjunction power needed for modeling English, a number of parenthetical expressions (such as quotations and parentheses) can be captured more accurately with TAG. More importantly, for the first time we provide an efficient (quadratic-time training and cubic-time testing) framework for unconstrained TAG which we expect to open new av-
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enues for TAG experiments for domains and languages other than English treebank parsing.

These experiments with nonparametric grammar induction serve our overarching goal of using web-scale data to recover rich linguistic structure, as it would be computationally infeasible to fit such flexible grammars to our large amounts of data without a straightforward way of adapting their level of granularity. In the chapter that follows, we will test our nonparametric grammar induction approach in the application domain of sentence compression, and show the true power of web-scale data in recovering valuable linguistic information.

4.1 Estimating compact yet rich tree-insertion grammars

We present a Bayesian nonparametric model for estimating tree-insertion grammars (TIG), building upon recent work on Bayesian inference of tree-substitution grammars (TSG) via Dirichlet processes. Under our general variant of TIG, grammars are estimated via the Metropolis-Hastings algorithm that uses a context-free grammar transformation as a proposal, which allows for cubic-time string parsing as well as tree-wide joint sampling of derivations in the spirit of Cohn and Blunsom (2010). We use the Penn treebank for our experiments and find that our proposal Bayesian TIG model not only has competitive parsing performance but also finds compact yet linguistically rich TIG representations of the data.

1 This chapter is substantially based on previously published papers, with text used by permission of the authors Yamangil and Shieber 2012 2013.
4.1.1 Introduction

There is a deep tension in statistical modeling of grammatical structure between providing good expressivity — to allow accurate modeling of the data with sparse grammars — and low complexity — making induction of the grammars (say, from a treebank) and parsing of novel sentences computationally practical. At the most trivial end of the expressivity scale, linear grammars (regular models) are low in complexity but so low in expressivity that they cannot express nontrivial structure at all. Context-free grammars (CFG) can express hierarchical structure as manifest in a treebank, and in fact are trivial to use for parameter estimation, at the cost of a barely practical $O(n^3)$ parsing relative to sentence length. But even CFGs (by the very definition of their context-freeness) cannot express direct relationships outside of a parent and immediate children, and unsurprisingly, such models perform poorly in analyzing unseen data. In principle, by expanding the domain of locality, we can achieve better expressivity, and the ability to model more contextual dependencies; the payoff would be better modeling of the data or smaller (sparser) models or both. For instance, constructions that go across levels, like the predicate-argument structure of a verb and its arguments can be modeled by tree-substitution grammars (TSG), with their larger domain of locality (Goodman [2002]).

Recent work that has incorporated Dirichlet process (DP) nonparametric models into TSGs has provided an efficient solution to the daunting model selection problem of segmenting training data trees into appropriate elementary parse tree fragments to form the grammar (Cohn et al. [2009], Cohn and Blunsom [2010], Post and Gildea [2009]). DP inference tackles this problem by exploring the space of all possible segmentations of the data, in search for fragments that are on the one hand large enough so that they incorporate the
useful dependencies, and on the other small enough so that they recur and have a chance to be useful in analyzing unseen data. Because of their better expressivity, TSGs induced in this way provide better models with sparser grammars.

The elementary trees combined in a TSG are, intuitively, primitives of the language, yet certain linguistic phenomena (notably various forms of modification) “split them up”, preventing their reuse, leading to less sparse grammars than might be ideal (Chiang, 2000; Resnik, 1992). For instance, imagine modeling the following set of structures:

- \([ NP \text{ the } [NN [NN president] of the university] who resigned yesterday] \]
- \([ NP \text{ the } [NN former [NN [NN president] of the university]]] \]
- \([ NP \text{ the } [NN [NN president] who resigned yesterday] \]

A natural recurring structure here would be the structure “\([NP \text{ the } [NN president]]\)”, yet it occurs not at all in the data. A TAG grammar that hypothesizes auxiliary trees corresponding to adjoining “\([NN former \text{ } NN]\)”, “\([NN NN \text{ of the university}]\)”, and “\([NN NN \text{ who resigned yesterday}]\)” would be able to reuse the basic structure “\([NP \text{ the } [NN president]]\)”. Unfortunately, TAG’s expressivity comes at the cost of greatly increased complexity. Parsing complexity for unconstrained TAG scales as \(O(n^6)\), impractical as compared to CFG and TSG’s \(O(n^3)\); moreover, the model selection problem for TAG is significantly more complicated than for TSG since one must reason about many more combinatorial options with two types of derivation operators. This has led researchers to resort to manual (Doran et al., 1997) as well as heuristic techniques; for example, one can consider “outsourcing” the auxiliary trees (Shieber, 2007), use template rules and a very small number of grammar categories (Hwa, 1998), or rely on head-words and force lexicalization in order to constrain
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Figure 4.1: Two different TIG derivations of an NP constituent. (a) One left insertion (at NN) and two simultaneous right insertions (at NP) (b) One left insertion (at NN) and one right insertion (at NP) of a depth=2 auxiliary tree.

the problem (Xia et al., 2001; Chiang, 2000; Carreras et al., 2008). Rather than compromise in this way, we would like to do full treebank parsing with the original set of grammar categories, using the nonparametric solution to learn an optimal set of initial and auxiliary trees from the treebank data.

Schabes and Waters (1995) first proposed to use tree-insertion grammars (TIG), a kind of expressive compromise between TSG and TAG, as a substrate on which to build grammatical inference. TIG constrains the adjunction operation so that spliced-in material falls completely to the left or completely to the right of the splice point. By restricting the form of possible auxiliary trees to only left or right auxiliary trees in this way, TIG remains within the realm of context-free formalisms (with cubic complexity) while still modeling rich linguistic phenomena (Schabes and Waters, 1995). Figure 4.1 depicts some examples of TIG derivations.

Sharing the same intuitions, Shindo et al. (2011) have provided a previous attempt at combining TIG and Bayesian nonparametric principles, albeit with severe limitations.
Their TIG variant (which we will refer to as TIG\(_0\)) is highly constrained in the following ways.

1. The foot node in an auxiliary tree must be the immediate child of the root node.

2. Only one adjunction can occur at a given node.

3. Even modeling multiple adjunction with root adjunction is disallowed. There is thus no recursion possibility with adjunction, no stacking of auxiliary trees.

4. As a consequence of the prior two constraints, no adjunction along the spines of auxiliary trees is allowed.

5. As a consequence of the first constraint, all nonterminals along the spine of an auxiliary tree are identical.

In this thesis we explore a Bayesian nonparametric model for estimating fully unconstrained TIG, and compare its performance against TSG and the restricted TIG\(_0\) variant. Our general formulation avoids the TIG\(_0\) limitations\(^2\) By staging our development incrementally, we show the benefits gained by each feature we support. We test the performance of the following decreasingly constrained models each one adding a new feature to the previous.

- Auxiliary trees may have the foot node at depth greater than one\(^2\) Both left and right adjunctions (but only one of each) may occur at the same node.

\(^2\)To maintain the TIG properties, we still respect the constraint that only left auxiliary trees can adjoin along the spine of a left auxiliary tree, and symmetrically for right auxiliary trees.

\(^3\)Throughout the thesis, we will refer to the depth of an auxiliary tree to indicate the length of its spine.
Simultaneous adjunction (that is, more than one left or right adjunction per node) is allowed.

- Adjunctions may occur along the spines of auxiliary trees.

- Labels along the spines do not have to match.

The increased expressivity is motivated both linguistically and practically. From a linguistic point of view: Deeper auxiliary trees can help model large patterns of insertion and potential correlations between lexical items that extend over multiple levels of tree. Combining left and right auxiliary trees can help model modifiers of the same node from left and right (combination of adjectives and relative clauses for instance). Simultaneous insertion allows us to deal with multiple independent modifiers for the same constituent (for example, a series of adjectives). The extension is conservative: since our general formalisms are supersets of TIG$_0$, if it is the case that such a constrained grammar is preferable, our nonparametric inference would have the option to land on such settings. From a practical point of view, we show that an induced TIG provides modeling performance superior to TSG and comparable with TIG$_0$. However, we show that the grammars we induce are compact yet rich, in that they succinctly represent complex linguistic structures measurably more so than TIG$_0$. We describe how we achieve these generalities flexibly via a grammar transform, and at no significant additional computational overhead.

### 4.1.2 Probabilistic model

In the basic nonparametric TSG model that was introduced in Section 2.3.2, there is an independent DP for every nonterminal (such as $c = \text{NP}$), each of which uses a base
distribution \( P_0 \) that generates an initial tree by making stepwise decisions.

\[
G_c \sim \text{DP}(\alpha_c, P_0(\cdot | c)) \tag{4.1}
\]

The canonical \( P_0 \) uses a probabilistic CFG \( \tilde{P} \) that is fixed a priori to sample CFG rules top-down and Bernoulli variables for determining where substitutions should occur \( \text{[Cohn et al., 2009; Cohn and Blunsom, 2010]} \). A derivation is then sampled by getting iid initial trees from \( G_c \) and carrying out substitutions, which determines the parse tree. Integrating out \( G_c \) we have the exchangeable process of Equation 2.12 for generating initial trees:

\[
p(e_i | e_{<i}) = \frac{n_{e_i} + \alpha_c P_0(e_i | c)}{i - 1 + \alpha_c} \tag{4.2}
\]

where \( e_i \) is an initial tree of type \( c \), and \( n_{e_i} \) is the number of occurrences of \( e_i \) in the previous samples \( e_{<i} = \{e_1, \ldots, e_{i-1}\} \) of the same \( c \) type.

We extend this model by adding specialized DPs for left and right auxiliary trees \( 4 \)

\[
G_c^{\text{right}} \sim \text{DP}(\alpha_c^{\text{right}}, P_0^{\text{right}}(\cdot | c)) \tag{4.3}
\]

Therefore, we have an exchangeable process for generating right auxiliary trees

\[
p(a_j | a_{<j}) = \frac{n_{a_j} + \alpha_c^{\text{right}} P_0^{\text{right}}(a_j | c)}{j - 1 + \alpha_c^{\text{right}}} \tag{4.4}
\]

as for initial trees in TSG.

We must define three distinct base distributions for initial trees, left auxiliary trees, and right auxiliary trees. \( P_0 \) generates an initial tree with root label \( c \) by sampling CFG rules from \( \tilde{P} \) and making a binary decision at every node generated whether to leave it as a frontier node or further expand (with probability \( \beta_c \)) following the treatment of \( \text{[Cohn...} \)

\( 4 \)We use right insertions for illustration; the symmetric analog applies to left insertions.
et al. (2009). Similarly, our $P_0^{\text{right}}$ generates a right auxiliary tree with root label $c$ by first making a binary decision whether to generate an immediate foot or not (with probability $\gamma_c^{\text{right}}$), and then sampling an appropriate CFG rule from $\tilde{P}$. For the right child, we sample an initial tree from $P_0$. For the left child, if a decision to generate an immediate foot was made, we generate a foot node and stop. Otherwise, we recur into $P_0^{\text{right}}$, which generates a right auxiliary tree that becomes the left child. We use the symmetric process for $P_0^{\text{left}}$.

Table 4.1: Initial tree and auxiliary trees used for illustration of the computation of our base distributions.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu$</td>
<td>(SBAR (WHNP who) S)</td>
</tr>
<tr>
<td>$\eta_1$</td>
<td>(NP NP* (PP (IN of) NP))</td>
</tr>
<tr>
<td>$\eta_2$</td>
<td>(NP (NP NP* (PP (IN of) NP)) (SBAR (WHNP who) S))</td>
</tr>
</tbody>
</table>

To illustrate, the initial tree and two right auxiliary trees of Table 4.1 have probabilities defined recursively as follows

$$P_0(\nu) = \beta_{\text{WHNP}} \times (1 - \beta_S) \times \tilde{P}(\text{SBAR} \rightarrow \text{WHNP} S) \times \tilde{P}(\text{WHNP} \rightarrow \text{who})$$

$$P_0^{\text{right}}(\eta_1) = (1 - \gamma_{\text{NP}}^{\text{right}}) \times \beta_{\text{PP}} \times \beta_{\text{IN}} \times (1 - \beta_{\text{NP}}) \times \tilde{P}(\text{NP} \rightarrow \text{NP PP} \mid \text{NP} \rightarrow \text{NP } \_\_) \times \tilde{P}(\text{PP} \rightarrow \text{IN NP}) \times \tilde{P}(\text{IN} \rightarrow \text{of})$$

$$P_0^{\text{right}}(\eta_2) = \gamma_{\text{NP}}^{\text{right}} \times \beta_{\text{SBAR}} \times P_0^{\text{right}}(\eta_1) \times P_0(\nu)$$

We bring together these three sets of processes via a set of insertion parameters $\mu_c^{\text{left}}$, $\mu_c^{\text{right}}$. In any derivation, for every initial tree node labeled $c$ (except for frontier nodes) we

---

5With left (right) auxiliary trees, we are guaranteed that spines are along the right (left) hand side edge of the tree, and the foot node should reside at the right (left) hand side corner, as required by the definition of Schabes and Waters (1995).
determine whether or not there are insertions at this node by sampling a Bernoulli\((\mu^\text{left}_c)\) distributed left insertion variable and a Bernoulli\((\mu^\text{right}_c)\) distributed right insertion variable (as in Equation 2.11 but instead of the node itself we use the label of the node to fight data sparsity). For left auxiliary trees, we treat the nodes that are \textit{not} along the spine of the auxiliary tree the same way we treat initial tree nodes; however, for nodes that are along the spine (including root nodes, excluding foot nodes) we consider only left insertions by sampling the left insertion variable (symmetrically for right insertions).

For all types of nodes, we achieve simultaneous insertion by allowing root insertions to occur at the roots of the inserted auxiliary trees. This means that the number of simultaneous left and right insertions is a Geometric\((\mu^\text{left}_c)\) and Geometric\((\mu^\text{right}_c)\) variable respectively, i.e., two left insertions would have probability \((\mu^\text{left}_c)^2(1 - \mu^\text{left}_c)\).

### 4.1.3 Inference

Given this model, our inference task is to explore potential derivations underlying the data. Since TIG derivations are highly structured objects, a basic sampling strategy based on local node-level moves such as Gibbs sampling \cite{Geman and Geman,1984} would not hold much promise. Following previous work, we design a blocked Metropolis-Hastings sampler that samples derivations per entire parse trees all at once in a joint fashion \cite{Cohn and Blunsom,2010,Shindo et al.,2011}. This is achieved by proposing derivations from an approximating distribution and stochastically correcting via accept/reject to achieve convergence into the correct posterior \cite{Johnson et al.,2007}. Our approximating distribution is a CFG that approximates the infinite TIG implied by the current state of the DP model, which is discussed next.
4.1.4 Grammar transform

Since our base distributions factorize over levels of tree, CFG is the most convenient choice for a proposal distribution. Fortunately, [Schabes and Waters (1995)] provide an (exact) transformation from a fully general TIG into a TSG that generates the same string languages. It is then straightforward to represent this TSG as a CFG using the Goodman transform [Goodman, 2002; Cohn and Blunsom, 2010]. During sampling, these transformations can be used to represent the finite number of elementary trees previously sampled. The infinite part of the posterior stems from having the infinite base distributions, which we represent by augmenting the transformed CFG with additional rules that represent these sampling options. This way, the proposal distribution has exactly the same support as the full posterior. Figure 4.3 lists the additional CFG productions we have designed, as well as the rules used that trigger them. This overall transformation, although infinite, is still inexact as it disregards the potential increments to the number of occurrences of elementary trees within the derivation of a single tree (in Equations 4.2 and 4.4), which necessitates the Metropolis-Hastings step. See [Cohn and Blunsom (2010)] for more details.
Figure 4.2: **TIG-TSG transform:** (a) and (b) illustrate transformed TSG derivations for two different TIG derivations of the same parse tree structure. The TIG nodes where we illustrate the transformation are in bold. (We suppress the rest of the transformational nodes.) TIG-TSG transform introduces for initial trees a left and a right insertion node (e.g., NP_L, NP_R in the figure) both of which can be expanded via TSG rules to support insertions or can expand directly into the empty string (no insertion). Whereas for nodes along the spines of auxiliary trees, TIG-TSG transform introduces a single left (right) insertion node for left (right) auxiliary trees (e.g., NP_R for the PP auxiliary tree) which can expand in a similar fashion. In the transformed TSG, foot nodes produce only empty strings. Note that we simulate simultaneous insertion via root adjunction between auxiliary trees (the SBAR auxiliary tree being inserted into the root of the PP auxiliary tree).
Table 4.2: Transformation CFG rules that represent infinite base distributions. $P_0$ is taken from Cohn and Blunsom (2010). Underscored labels (such as $NP_{\text{right}}$ as opposed to $NP_{\text{right}}$) are used to differentiate the pre-insertion nodes in Figure 4.2 from the post-insertion ones. $n_{\text{NP}}^{\text{init}}$ and $n_{\text{NP}}^{\text{right}}$ denote the number of initial and right auxiliary trees of NP type, respectively. $P_0^{\text{left}}$ rules are omitted for brevity and mirror the $P_0^{\text{right}}$ rules above.

<table>
<thead>
<tr>
<th>CFG rule</th>
<th>CFG probability</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base distribution: $P_0$</strong></td>
<td></td>
</tr>
<tr>
<td>$NP \rightarrow NP$</td>
<td>$\alpha_c / (n_{\text{NP}}^{\text{init}} + \alpha_c)$</td>
</tr>
<tr>
<td>$NP \rightarrow NP_{L} _NP NP_{R}$</td>
<td>1.0</td>
</tr>
<tr>
<td>$_NP \rightarrow DT _NN$</td>
<td>$\tilde{P}(NP \rightarrow DT _NN) \times (1 - \beta_{DT}) \times (1 - \beta_{NN})$</td>
</tr>
<tr>
<td>$_NP \rightarrow DT _NN$</td>
<td>$\tilde{P}(NP \rightarrow DT _NN) \times \beta_{DT} \times (1 - \beta_{NN})$</td>
</tr>
<tr>
<td>$_NP \rightarrow DT _NN$</td>
<td>$\tilde{P}(NP \rightarrow DT _NN) \times (1 - \beta_{DT}) \times \beta_{NN}$</td>
</tr>
<tr>
<td>$_NP \rightarrow DT _NN$</td>
<td>$\tilde{P}(NP \rightarrow DT _NN) \times \beta_{DT} \times (1 - \beta_{NN})$</td>
</tr>
<tr>
<td><strong>Base distribution: $P_0^{\text{right}}$</strong></td>
<td></td>
</tr>
<tr>
<td>$NP_{R} \rightarrow NP_{\text{right}}$</td>
<td>$\mu_{NP}^{\text{right}} \times \left( \alpha_c^{\text{right}} / (n_{\text{NP}}^{\text{right}} + \alpha_c^{\text{right}}) \right)$</td>
</tr>
<tr>
<td>$NP_{R} \rightarrow \epsilon$</td>
<td>$1 - \mu_{NP}^{\text{right}}$</td>
</tr>
<tr>
<td>$NP_{\text{right}} \rightarrow NP_{\text{right}} _NP_{R}$</td>
<td>1.0</td>
</tr>
<tr>
<td>$_NP_{\text{right}} \rightarrow NP_{\text{right}} _NP_{R}$</td>
<td>$\tilde{P}(NP \rightarrow NP_{\text{right}} _NP \rightarrow _NP_{R} \ _NP \rightarrow _NP_{R} _NP_{R}) \times (1 - \gamma_{NP}^{\text{right}}) \times (1 - \beta_{SBAR})$</td>
</tr>
<tr>
<td>$_NP_{\text{right}} \rightarrow NP_{\text{right}} _NP_{R}$</td>
<td>$\tilde{P}(NP \rightarrow NP_{\text{right}} _NP \rightarrow _NP_{R} \ <em>NP \rightarrow _NP</em>{R} _NP_{R}) \times (1 - \gamma_{NP}^{\text{right}}) \times \beta_{SBAR}$</td>
</tr>
<tr>
<td>$_NP_{\text{right}} \rightarrow NP_{\text{right}} _NP_{R}$</td>
<td>$\tilde{P}(NP \rightarrow NP_{\text{right}} _NP \rightarrow _NP_{R} \ <em>NP \rightarrow _NP</em>{R} _NP_{R}) \times \gamma_{NP}^{\text{right}} \times (1 - \beta_{SBAR})$</td>
</tr>
<tr>
<td>$_NP_{\text{right}} \rightarrow NP_{\text{right}} _NP_{R}$</td>
<td>$\tilde{P}(NP \rightarrow NP_{\text{right}} _NP \rightarrow _NP_{R} \ <em>NP \rightarrow _NP</em>{R} _NP_{R}) \times \gamma_{NP}^{\text{right}} \times \beta_{SBAR}$</td>
</tr>
</tbody>
</table>
We use a variation of the TIG-TSG transform that is slightly different from the one proposed by Schabes and Waters (1995). Instead of having an explicit simultaneous insertion mechanism and disallowing insertions at the roots of auxiliary trees, we keep the auxiliary tree root insertions and use those to simulate simultaneous insertion. This decision does not make a difference in our probabilistic model since insertion probabilities are normalized not per grammar node but per nonterminal; meanwhile, it helps us avoid the bookkeeping of distinguishing between roots of auxiliary trees and the other nodes along the spine which is more convenient in sampling. Figure 4.2 illustrates our TIG-TSG transform.

Prior work by Shindo et al. (2011) used a different CFG transform. Unfortunately, in trying to map newly formed CFG categories to real tree-spans, they inflate their CFG by redundantly forming a new label for every [auxiliary tree / foot subtree] pair. The transformation that we use factors out the insertions outside the elementary trees, thus producing a leaner representation and reducing the grammar constant.\footnote{If \( N_{\text{aux}} \) is the number of unique subtrees in the set of auxiliary trees and \( N_{\text{init}} \) is the number of unique subtrees in the set of initial trees, the size of our representation scales as \( O(N_{\text{aux}} + N_{\text{init}}) \) whereas they create \( O(N_{\text{aux}} \cdot N_{\text{init}}) \) labels.} Our only disadvantage is that inside-outside computation during sampling no longer scales linearly in the size of the parse tree, since we must also entertain spans of insertion (spans dominated by potential [root / foot] pairs). However in practice these spans are constrained by the parse tree (especially since all nodes along any spine must be of the same label) significantly reducing our computational burden.
Proof of concept

As a proof of concept toy experiment, we list a few sentences with structures of the form in Figure 4.4 and compare grammars obtained by TSG and TIG. Given the following small corpus,

“The president said.
The president of NP said.
The president, who S, said.
The president of NP, who S, said.”

our TIG sampler converges in 1000 iterations on the desirable grammar:
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If we constrain it so that it cannot use simultaneous insertion and can only support auxiliary trees of depth 1, TIG has to learn an extra specialized initial tree:

Whereas TSG, in order to model this phenomenon via substitutions, has to break the background initial tree at its NP label into two, thus introducing an unnecessary independence assumption (between “the president” and “said”), and converges on the following solution.
4.1.5 Evaluation

We use the standard Penn treebank methodology of training on sections 2–21 and testing on section 23. All our data is head-binarized and words occurring only once are mapped into unknown categories of the Berkeley parser. As has become standard, we carried out a small treebank experiment where we train on section 2, and a large one where we train on the full training set. All hyperparameters are resampled under appropriate vague Gamma and Beta priors. All reported numbers are averages over three runs. Parsing results are based on the maximum probability parse, which was obtained by sampling derivations under the transformed CFG.

Table 4.3: EVALB results after training on section 2 and testing on section 23. Note that TIG finds a compact yet rich representation. Elementary tree counts are based on ones with count greater than 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>FMeasure</th>
<th># Initial Trees</th>
<th># Auxiliary Trees (# Left)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSG</td>
<td>77.51</td>
<td>6.2K</td>
<td>-</td>
</tr>
<tr>
<td>TIG&lt;sub&gt;0&lt;/sub&gt;</td>
<td>78.46</td>
<td>6.0K</td>
<td>251 (137)</td>
</tr>
<tr>
<td>TIG</td>
<td>78.62</td>
<td>5.6K</td>
<td>604 (334)</td>
</tr>
</tbody>
</table>

We compare our system (referred to as TIG) to our implementation of the TSG sys-
tem of Cohn and Blunsom (2010) (referred to as TSG) and the constrained TIG variant of Shindo et al. (2011) (referred to as TIG\(_0\)). The upshot of our experiments is that, while on the large training set all models have similar performance (85.6, 85.3, 85.4 for TSG, TIG\(_0\) and TIG respectively), on the small dataset insertion helps the nonparametric model to find more compact and generalizable representations for the data, which affects parsing performance (Table 4.2). Although TIG\(_0\) has performance close to TIG, note that TIG achieves this performance using a more succinct representation and extracting a much richer set of auxiliary trees. As a result, TIG finds many chances to apply insertions to test sentences, whereas TIG\(_0\) depends mostly on TSG rules. If we look at the most likely derivations for the test data, TIG\(_0\) assigns 663 insertions (351 left insertions) in the parsing of entire section 23, meanwhile TIG assigns 3924 (2100 left insertions). Examples of these linguistically sophisticated auxiliary trees that apply to test data are listed in Figure 4.5.
Figure 4.4: Example left auxiliary trees that occur in the top derivations for section 23. Simultaneous insertions occur most frequently for the labels VP (85 times), NNS (21 times), NNP (14 times).

Comparing the induced grammars between TIG and TSG, we find that our initial claim of gaining reuse through adjunction holds up. Figure 4.6 shows the additional counts for an elementary tree structure gained by using TIG’s adjunction to strip away adverbial modifiers and punctuation.

### 4.1.6 Discussion

We described a Bayesian nonparametric inference scheme for extracting and estimating TIG grammars, and showed the power of TIG formalism over TSG for returning rich, generalizable, yet compact representations of data. The nonparametric inference scheme
Figure 4.5: TIG finds this large elementary tree structure describing a sentence 314 times, whereas TSG can find only 242. This is due to the ability of TIG to collapse elementary tree counts by stripping away modifiers. The auxiliary trees and their counts of adjunction in the training data are shown.

presents a principled way of addressing the difficult model selection problem with TIG which has been prohibitive in this area of research. TIG still remains within context-free and both our sampling and parsing techniques are highly scalable.

Next, we will consider moving up another layer of sophistication in the hierarchy of grammars and applying the same Bayesian nonparametric grammar induction machinery to unconstrained TAG. We will tackle the complexity challenge and come up with efficient solutions for parsing.

4.2 Inference and cubic-time parsing for tree-adjoining grammars

We present a Bayesian nonparametric model for estimating a probabilistic TAG from a parsed corpus, along with approximation transformations for TAG that allow efficient pars-
ing. In line with our TIG experiments of the previous section, our TAG work shows performance improvements on the Penn Treebank and finds more compact yet linguistically rich representations of the data, but more importantly provides techniques in grammar transformation and statistical inference that make practical the use of TAG, thereby enabling further experimentation along these lines.

4.2.1 Introduction

As discussed earlier in Section 2.2, TAG’s expressivity comes at the cost of greatly increased complexity. Parsing complexity for unconstrained TAG scales as $O(n^6)$, impractical as compared to CFG and TSG’s $O(n^3)$. In addition, the model selection problem for TAG is significantly more complicated than for TSG since one must reason about many more combinatorial options with two types of derivation operators. This has led researchers to resort to manual or heuristic techniques; a solution has not been put forward by which a model maximizes a principled probabilistic objective.

We have seen in Section 2.3.2 that nonparametric grammar induction holds promise for solving complex model selection problems in an efficient and principled manner. Cohn and Blunsom (2010) argued that under highly expressive grammars such as TSGs where exponentially many derivations may be hypothesized of the data, the local Gibbs sampling approach is insufficient for effective inference and global blocked sampling strategies will be necessary. Due to the combinatorial nature of the grammar formalism at hand, a globally optimal solution may only be reached via a number of suboptimal local decisions, hurting mixing capabilities of inference. For TAG, this problem is only more severe due to its mild context-sensitivity and even richer combinatorial nature. Therefore in previous work,
Shindo et al. (2011) and ourselves in Section 4.1 used TIG as a kind of expressive compromise between TSG and TAG, as a substrate on which to build nonparametric inference. However TIG has the constraint of disallowing wrapping adjunction (coordination between material that falls to the left and right of the point of adjunction, such as parentheticals and quotations) as well as left adjunction along the spine of a right auxiliary tree and vice versa.

In this work we formulate a blocked sampling strategy for TAG that is effective and efficient, and prove its superiority against the local Gibbs sampling approach. We show via nonparametric inference that TAG, which contains TSG and TIG as a subset, is a better model for treebank data than both, not only in terms of improved parsing performance but also in terms of providing compact representations by using the adjunction (and particularly wrapping adjunction) operation and therefore being able to support more appropriate parametrizations. Additionally, we explain how our parameter refinement scheme for TAG allows for cubic-time parsing, which is just as efficient as TSG and TIG parsing.

### 4.2.2 Probabilistic model

Similar to our TIG model in Section 4.1.2, the TAG probabilistic model extends that of the TSG model of Cohn et al. (2009). However, instead of modeling independent sets of DPs for left and right auxiliary trees of every nonterminal type, we have a single set of DPs for auxiliary trees of all kinds (left, right and wrapping)

\[ G^\text{aux}_c \sim \text{DP}(\alpha^\text{aux}_c, P^\text{aux}_0(\cdot \mid c)) \]
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in addition to the DPs for initial trees given in Equation 4.1. Therefore the same exchange-
ability properties (Equations 4.2 and 4.4) apply to our TAG model

\[ p(a_j | a < j) = \frac{n_{c,a_j} + \alpha_{c}^{aux} P_{0}^{aux}(a_j | c)}{j - 1 + \alpha_{c}^{aux}} \]  (4.5)

We define base distributions \( P_{0} \) and \( P_{0}^{aux} \) for initial and auxiliary trees, respectively. \( P_{0} \) copies our treatment in Section 4.1.2. \( P_{0}^{aux} \) generates an auxiliary tree with root label \( c \) by sampling a rule from pre-estimated CFG \( \tilde{P} \), flipping an unbiased coin to decide the direction of the spine (if more than a unique child was generated), making a binary decision at the spine whether to leave it as a foot node or further expand (with probability \( \gamma_{c} \)), and recurring into \( P_{0} \) or \( P_{0}^{aux} \) appropriately for the off-spine and spinal children respectively.

To illustrate, the elementary trees in Table 4.1 have probabilities defined recursively as follows

\[
P_{0}(\nu) = \beta_{WHNP} \times (1 - \beta_{S}) \times \tilde{P}(SBAR \rightarrow WHNP S) \times \tilde{P}(WHNP \rightarrow who)
\]

\[
P_{0}^{aux}(\eta_1) = (1 - \gamma_{NP}^{aux}) \times \beta_{PP} \times \beta_{IN} \times (1 - \beta_{NP}) \times \tilde{P}(NP \rightarrow NP PP) \times 0.5
\]

\[
\quad \times \tilde{P}(PP \rightarrow IN NP) \times \tilde{P}(IN \rightarrow of)
\]

\[
P_{0}^{aux}(\eta_2) = \gamma_{NP}^{aux} \times \beta_{SBAR} \times P_{0}^{aux}(\eta_1) \times P_{0}(\nu) \times \tilde{P}(NP \rightarrow NP SBAR) \times 0.5
\]

In any derivation for every node labeled \( c \) that is not a frontier node or the root or foot node of an auxiliary tree, we determine the number (perhaps zero) of simultaneous adjunctions (Schabes and Shieber, 1994) by sampling a Geometric(\( \mu_{c} \)) variable; thus \( k \) simultaneous adjunctions would have probability \( (\mu_{c})^{k}(1 - \mu_{c}) \). Since we already provide

\footnote{This base distribution does not enforce matching root-foot labels. The main point of the base-distribution is to favor small elementary trees; therefore, we do not dwell over this issue and maintain this constraint during sampling.}
simultaneous adjunction we disallow adjunction at the root of auxiliary trees. Under our current parametrization scheme ($\mu_c$ where $c$ is merely a nonterminal label) supporting both operations would lead to spurious ambiguity due to assigning probability to distinct derivations that yield identical trees.

### 4.2.3 Inference

Given this model, our inference task is to explore posterior derivations underlying the data. Since TAG derivations are highly structured objects (even more so than TIG derivations), a basic sampling strategy based on local moves such as Gibbs sampling would not hold much promise. Following Cohn and Blunsom (2010), we design a blocked Metropolis-Hastings sampler that samples derivations for entire parse trees all at once in a joint fashion. We use a Goodman-transformed TAG as our proposal distribution (Goodman, 2002) that incorporates additional CFG rules to account for the possibility of backing off to the infinite base distribution $P^\text{aux}_0$, and use the parsing algorithm described by Shieber et al. (1995) for computing inside probabilities under this TAG model. This distribution represents the infinite TAG implied by the current cache of the sampler where counts from the current parse tree are removed, and only approximates the true posterior process as it disregards increments to counts caused by the reuse of elementary trees in one derivation. We account for the use of this approximation by making a Metropolis-Hastings accept/reject decision for every sampled derivation (see introduction in Section 2.1.5).

The algorithm is illustrated in Table 4.3 along with Figure 4.7. Inside probabilities are computed in a bottom-up fashion and a TAG derivation is sampled top-down (Johnson et al. 2007). The sampler visits every node of the tree in post-order ($O(n)$ operations, $n$
being the number of nodes), visits every node below it as a potential foot (another $O(n)$ operations), visits every mid-node in the path between the original node and the potential foot (if spine-adjunction is allowed) ($O(\log n)$ operations), and forms the appropriate chart items. The complexity is $O(n^2 \log n)$ if spine-adjunction is allowed, $O(n^2)$ otherwise.

Figure 4.6: Example used for illustrating blocked sampling with TAG. On the left hand side we have a partial training tree where we highlight the particular nodes (with node labels 0, 1, 2, 3, 4) that the sampling algorithm traverses in post-order. On the right hand side is the TAG grammar fragment that is used to parse these particular nodes: one initial tree and two wrapping auxiliary trees where one adjoins into the spine of the other for full generality of our illustration. Grammar nodes are labeled with their Goodman indices (letters $i, j, k, l, m$). Greek letters $\alpha, \beta, \gamma, \delta$ denote entire subtrees. We assume that a subtree in an auxiliary tree (e.g., $\alpha$) parses the same subtree in a training tree.

### 4.2.4 Parameter refinement

During inference, adjunction probabilities are treated simplistically to facilitate convergence. Only two parameters guide adjunction: $\mu_c$, the probability of adjunction; and $p(a_j | a_{<j}, c)$, the probability of the particular auxiliary tree being adjoined given that there is an adjunction (see Equation [4.5]). In all of this treatment, the context of an adjunction (denoted as $c$) is the nonterminal label such as S or NP. This is simpler than the usual treat-
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Table 4.4: Computation of inside probabilities for TAG sampling. We create two types of chart items: (1) **per-node**, e.g., \( N_i[^4] \) denoting the probability of starting at an initial subtree that has Goodman index \( i \) and generating the subtree rooted at node \( v \), and (2) **per-path**, e.g., \( N_j[^{v-\eta}] \) denoting the probability of starting at an auxiliary subtree that has Goodman index \( j \) and generating the subtree rooted at \( v \) minus the subtree rooted at \( \eta \). Above, \( c \) denotes the context of adjunction, which is the nonterminal label of the node of adjunction (here, \( N \)), \( \mu_c \) is the probability of adjunction, \( n_{c,a} \) is the count of the auxiliary tree \( a \), and \( n_c = \sum_a n_{c,a} \) is total number of adjunctions at context \( c \). The function \( \pi(\cdot) \) retrieves the inside probability corresponding to an item.

<table>
<thead>
<tr>
<th>Chart item</th>
<th>Why made?</th>
<th>Inside probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_i[^4] )</td>
<td>By assumption.</td>
<td>–</td>
</tr>
<tr>
<td>( N_k[^{3-4}] )</td>
<td>( N_i[^4] ) and ( \beta )</td>
<td>((1 - \mu_c) \times \pi(\beta))</td>
</tr>
<tr>
<td>( N_m[^{2-3}] )</td>
<td>( N_i[^3] ) and ( \delta )</td>
<td>((1 - \mu_c) \times \pi(\delta))</td>
</tr>
<tr>
<td>( N_i[^{1-3}] )</td>
<td>( \gamma ) and ( N_m[^{2-3}] )</td>
<td>((1 - \mu_c) \times \pi(\gamma) \times \pi(N_m[^{2-3}]))</td>
</tr>
<tr>
<td>( N_{aux}[^1-3] )</td>
<td>( N_i[^{1-3}] )</td>
<td>( n_{c,aux}/(n_c + \alpha_c^{aux}) \times \pi(N_i[^{1-3}]))</td>
</tr>
<tr>
<td>( N_k[^{1-4}] )</td>
<td>( N_{aux}[^1-3] ) and ( N_k[^{3-4}] )</td>
<td>( \mu_c \times \pi(N_{aux}[^1-3]) \times \pi(N_k[^{3-4}]))</td>
</tr>
<tr>
<td>( N_j[^{0-4}] )</td>
<td>( \alpha ) and ( N_k[^{1-4}] )</td>
<td>((1 - \mu_c) \times \pi(\alpha) \times \pi(N_k[^{1-4}]))</td>
</tr>
<tr>
<td>( N_{aux}[^0-4] )</td>
<td>( N_j[^{0-4}] )</td>
<td>( n_{c,aux}/(n_c + \alpha_c^{aux}) \times \pi(N_j[^{0-4}]))</td>
</tr>
<tr>
<td>( N_i[^0] )</td>
<td>( N_{aux}[^0-4] ) and ( N_i[^4] )</td>
<td>( \mu_c \times \pi(N_{aux}[^0-4]) \times \pi(N_i[^4]))</td>
</tr>
</tbody>
</table>

We choose the former treatment for simplicity since using the latter form necessitates using hierarchical DP models as opposed to simple and flat DP models under which convergence is typically achieved more easily. However it is possible to experiment with further refinement schemes at parsing time. Once the sampler converges on a grammar, we can re-estimate its adjunction probabilities. Using the well-known \( O(n^6) \) TAG parsing algorithm [Shieber et al., 1995].
we experimented with various refinement schemes — ranging from full node identifiers, to Goodman index identifiers of the subtree below the adjunction (Hwa, 1998), to simple nonterminal labels — and found that using Goodman index identifiers as $c$ is the best performing option. Interestingly, this particular refinement scheme also allows for fast cubic-time parsing, which we achieve by approximating the TAG by a TSG with little loss of coverage (no loss of coverage under special conditions that we find are often satisfied) and negligible increase in grammar size, as discussed in the next section.

### 4.2.5 Cubic-time parsing

MCMC training results in a list of sufficient statistics of the final derivation that the TAG sampler converges upon after a number of iterations. Basically, these are the list of initial and auxiliary trees, their cumulative counts over the training data, and their adjunction statistics. An adjunction statistic is listed as follows. If $\alpha$ is any elementary tree, and $\beta$ is an auxiliary tree that adjoins $n$ times at node $\nu$ of $\alpha$ that is uniquely reachable at path $p$, we write “$\alpha \xleftarrow{p} \beta$ (n times)”. We denote $\nu$ alternatively as $\alpha[p]$.

Now imagine that we end up with a small grammar that consists of one initial tree $\alpha$ and two auxiliary trees $\beta$ and $\gamma$, and the following adjunctions occurring between them

\[
\alpha \xleftarrow{p} \beta \text{ (n times)} \\
\alpha \xleftarrow{p} \gamma \text{ (m times)} \\
\beta \xleftarrow{q} \gamma \text{ (k times)}
\]

as shown in Figure 4.8. Assume that $\alpha$ itself occurs $l > n + m$ times in total so that there is nonzero probability of no adjunction anywhere within $\alpha$. Also assume that the node uniquely identified by $\alpha[p]$ has Goodman index $i$, which we denote as $i = G(\alpha[p])$.  
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The general idea of this TAG-TSG approximation is that, for any auxiliary tree that adjoins at a node \( \nu \) with Goodman index \( i \), we create an initial tree out of it where the root and foot nodes of the auxiliary tree are both replaced by \( i \). Further, we split the subtree rooted at \( \nu \) from its parent and rename the substitution site that is newly created at \( \nu \) as \( i \) as well. (See Figure 4.8.) We can separate the foot subtree from the rest of the initial tree since it is completely remembered by any adjoined auxiliary trees due to the nature of our refinement scheme. However this method fails for adjunctions that occur at spinal nodes of auxiliary trees that have foot nodes below them since we would not know in which order to do the initial tree creation. However when the spine-adjunction relation is amenable to a topological sort (as is the case in Figure 4.8), we can apply the method by going in this order and doing some extra bookkeeping: updating the list of Goodman indices and re-directing adjunctions as we go along. When there is no such topological sort, we can approximate the TAG by heuristically dropping low-frequency adjunctions that introduce cycles.\(^8\)

The algorithm is illustrated in Figure 4.8. In (1) we see the original TAG grammar and its adjunctions (\( n, m, k \) are adjunction counts). Note that the adjunction relation has a topological sort of \( \alpha, \beta, \gamma \). We process auxiliary trees in this order and iteratively remove their adjunctions by creating specialized initial tree duplicates. In (2) we first visit \( \beta \), which has adjunctions into \( \alpha \) at the node denoted \( \alpha[p] \) where \( p \) is the unique path from the root to this node. We retrieve the Goodman index of this node \( i = G(\alpha[p]) \), split the

\[^8\]We found that, on average, about half of our grammars have a topological sort of their spine-adjunctions. (On average fewer than 100 spine adjunctions even exist.) When no such sort exists, only a few low-frequency adjunctions have to be removed to eliminate cycles.
Figure 4.7: TAG to TSG transformation algorithm. By removing adjunctions in the correct order we end up with a larger yet adjunction-free TSG.

subtree rooted at this node as a new initial tree $\alpha$, relabel its root as $i$, and rename the newly-created substitution site at $\alpha[p]$ as $i$. Since $\beta$ has only this adjunction, we replace it with initial tree version $\beta_i$ where root/foot labels of $\beta$ are replaced with $i$ (alternatively create new branches that extend from the root/foot), and update all adjunctions into $\beta$ as being into $\beta_i$. In (3) we visit $\gamma$ which now has adjunctions into $\alpha$ and $\beta_i$. For the $\alpha[p]$ adjunction we create $\gamma_i$ the same way we created $\beta_i$ but this time we cannot remove $\gamma$ as it still has an adjunction into $\beta_i$. We retrieve the Goodman index of the node of adjunction $j = G(\beta_i[q])$, split the subtree rooted at this node as new initial tree $\beta_{ij}$, relabel its root as $j$, and rename the newly-created substitution site at $\beta_i[q]$ as $j$. Since $\gamma$ now has only this adjunction left, we remove it by also creating initial tree version $\gamma_j$ where root/foot labels of $\gamma$ are replaced with $j$. At this point we have an adjunction-free TSG with elementary trees (and counts) $\alpha(l), \alpha_i(l), \beta_i(n), \beta_{ij}(n), \gamma(m), \gamma_j(k)$ where $l$ is the count of initial tree $\alpha$. These counts, when they are normalized, lead to the appropriate adjunction probability.

\[9\text{If } \beta \text{ adjoined into multiple initial trees, multiple copies of } \beta \text{ would be necessary, one for each Goodman index of the adjunction site in an elementary tree into which } \beta \text{ adjoins. The duplication is exemplified in the discussion of } \gamma \text{ next.}\]
refinement scheme of \( \mu_c \times p(a_j \mid a_{<j}, c) \) where \( c \) is the Goodman index.

Although this algorithm increases grammar size, the sparsity of the nonparametric solution ensures that the increase is almost negligible: on average the final Goodman-transformed CFG has 173.9K rules for TSG, 189.2K for TAG. Figure 4.9 demonstrates the comparable Viterbi parsing times for TSG and TAG.

Figure 4.8: Nonparametric TAG (blue) parsing is efficient and incurs only a small increase in parsing time compared to nonparametric TSG (red).

### 4.2.6 Evaluation

We use the standard Penn treebank methodology of training on sections 2–21 and testing on section 23. All our data is head-binarized, and words occurring only once are mapped into unknown categories of the Berkeley parser. All hyperparameters are resampled under appropriate vague Gamma and Beta priors. Samplers are run 1000 iterations
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Each: all reported numbers are averages over five runs. For simplicity, parsing results are based on the maximum probability derivation (Viterbi algorithm).

In Table 4.4, we compare TAG inference schemes and TSG. TAG\textsubscript{Gibbs} operates by locally adding/removing potential adjunctions, similar to the TSG sampler of Cohn et al. (2009). TAG\textsuperscript{'} is the $O(n^2)$ algorithm that disallows spine adjunction. We see that TAG\textsuperscript{'} has the best parsing performance, while TAG provides the most compact representation.

Table 4.5: EVALB results. Note that the Gibbs sampler for TAG has poor performance and provides no grammar compaction due to its lack of convergence.

<table>
<thead>
<tr>
<th>model</th>
<th>F measure</th>
<th># initial trees</th>
<th># auxiliary trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSG</td>
<td>84.15</td>
<td>69.5K</td>
<td>-</td>
</tr>
<tr>
<td>TAG\textsubscript{Gibbs}</td>
<td>82.47</td>
<td>69.9K</td>
<td>1.7K</td>
</tr>
<tr>
<td>TAG\textsuperscript{'}</td>
<td>84.87</td>
<td>66.4K</td>
<td>1.5K</td>
</tr>
<tr>
<td>TAG</td>
<td>84.82</td>
<td>66.4K</td>
<td>1.4K</td>
</tr>
</tbody>
</table>

4.2.7 Discussion

We described a Bayesian nonparametric inference scheme for estimating TAG grammars and showed the power of TAG formalism over TSG for returning rich, generalizable, yet compact representations of data. The nonparametric inference scheme presents a principled way of addressing the difficult model selection problem with TAG, which has been prohibitive in this area of research. Our sampler has near quadratic-time efficiency, and our heuristic parsing approach remains context-free allowing for fast cubic-time parsing, so that our overall parsing framework is highly scalable; therefore, it would be feasible
to perform grammar induction on a larger scale. In the next chapter, we address the very question of using these induction techniques to discover complex grammatical structure in web-data.
Table 4.6: Grammar analysis for an estimated TAG, categorized by label. Only those having more than 100 adjunctions are shown, binarization variables are denoted with overline. A total number of 98 wrapping adjunctions (9 unique wrapping trees) and 118 spine adjunctions occur.

<table>
<thead>
<tr>
<th>label</th>
<th>#adjunctions (spine)</th>
<th>average depth</th>
<th>#lexicalized trees</th>
<th>#left trees</th>
<th>#right trees</th>
<th>#wrapping trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>VP</td>
<td>4532 (23)</td>
<td>1.06</td>
<td>45</td>
<td>22</td>
<td>65</td>
<td>0</td>
</tr>
<tr>
<td>NP</td>
<td>2891 (46)</td>
<td>1.71</td>
<td>68</td>
<td>94</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>NN</td>
<td>2160 (3)</td>
<td>1.08</td>
<td>85</td>
<td>16</td>
<td>110</td>
<td>0</td>
</tr>
<tr>
<td>NNP</td>
<td>1478 (2)</td>
<td>1.12</td>
<td>90</td>
<td>19</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td>NNS</td>
<td>1217 (1)</td>
<td>1.10</td>
<td>43</td>
<td>9</td>
<td>60</td>
<td>0</td>
</tr>
<tr>
<td>VBN</td>
<td>1121 (1)</td>
<td>1.05</td>
<td>6</td>
<td>18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>VB</td>
<td>976 (0)</td>
<td>1.0</td>
<td>16</td>
<td>25</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NP</td>
<td>937 (0)</td>
<td>3.0</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>VB</td>
<td>870 (0)</td>
<td>1.02</td>
<td>14</td>
<td>31</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>S</td>
<td>823 (11)</td>
<td>1.48</td>
<td>42</td>
<td>36</td>
<td>35</td>
<td>3</td>
</tr>
<tr>
<td>VP</td>
<td>803 (17)</td>
<td>1.42</td>
<td>29</td>
<td>37</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>VBZ</td>
<td>764 (0)</td>
<td>1.10</td>
<td>16</td>
<td>28</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>VBP</td>
<td>685 (0)</td>
<td>1.0</td>
<td>13</td>
<td>22</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>VBG</td>
<td>554 (0)</td>
<td>1.0</td>
<td>5</td>
<td>12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IN</td>
<td>315 (0)</td>
<td>1.0</td>
<td>9</td>
<td>12</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>VP</td>
<td>307 (0)</td>
<td>2.0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>MD</td>
<td>306 (0)</td>
<td>1.0</td>
<td>9</td>
<td>17</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>POS</td>
<td>239 (2)</td>
<td>1.23</td>
<td>30</td>
<td>0</td>
<td>42</td>
<td>0</td>
</tr>
<tr>
<td>IN</td>
<td>210 (0)</td>
<td>1.1</td>
<td>14</td>
<td>11</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>IN</td>
<td>169 (0)</td>
<td>1.08</td>
<td>10</td>
<td>9</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>IN</td>
<td>127 (0)</td>
<td>1.0</td>
<td>24</td>
<td>24</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>VP</td>
<td>126 (0)</td>
<td>1.19</td>
<td>19</td>
<td>16</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>CD</td>
<td>108 (0)</td>
<td>1.15</td>
<td>10</td>
<td>3</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>RB</td>
<td>102 (0)</td>
<td>1.0</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

| total  | 23320 (118) | 1.25 | 824 | 743 | 683 | 9 |
Chapter 5

Nonparametric Solutions and Web Data

We have seen how the nonparametric Bayesian grammar induction framework can provide a solution to the complex joint problem of model selection and estimation for grammar formalisms with rich linguistic structure, namely TIG and TAG. In this chapter we will look at the effectiveness of this framework by testing it in the real application domain of extractive sentence compression and in web-scale data settings.

Firstly, we extend the nonparametric Bayesian TSG model of Cohn et al. (2009) to the synchronous setting (similar to Section 3.1) where each elementary tree pair is composed of a source and a target elementary tree, forming a synchronous TSG (STSG). Using the familiar rich-gets-richer dynamics of Dirichlet Processes, one can extract many interpretable compression patterns that have high frequencies and therefore generalize well to testing examples, once again solving the model selection and estimation problems all at once. We

\[1\]

We choose to extend TSG instead of TIG (or TAG) for the sake of simplicity, as TSGs can also capture a variety of linguistic phenomena themselves. However our arguments have straightforward parallels for the higher grammar formalisms of TIG and TAG as well.
demonstrate this by comparing our Bayesian STSG to heuristically extracted and parametrically trained STSG baselines on a small hand-curated sentence compression corpus. Our experiments not only prove the superior performance of the Bayesian approach, but also highlight the benefits of solving the model selection problem via principled, non-heuristic means.

Secondly, we test the Bayesian STSG model on the web-scale sentence compression corpus that we obtained from Wikipedia in Section 3.1 in order to support the claim that the model selection benefits will truly shine in larger data set domains. Since the model selection process rests on re-use of patterns, larger data sets will allow us to induce compact yet informed grammars that provide good performance and rich linguistic analyses. Our experiments show that, similar to our result in Section 3.1, our Bayesian model trained on Wikipedia compressions has state-of-the-art performance even in out-of-domain settings. However, the benefit of the current model is that its linguistic sophistication is adaptive and determined via data-driven model selection as opposed to blind lexicalization. This provides not only interpretable but also compact grammar representations.

### 5.1 Bayesian synchronous tree-substitution grammar induction and its application to sentence compression

Given an aligned corpus of tree pairs, we might want to learn a mapping between the paired trees. Such induction of tree mappings has application in a variety of NLP tasks that...
are based on parallel text, including machine translation, paraphrase, and sentence compression. The induced tree mappings can be expressed by synchronous grammars. Where the tree pairs are isomorphic, synchronous context-free grammars (SCFG) may suffice, but in general, non-isomorphism can make the problem of rule extraction difficult (Galley and McKeown, 2007). More expressive formalisms such as synchronous tree-substitution (Eisner, 2003) or tree-adjoining grammars may better capture the pairings.

In this work, we explore techniques for inducing synchronous tree-substitution grammars (STSG) using as a test-bed application sentence compression – the task of summarizing a sentence while retaining most of the informational content and remaining grammatical (Jing, 2000). An example sentence pair is the following:

- Like FaceLift, much of ATM’s screen performance depends on the underlying application.
- ATM’s screen performance depends on the underlying application.

where the underlined words were deleted.

Learning an STSG from aligned trees is tantamount to determining a segmentation of the trees into elementary trees of the grammar along with an alignment of the elementary trees (see Figure 5.1 for an example of such a segmentation), followed by estimation of the weights for the extracted tree pairs. These elementary tree pairs serve as the rules of the extracted grammar. For SCFG, segmentation is trivial — each parent with its immediate

---

3 Once again, we will narrow in on extractive sentence compression which permits word deletions only (no re-ordering or replacements).

4 Throughout the chapter we will use the word STSG to refer to the tree-to-tree version of the formalism, although the string-to-tree version is also commonly used.
children is an elementary tree — but the formalism then restricts us to deriving isomorphic tree pairs. STSG is much more expressive, especially if we allow some elementary trees on the source or target side to be unsynchronized, so that insertions and deletions can be modeled, but the segmentation and alignment problems become nontrivial.

Previous approaches to this problem have treated the two steps — grammar extraction and weight estimation — with a variety of methods. One approach is to use word alignments (where these can be reliably estimated, as in our testbed application) to align subtrees and extract rules (Och and Ney 2004; Galley et al. 2004) but this leaves open the question of finding the right level of generality of the rules — how deep the rules should be and how much lexicalization they should involve — necessitating resorting to heuristics such as minimality of rules, and leading to large grammars. Once a given set of rules is extracted, weights can be imputed using a discriminative approach to maximize the (joint or conditional) likelihood or the classification margin in the training data (taking or not taking into account the derivational ambiguity). This option leverages a large amount of manual domain knowledge engineering and is not in general amenable to latent variable problems.

A simpler alternative to this two step approach is to use a generative model of synchronous derivation and simultaneously segment and weight the elementary tree pairs to maximize the probability of the training data under that model; the simplest exemplar of this approach uses expectation maximization (EM) (Dempster et al. 1977) (see Section 2.7 for an introduction). This approach has two frailties. First, EM search over the space of all possible rules is computationally impractical. Second, even if such a search were practical, the method is degenerate, pushing the probability mass towards larger rules in order to better approximate the empirical distribution of the data (Goldwater et al. 2006; DeNero...
et al., 2006). Indeed, the optimal grammar would be one in which each tree pair in the training data is its own rule. Therefore, proposals for using EM for this task start with a precomputed subset of rules, and with EM used just to assign weights within this grammar. In summary, previous methods suffer from problems of narrowness of search, having to restrict the space of possible rules, and overfitting in preferring overly specific grammars.

We pursue the use of hierarchical probabilistic models incorporating sparse priors to simultaneously solve both the narrowness and overfitting problems. Such models have been used as generative solutions to several other segmentation problems, ranging from word segmentation (Goldwater et al., 2006), to parsing (Cohn et al., 2009; Post and Gildea, 2009) and machine translation (DeNero et al., 2008; Cohn and Blunsom, 2009; Liu and Gildea, 2009). Segmentation is achieved by introducing a prior bias towards grammars that are compact representations of the data, namely by enforcing simplicity and sparsity: preferring simple rules (smaller segments) unless the use of a complex rule is evidenced.
by the data (through repetition), and thus mitigating the overfitting problem. As we previously described in Section 2.3.2, a Dirichlet process (DP) prior is typically used to achieve this interplay. Interestingly, sampling-based nonparametric inference further allows the possibility of searching over the infinite space of grammars (and, in machine translation, possible word alignments), thus side-stepping the narrowness problem outlined above as well.

In this work, we use an extension of the aforementioned models of generative segmentation for STSG induction, and describe an MCMC algorithm (see Section 2.1.5 for an introduction) for posterior inference under this model that is tailored to the task of extractive sentence compression. This task is characterized by the availability of word alignments, providing a clean testbed for investigating the effects of grammar extraction. We achieve substantial improvements against a number of baselines including EM, support vector machine (SVM) based discriminative training, and variational Bayes (VB) (see Section 2.1.6 for an introduction to variational inference techniques). By comparing our method to a range of other methods that are subject differentially to the two problems, we can show that both play an important role in performance limitations, and that our method helps address both as well. Our results are thus not only encouraging for grammar estimation using sparse priors but also illustrative of the merits of nonparametric inference over the space of grammars as opposed to sparse parametric inference with a fixed grammar.

5.1.1 The STSG model

Synchronous tree-substitution grammar is a formalism for synchronously generating a pair of non-isomorphic source and target trees (Eisner 2003). Every grammar rule is a pair
of elementary trees aligned at the leaf level at their frontier nodes, which we will denote using the form

\[ c_s/c_t \rightarrow e_s/e_t, \gamma \]

(indices \( s \) for source, \( t \) for target) where \( c_s, c_t \) are root nonterminals of the elementary trees \( e_s, e_t \) respectively and \( \gamma \) is a 1-to-1 correspondence between the frontier nodes in \( e_s \) and \( e_t \). For example, the rule

\[ S/S \rightarrow (S (PP \text{(IN Like) NP}[^\epsilon]) \text{NP}[1] \text{VP}[2])/(S \text{NP}[1] \text{VP}[2]) \]

can be used to delete a subtree rooted at PP (see Figure [5.1]). We use square bracketed indices to represent the alignment \( \gamma \) of frontier nodes — \( \text{NP}[1] \) aligns with \( \text{NP}[1] \), \( \text{VP}[2] \) aligns with \( \text{VP}[2] \), \( \text{NP}[\epsilon] \) aligns with the special symbol \( \epsilon \) denoting a deletion from the source tree. Symmetrically \( \epsilon \)-aligned target nodes are used to represent insertions into the target tree. Similarly, the rule

\[ \text{NP}/\epsilon \rightarrow (\text{NP (NN FaceLift)})/\epsilon \]

can be used to continue deriving the deleted subtree. See Figure [5.1] for an example of how an STSG with these rules would operate in synchronously generating our example sentence pair.

STSG is a convenient choice of formalism for a number of reasons. First, it eliminates the isomorphism and strong independence assumptions of SCFGs. Second, the ability to have rules deeper than one level provides a principled way of modeling lexicalization, whose importance has been emphasized (Galley and McKeown, 2007; Yamangil and
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Nelken (2008). Third, we may have our STSG operate on trees instead of sentences, which allows for efficient parsing algorithms, as well as providing syntactic analyses for our predictions, which is desirable for automatic evaluation purposes.

A straightforward extension of the popular EM algorithm for probabilistic context free grammars (PCFG), the inside-outside algorithm (Lari and Young, 1990), can be used to estimate the rule weights of a given unweighted STSG based on a corpus of parallel parse trees \( t = t_1, \ldots, t_N \) where \( t_n = t_{n,s}/t_{n,t} \) for \( n = 1, \ldots, N \). Similarly, an extension of the Viterbi algorithm is available for finding the maximum probability derivation, useful for predicting the target analysis \( t_{N+1,t} \) for a test instance \( t_{N+1,s} \). However, as noted earlier, EM is subject to the narrowness and overfitting problems.

The Bayesian generative process

Both of these issues can be addressed by taking a Bayesian nonparametric approach, namely, assuming that the elementary tree pairs are sampled from an independent collection of Dirichlet process (DP) priors. We design the following generative process that is similar to the treatment of Bayesian nonparametric TSG by Cohn et al. (2009) that we previously presented in Section 2.3.2. For all pairs of root labels \( c = c_s/c_t \) that we consider, where up to one of \( c_s \) or \( c_t \) can be \( \varepsilon \) (e.g., \( S/S, \) NP / \( \varepsilon \)), we sample a sparse discrete distribution \( G_c \) over infinitely many elementary tree pairs \( e = e_s/e_t \) sharing the common root \( c \) from a DP

\[
G_c \sim \text{DP}(\alpha_c, P_0(\cdot | c))
\] (5.1)

where the DP has the concentration parameter \( \alpha_c \) controlling the sparsity of \( G_c \), and the base distribution \( P_0(\cdot | c) \) is a distribution over novel elementary tree pairs that we describe more fully shortly.
We then sample a sequence of elementary tree pairs to serve as a derivation for each observed derived tree pair. For each \( n = 1, \ldots, N \), we sample elementary tree pairs \( e_n = e_{n,1}, \ldots, e_{n,d_n} \) in a derivation sequence (where \( d_n \) is the number of rules used in the derivation), consulting \( G_c \) whenever an elementary tree pair with root \( c \) is to be sampled.

\[
e \stackrel{iid}{\sim} G_c, \quad \text{for all } e \text{ whose root label is } c
\]

Given the derivation sequence \( e_n \), a tree pair \( t_n \) is determined, that is,

\[
p(t_n | e_n) = \begin{cases} 
1 & e_{n,1}, \ldots, e_{n,d_n} \text{ derives } t_n \\
0 & \text{otherwise.}
\end{cases}
\]

The hyperparameters \( \alpha_c \) can be incorporated into the generative model as random variables; however, we opt to fix these at various constants to investigate different levels of sparsity.

For the base distribution \( P_0(\cdot | c) \) there are a variety of choices; we used the following simple scenario. (We take \( c = c_s/c_t \).)

**Synchronous rules** For the case where neither \( c_s \) nor \( c_t \) are the special symbol \( \epsilon \), the base distribution first generates \( e_s \) and \( e_t \) independently, and then samples an alignment between the frontier nodes. Given a nonterminal, an elementary tree is generated by first making a decision to expand the nonterminal (with probability \( \beta_c \)) or to leave it as a frontier node \((1 - \beta_c)\). If the decision to expand was made, we sample an appropriate rule from a PCFG which we estimate ahead of time from the training corpus. We expand the nonterminal using this rule, and then repeat the same procedure for every child generated that is a nonterminal until there are no generated nonterminal children left. This is done independently for both \( e_s \) and \( e_t \). Finally,
we sample an alignment between the frontier nodes uniformly at random out of all possible alignments.

**Deletion/insertion rules** If \( c_t = \varepsilon \), that is, we have a deletion rule, we need to generate \( e = e_s/\varepsilon \). (The insertion rule case is symmetric.) The base distribution generates \( e_s \) using the same process described for synchronous rules above. Then with probability 1 we align all frontier nodes in \( e_s \) with \( \varepsilon \). In essence, this process generates TSG rules, rather than STSG rules, which are used to cover deleted (or inserted) subtrees.

This simple base distribution does nothing to enforce an alignment between the internal nodes of \( e_s \) and \( e_t \). One may come up with more sophisticated base distributions. However, the main point of the base distribution is to encode a controllable preference towards simpler rules; we therefore make the simplest possible assumption.

**Posterior inference via Gibbs sampling**

Assuming fixed hyperparameters \( \alpha = \{\alpha_c\} \) and \( \beta = \{\beta_c\} \), our inference problem is to find the posterior distribution of the derivation sequences \( e = e_1, \ldots, e_N \) given the observations \( t = t_1, \ldots, t_N \). Applying Bayes’ rule, we have

\[
p(e | t) \propto p(t | e)p(e)
\]

(5.3)

where \( p(t | e) \) is an indicator function \( 1[e \text{ derives } t] \) (5.2) which does not depend on \( G_c \), and \( p(e) \) can be obtained by collapsing \( G_c \) for all \( c \).

Consider repeatedly generating elementary tree pairs \( e_1, \ldots, e_i \), all with the same root \( c \), iid from \( G_c \). Integrating over \( G_c \), the \( e_i \) become dependent. The conditional prior of the
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\[ p(e_i \mid e_{<i}) = \frac{n_{e_i} + \alpha_c P_0(e_i \mid c)}{i - 1 + \alpha_c} \]  

where \( n_{e_i} \) denotes the number of times \( e_i \) occurs in \( e_{<i} \). Since the collapsed model is exchangeable in the \( e_i \), this formula forms the backbone of the inference procedure that we describe next. It also makes clear DP’s inductive bias to reuse elementary tree pairs.

We use Gibbs sampling [Geman and Geman 1984], a Markov chain Monte Carlo (MCMC) method, to sample from the posterior (Equation 5.3). A derivation \( e \) of the corpus \( t \) is completely specified by an alignment between source nodes and the corresponding target nodes (as well as \( \varepsilon \) on either side), which we take to be the state of the sampler. We start at a random derivation of the corpus, and at every iteration resample a derivation by amending the current one through local changes made at the node level, in the style of [Goldwater et al.] (2006).

Our sampling updates are extensions of those used by [Cohn and Blunsom] (2009) in MT, but are tailored to our task of extractive sentence compression. In our task, no target node can align with \( \varepsilon \) (which would indicate a subtree insertion), and barring unary branches no source node \( i \) can align with two different target nodes \( j \) and \( j' \) at the same time (indicating a tree expansion). Rather, the configurations of interest are those in which only source nodes \( i \) can align with \( \varepsilon \), and two source nodes \( i \) and \( i' \) can align with the same target node \( j \). Thus, the alignments of interest are not arbitrary relations, but (partial) functions from nodes in \( e_s \) to nodes in \( e_t \) or \( \varepsilon \). We therefore sample in the direction from source to target. In particular, we visit every tree pair and each of its source nodes \( i \), and update its alignment by selecting between and within two choices: (a) unaligned, (b) aligned with some target node \( j \) or \( \varepsilon \). The number of possibilities \( j \) in (b) is significantly limited, firstly by the word
Figure 5.2: Gibbs sampling updates. We illustrate a sampler move to align/unalign a source node with a target node.
Figure 5.3: Gibbs sampling updates. We illustrate a sampler move to split/merge a deletion rule via aligning with $\varepsilon$. 
alignment (for instance, a source node dominating a deleted subspan cannot be aligned with
a target node), and secondly by the current alignment of other nearby aligned source nodes.
See [Cohn and Blunsom (2009)] for details of matching spans under tree constraints.

More formally, let $e_M$ be the elementary tree pair rooted at the closest aligned ancestor
$i'$ of node $i$ when it is unaligned; and let $e_A$ and $e_B$ be the elementary tree pairs rooted at $i'$
and $i$ respectively when $i$ is aligned with some target node $j$ or $\varepsilon$. Then, by exchangeability
of the elementary trees sharing the same root label, and using Equation 5.4, we have

\[
\begin{align*}
    p(\text{unalign}) &= \frac{n_{e_M} + \alpha_{c_M} P_0(e_M | c_M)}{n_{c_M} + \alpha_{c_M}} \\
    p(\text{align with } j) &= \frac{n_{e_A} + \alpha_{c_A} P_0(e_A | c_A)}{n_{c_A} + \alpha_{c_A}} \times \frac{n_{e_B} + \alpha_{c_B} P_0(e_B | c_B)}{n_{c_B} + \alpha_{c_B}}
\end{align*}
\]

(5.5)  
(5.6)

where the counts $n_{e_i}, n_{c_i}$ are with respect to the current derivation of the rest of the corpus;
except for $n_{e_B}, n_{c_B}$ we also make sure to account for having generated $e_A$. See Figure 5.2
for an illustration of the sampling updates.

It is important to note that the sampler described can move from any derivation to any
other derivation with positive probability (if only, for example, by virtue of fully merging
and then resegmenting), which guarantees convergence to the posterior (Equation 5.3).
However some of these transition probabilities can be extremely small due to passing
through low probability states with large elementary trees; in turn, the sampling proce-
dure is prone to local modes. In order to counteract this and to improve mixing we used
simulated annealing. The probability mass function (Equations 5.5 - 5.6) was raised to
the power $1/T$ with $T$ dropping linearly from $T = 5$ to $T = 0$. Furthermore, using a final
temperature of zero, we recover a maximum a posteriori (MAP) estimate which we denote
$e_{MAP}$.
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Prediction

We discuss the problem of predicting a target tree $t_{N+1,t}$ that corresponds to a source tree $t_{N+1,s}$ unseen in the observed corpus $t$. The maximum probability tree (MPT) can be found by considering all possible ways to derive it. However, a much simpler alternative is to choose the target tree implied by the maximum probability derivation (MPD), which we define as

$$e^* = \arg\max_e p(e \mid t_s, t)$$

$$= \arg\max_e \sum_e p(e \mid t_s, e) p(e \mid t)$$

where $e$ denotes a derivation for $t = t_s / t_i$. (We suppress the $N + 1$ subscripts for brevity.) We approximate this objective first by substituting $\delta_{\text{e_MAP}}(e)$ for $p(e \mid t)$ and secondly using a finite STSG model for the infinite $p(e \mid t_s, e_{\text{MAP}})$, which we obtain simply by normalizing the rule counts in $e_{\text{MAP}}$. We use dynamic programming for parsing under this finite model (Eisner, 2003). 

Unfortunately, this approach does not ensure that the test instances are parsable, since $t_s$ may include unseen structure or novel words. A work-around is to include all zero-count context free copy rules such as

$$\text{NP/NP} \rightarrow (\text{NP NP}_{[1]} \text{ PP}_{[2]})/(\text{NP NP}_{[1]} \text{ PP}_{[2]})$$

$$\text{NP}/\epsilon \rightarrow (\text{NP NP}_{[\epsilon]} \text{ PP}_{[\epsilon]})/\epsilon$$

in order to smooth our finite model. We used Laplace smoothing (adding 1 to all counts) for simplicity.

---

5We experimented with MPT using Monte Carlo integration over possible derivations; the results were not significantly different from those using MPD.
5.1.2 Evaluation

We compared the Gibbs sampling compressor (GS) against a version of maximum a posteriori EM (with Dirichlet parameter greater than 1) and a discriminative STSG based on SVM training (Cohn and Lapata, 2008) (SVM). EM is a natural benchmark, while SVM is also appropriate since it can be taken as the state of the art for our task.\footnote{The comparison system described by Cohn and Lapata (2008) attempts to solve a more general problem than ours, abstractive sentence compression. However, given the nature of the data that we provided, it can only learn to compress by deleting words. Since the system is less specialized to the task, their model requires additional heuristics in decoding not needed for extractive compression, which might cause a reduction in performance. Nonetheless, because the comparison system is a generalization of the extractive SVM compressor of Cohn and Lapata (2007), we do not expect that the results would differ qualitatively.}

We used a publicly available extractive sentence compression corpus: the Broadcast News compressions corpus (BNC) of Clarke and Lapata (2006a). This corpus consists of 1370 sentence pairs that were manually created from transcribed Broadcast News stories. We split the pairs into training, development, and testing sets of 1000, 170, and 200 pairs, respectively. The corpus was parsed using the Stanford parser (Klein and Manning, 2003b).

In our experiments with the publicly available SVM system we used all except paraphrasal rules extracted from bilingual corpora (Cohn and Lapata, 2008). The model chosen for testing had the parameter for trade-off between training error and margin set to $C = 0.001$, used margin rescaling, and Hamming distance over bags of tokens with brevity penalty for loss function. EM used a subset of the rules extracted by SVM, namely all rules except non-head deleting compression rules, and was initialized uniformly. Each EM instance was characterized by two parameters: $\alpha$, the smoothing parameter for MAP-EM, and $\delta$, the smoothing parameter for augmenting the learned grammar with rules
Table 5.1: Precision, recall, relational F1 and compression rate (%) for various systems on the 200-sentence BNC test set. The compression rate for the gold standard was 65.67%.

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>EM</th>
<th>GS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>55.60</td>
<td>58.80</td>
<td>58.94</td>
</tr>
<tr>
<td>Recall</td>
<td>53.37</td>
<td>56.58</td>
<td>64.59</td>
</tr>
<tr>
<td>Relational F1</td>
<td>54.46</td>
<td>57.67</td>
<td>61.64</td>
</tr>
<tr>
<td>Compression rate</td>
<td>59.72</td>
<td>64.11</td>
<td>65.52</td>
</tr>
</tbody>
</table>

Table 5.2: Average grammar and importance scores for various systems on the 20-sentence subsample. Scores marked with * are significantly different than the corresponding GS score at $\alpha < .05$ and with † at $\alpha < .01$ according to post-hoc Tukey tests. ANOVA was significant at $p < .01$ both for grammar and importance.

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>EM</th>
<th>GS</th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grammar</td>
<td>2.75†</td>
<td>2.85*</td>
<td>3.69</td>
<td>4.25</td>
</tr>
<tr>
<td>Importance</td>
<td>2.85</td>
<td>2.67*</td>
<td>3.41</td>
<td>3.82</td>
</tr>
<tr>
<td>Comp. rate</td>
<td>68.18</td>
<td>64.07</td>
<td>67.97</td>
<td>62.34</td>
</tr>
</tbody>
</table>
extracted from unseen data (add-(δ − 1) smoothing was used), both of which were fit to the development set using grid-search over (1, 2]. The model chosen for testing was 

(α, δ) = (1.0001, 1.01).

GS was initialized at a random derivation. We sampled the alignments of the source nodes in random order. The sampler was run for 5000 iterations with annealing. All hyperparameters α, β were held constant at α, β for simplicity and were fit using grid-search over α ∈ [10−6, 106], β ∈ [10−3, 0.5]. The model chosen for testing was (α, β) = (100, 0.1).

As an automated metric of quality, we compute F-score based on grammatical relations (relational F1, or RelF1) (Riezler et al., 2003), by which the consistency between the set of predicted grammatical relations and those from the gold standard is measured, which has been shown by Clarke and Lapata (2006b) to correlate reliably with human judgments. We also conducted a small human subjective evaluation of the grammaticality and informativeness of the compressions generated by the various methods.

Automated evaluation

For all three systems we obtained predictions for the test set and used the Stanford parser to extract grammatical relations from predicted trees and the gold standard. We computed precision, recall, RelF1 (all based on grammatical relations), and compression rate (percentage of the words that are retained), which we report in Table 5.1. The results for GS are averages over five independent runs. EM gives a strong baseline since it already uses rules that are limited in depth and number of frontier nodes by stipulation, helping with the overfitting we have mentioned, surprisingly outperforming its discriminative counterpart in both precision and recall (and consequently RelF1). GS however maintains the same
level of precision as EM while improving recall, bringing an overall improvement in RelF1.

**Human evaluation**

We randomly subsampled our 200-sentence test set for 20 sentences to be evaluated by human judges through Amazon Mechanical Turk. We asked 15 self-reported native English speakers for their judgments of GS, EM, and SVM output sentences and the gold standard in terms of *grammaticality* (how fluent the compression is) and *importance* (how much of the meaning of and important information from the original sentence is retained) on a scale of 1 (worst) to 5 (best). We report in Table 5.2 the average scores. EM and SVM perform at very similar levels, which we attribute to using the same set of rules, while GS performs at a level substantially better than both, and much closer to human performance in both criteria. The human evaluation indicates that the superiority of the Bayesian nonparametric method is underappreciated by the automated evaluation metric.

The fact that GS performs better than EM can be attributed to two reasons: (1) GS uses a sparse prior and selects a compact representation of the data (grammar sizes ranged from 4K-7K for GS compared to a grammar of about 35K rules for EM). (2) GS does not commit to a precomputed grammar and searches over the space of all grammars to find one that bests represents the corpus. It is possible to introduce DP-like sparsity in EM using variational Bayes (VB) training (see Section 2.1.6 for an introduction). We experiment with this next in order to understand how dominant the two factors are. The VB algorithm requires a simple update to the M-step formulas for EM where the expected rule counts are normalized, such that instead of updating the rule weight in the $t$-th iteration as in the
Table 5.3: High probability ROOT / ROOT compression rules from the final state of the sampler.

(Root (S CC Np1 VP2 :3))
(Root (S Np1 Advp2 VP2 (: ..)))
(Root (S Advp2 (: ..) Np2 VP2 (: ..)))
(Root (S Vp2 (: ..) Np2 VP2 (: ..)))
(Root (S Advp2 (: ..) VP2 (: ..)))
(Root (S Np1 Advp2 VP2 (SBAR (S (Np1 VP2) (: ..))))
(Root (S VP2 (VP MD VP3 (: ..))))
(Root (S Np1 Np3 Np4 Nnpi VP2 (: ..)))
(Vp (VP (VBZ reports))) (: ..))
(Root (S Vp2 (: ..) Np2 Advp2 VP3 (: ..)))
(Root (S Np1 Advp2 VP2 (: ..))
(Root (S Np1 Advp2 VP3 (: ..)))
(Root (S Np1 Advp2 VP3 (: ..)))
(Root (S Np1 Advp2 VP3 (: ..)))
(Root (S Np2 Advp2 VP3 (: ..)))
(Root (S NP VP2 (SBAR (IN that) S2 (: ..))))
(Root (S NP (PRP I) VP Vp2 (SBAR (IN that) S2 (: ..))))
(Root (S NP (DT that) VP1 (: ..)))
Table 5.4: High probability S / S compression rules from the final state of the sampler.

(S NP[4] ( , ) ADVP[3] ( , ) VP[5])
Figure 5.4: RefF1 (top), recall (bottom left), precision (bottom right) plotted against compression rate for GS, EM, VB. Higher values in the y-axes and smaller in the x are better, as this means good performance at a harsh compression rate.
following

\[
\theta_{c,e}^{t+1} = \frac{n_{c,e} + \alpha - 1}{n_{c,e} + K\alpha - K}
\]

where \( n_{c,e} \) represents the expected count of rule \( c \rightarrow e \), and \( K \) is the total number of ways to rewrite \( c \), we now take into account our DP(\( \alpha_c, P_0(\cdot | c) \)) prior in Equation 5.1, which, when truncated to a finite grammar, reduces to a \( K \)-dimensional Dirichlet prior with parameter \( \alpha_c P_0(\cdot | c) \). Thus in VB we perform a variational E-step with the subprobabilities given by

\[
\theta_{c,e}^{t+1} = \frac{\exp(\psi(n_{c,e} + \alpha_c P_0(e | c)))}{\exp(\psi(n_{c,e} + \alpha_c))}
\]  \hspace{1cm} (5.7)

where \( \psi(\cdot) \) denotes the digamma function (Liu and Gildea, 2009; MacKay, 1997). Hyperparameters were handled the same way as for GS.

Instead of selecting a single model on the development set, here we provide the whole spectrum of models and their performances in order to better understand their comparative behavior. In Figure 5.4 we plot RelF1 on the test set versus compression rate and compare GS, EM, and VB (\( \beta = 0.1 \) fixed, \( (\alpha, \delta) \) ranging in \( [10^{-6}, 10^6] \times (1, 2) \)). Overall, we see that GS maintains roughly the same level of precision as EM (despite its larger compression rates) while achieving an improvement in recall, consequently performing at a higher RelF1 level. We note that VB somewhat bridges the gap between GS and EM, without quite reaching GS performance. We conclude that the mitigation of the two factors (narrowness and overfitting) both contribute to the performance gain of GS.\[\text{7}\]

In order to provide some insight into the grammar extracted by GS, we list in Tables 5.3 and 5.4 high probability subtree-deletion rules expanding categories ROOT / ROOT and S

\[\text{7We have also experimented with VB with parametric independent symmetric Dirichlet priors. The results were similar to EM with the exception of sparse priors resulting in smaller grammars and slightly improving performance.}\]
/ S, respectively. Of especial interest are deep lexicalized rules such as

```
NP
  \[\varepsilon\] NP
  \[\varepsilon\] VP
  reports
```

a pattern of compression used many times in the BNC in sentence pairs such as “NPR’s Anne Garrels reports” / “Anne Garrels reports”. Such an informative rule with nontrivial collocation (between the possessive marker and the word “reports”) would be hard to extract heuristically and can only be extracted by reasoning across the training examples.

### 5.1.3 Discussion

We explored nonparametric Bayesian learning of non-isomorphic tree mappings using Dirichlet process priors. We used the task of extractive sentence compression as a testbed to investigate the effects of sparse priors and nonparametric inference over the space of grammars. We showed that, despite its degeneracy, expectation maximization is a strong baseline when given a reasonable grammar. However, Gibbs-sampling–based nonparametric inference achieves improvements against this baseline. Our investigation with variational Bayes showed that the improvement is due both to finding sparse grammars (mitigating overfitting) and to searching over the space of all grammars (mitigating narrowness). Overall, we take these results as being encouraging for STSG induction via Bayesian nonpara-
metrics for monolingual translation tasks. The future for this work would involve natural extensions such as mixing over the space of word alignments; this would allow application to MT-like tasks where flexible word reordering is allowed, such as abstractive sentence compression and paraphrasing.

5.2 Further experiments with Web data

We have seen that the nonparametric Bayesian framework not only provides a unified and principled solution to model selection and estimation, but also achieves improved performance levels in the sentence compression test-bed. Our final claim in this thesis is that these capabilities of the framework (in particular the model selection capabilities) will truly shine in larger data set domains. Since the model selection process rests on re-use of patterns, larger data sets will allow us to induce compact yet informed grammars that provide good performance and rich linguistic analyses. To this end, in this section, we conduct a number of additional sentence compression experiments using the large compression data set that we collected from Wikipedia in Section 3.1. These experiments show that, similar to our result in Section 3.1 our Bayesian model trained on Wikipedia compressions has comparable performance even in out-of-domain settings. However, the benefit of the current model is that its linguistic sophistication is adaptive and determined via data-driven model selection as opposed to blind lexicalization. This provides not only interpretable but also compact grammar representations. We show some examples of our linguistically motivated compression patterns that we obtain from Wikipedia.
5.2.1 Experimental setup

For these experiments we use two main corpora: Broadcast News Corpus (BNC) from the previous section (1000 training pairs and 200 testing) and Wikipedia compressions that we previously used (for scalability reasons we use a subset of 100K pairs from the Wikipedia corpus). Since Wikipedia compressions are hard to predict (See Table 3.1 with compressions), we follow our previous approach in Section 3.1 of using these only as training data and performing all testing on the BNC compressions.

We run the Gibbs sampling compressor up to 1000 iterations on both datasets each, however this time instead of grid-searching over the hyperparameter space, we integrate these out via sampling. This gives us a parameter free training procedure. We followed the same Laplace smoothing CFG interpolation scheme as in the previous section. The RelF1 results (Table 5.5) are averages over 10 runs, the human evaluation (Table 5.6) is based on a single grammar for each dataset that had the best RelF1 on the development set.

5.2.2 Evaluation

The automatic evaluation in Table 5.5 shows BNC-trained STSG’s power to closely predict its own test set; unfortunately, Wikipedia-trained STSG falls behind. We predict that this behavior is due to RelF1’s sensitivity to the verbatim correspondence between the model predictions and the gold standard. In general, there are many ways to make valid compressions, even though a particular annotator for a data set may have a specific idea as to what makes a good compression. In order to test this point, we carry out a human evaluation. Following the same methodology as in the previous section we ask Amazon Mechanical Turk users to give grammaticality and importance ratings for each model and
Table 5.5: Average precision, recall, relational F1 and compression rate (%) for BNC-trained and Wikipedia-trained models on the BNC test set. The compression rate for the gold standard was 67.58%.

<table>
<thead>
<tr>
<th></th>
<th>BNC</th>
<th>Wikipedia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>62.02</td>
<td>60.22</td>
</tr>
<tr>
<td>Recall</td>
<td>72.75</td>
<td>71.23</td>
</tr>
<tr>
<td>Relational F1</td>
<td>66.95</td>
<td>65.24</td>
</tr>
<tr>
<td>Compression rate</td>
<td>70.40</td>
<td>70.23</td>
</tr>
</tbody>
</table>

the gold standard on a scale of 1-5. In support of our prediction, Wikipedia-trained STSG catches up to BNC-trained STSG in human evaluation (see results in Table 5.6), attaining at least comparable performance. The fact that our Wikipedia-model can achieve this level of performance even when tested out-of-domain supports our claim of increased linguistic understanding of this task and thus better generality. Instead of purely memorizing the particularities of a given training set, our web-trained nonparametric inference learns natural rules that are naturally frequent in sentence compressions (see examples in Table 5.7).

5.2.3 Discussion

This result is similar to our lexicalized-SCFG result from Section 3.1. However, the benefit of the Bayesian nonparametric framework is evident from the grammar representations. Meanwhile the lexicalized-SCFG that we obtain from the 100K subsample of Wikipedia compressions is a sizable 960K-rule grammar, STSG provides a more compact
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Table 5.6: Average grammar and importance scores for various systems on the BNC test set. Relational F1 is the score on development set based on which we choose our grammar to evaluate.

<table>
<thead>
<tr>
<th></th>
<th>BNC</th>
<th>Wikipedia</th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grammar</td>
<td>3.68</td>
<td><strong>3.84</strong></td>
<td>4.23</td>
</tr>
<tr>
<td>Importance</td>
<td><strong>3.54</strong></td>
<td>3.51</td>
<td>3.95</td>
</tr>
<tr>
<td>Compression rate</td>
<td>71.11</td>
<td>69.94</td>
<td>67.58</td>
</tr>
<tr>
<td>Relational F1</td>
<td>68.40</td>
<td>66.93</td>
<td>100.00</td>
</tr>
</tbody>
</table>

representation of 15K rules. Compact representations not only lend themselves to qualitative linguistic analysis, but also lead to faster parsing (compression) time by shrinking the grammar constant. Grammar sizes for the two models are plotted against training data set sizes in Figure 5.5.

Another advantage of the STSG approach is reduced estimation efforts. As we said, lexicalized-SCFG is an excessively parameterized model; therefore, significant smoothing efforts were needed to estimate these fine-grained probabilities (Collins, 2003). However, the rich-gets-richer dynamics of the Bayesian nonparametric STSG make sure that any found elementary tree patterns have robust representation in the data; therefore minimal smoothing (simple add-delta smoothing) was sufficient, only to make sure that the entire test set is parsable.

We claimed that the web-trained nonparametric STSG performs well out-of-domain by learning a compact set of patterns that are robust and descriptive of the task at hand and

8These numbers are directly comparable since our STSG can be flattened into an SCFG without loss of generality.
not the particularities of the data set creation process. In order to illustrate these patterns, in Table 5.7 we list the most frequent elementary tree pairs found in the training portion of the Wikipedia data. Our results support the claim that Bayesian nonparametric inference — under linguistically rich grammar formalisms when combined with large amounts of naturally occurring web-text — leads to effective and efficient systems, by providing good performance and compact representations, respectively.
Table 5.7: Example compression patterns from Wikipedia.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Simplified Pattern</th>
</tr>
</thead>
</table>
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Conclusion

In this thesis, we argued that Web data not only serves to improve the performance of simple models, but also can allow the use of qualitatively more sophisticated models that would not be deployable otherwise, leading to even further performance boosts. We first investigated this hypothesis through the use of parametric techniques, by showing improvements when using models of finer granularity in Web-scale sentence compression and lexical correction domains. In our attempt to answer the question of how to automatically determine the optimal level of granularity of a model given a dataset, we developed a portfolio of Bayesian nonparametric grammar induction techniques for linguistically sophisticated grammar formalisms and achieved quantitative and qualitative improvements in the domain of syntactic parsing. This portfolio included the first ever principled probabilistic model selection method for TAG as well as an approximate parsing solution that scales as fast as context-free formalisms. Finally we tested our nonparametric grammar induction scheme on Web-scale sentence compression experiments and showed quantitative improvements against simple models and qualitative improvements in compactness against
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rich parametric models.

There is always room for further improvement in grammar induction. Some straightforward extensions of our work include grammar refinement through hierarchical non-parametric priors (Shindo et al., 2012; Liang et al.), more efficient or effective inference schemes such as parallel MCMC (Williamson et al., 2013) and fast variational online inference (Hoffman et al., 2010). Currently, our grammar induction system can reasonably scale up to hundreds of thousands of examples. In order to process the entirety of the millions of examples found in Wikipedia or all over the Web, there will be need for ever faster and leaner solutions.

Although in this thesis we narrowed in on Wikipedia revisions and the particular application domains of sentence compression and lexical correction, the arguments and methods discussed herein are widely applicable to general textual editing and our vision has ramifications beyond Wikipedia itself. Web technologies can benefit from samples of human text editing behavior occurring in abundance throughout Web 2.0 platforms for general text editing tasks such as paraphrasing, grammatical correction, translation, and so on. Today’s Web is created by people. In every step of the process by which the Web is created and evolved for the better, human annotation is involved, a potentially valuable signal that is currently mostly lost. We see a future for the Web in which computers increasingly help create the Web, and we envision a cycle of feedback between computers and humans by which not only do the computers learn to mimic human behavior, but also humans learn to steer the computers in the right direction through the ways in which they interact with the Web, enabling a more organic relationship to form.

An example of this cycle of feedback has already been happening in Web search: Search
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engines adapt to human behavior by learning from how users formulate their queries in particular contexts and navigate the results (Kamvar and Baluja, 2007, 2008). At the same time, in order to better navigate these systems, humans learn ways to steer the engines (for example, they have learned to query by using few high-density keywords) effectively training them through their searching behavior. Perhaps even more directly, von Ahn et al. (2008) used the human annotation produced by the use of CAPTCHAs for Web security to improve optical character recognition and to help digitize large collections of printed material. Similarly, in language education and machine translation, crowd-sourcing solutions has proven to be hugely effective for data collection as well as improving user experience (von Ahn and Dabbish, 2004; von Ahn, 2013). We believe that similar kinds of signals exist and can be useful in many more NLP tasks such as paraphrasing, grammar correction, summarization, and generation, if every human interaction is seen as valuable data and folded back into the system through machine learning.
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Appendix A

Variational Inference for GMM

Let us look at the deep GMM where $\pi \sim \text{Dirichlet}(\alpha)$ and infer $\pi$ and $Z$ via variational inference. The log-joint-likelihood has an undesirable coupling between these two sets of variables $\pi$ and $Z$ as they appear in a product together.

$$\log P(X, Z, \pi | \mu, \sigma^2, \alpha) = \log \left\{ \prod_{k=1}^{K} \pi_k^{\alpha_k - 1} \prod_{n=1}^{N} \prod_{k=1}^{K} \pi_k^{z_{nk}} \prod_{k=1}^{K} N(x_n | \mu_k, \sigma^2 \sigma_{nk}) \right\} + \text{constants}$$

$$= \sum_{k=1}^{K} (\alpha_k - 1) \log \pi_k + \sum_{n=1}^{N} \sum_{k=1}^{K} z_{nk} \log \pi_k \leftarrow \text{coupling}$$

$$+ \sum_{n=1}^{N} \sum_{k=1}^{K} z_{nk} \log N(x_n | \mu_k, \sigma^2)$$

In order to break the coupling, we assume factorized variational families

$$Q(\pi, Z) = Q(\pi) \prod_{n=1}^{N} Q(z_n)$$

$$= \text{Dirichlet}(\pi | \gamma) \prod_{n=1}^{N} \text{Multinomial}(z_n | \phi_n)$$

$$= C(\gamma) \prod_{k=1}^{K} \pi_k^{\gamma_k - 1} \prod_{n=1}^{N} \prod_{k=1}^{K} \phi_{nk}^{z_{nk}}$$
with variational parameters $\gamma = \{ \gamma_k \}, \phi = \{ \phi_{nk} \}$ where $C(\gamma) = \Gamma(\sum \gamma_k) / \prod_k \Gamma(\gamma_k)$ is the normalization constant of the Dirichlet distribution. The variational lower bound can be written as follows

$$\log P(X|\mu, \sigma^2, \alpha) \geq \mathbb{I}[\gamma, \phi]$$

$$= \mathbb{E}_Q(\pi, Z|\gamma, \phi) [\log P(X, Z|\pi, \mu, \sigma^2, \alpha)]$$

$$+ \mathbb{I}[Q(\pi, Z|\gamma, \phi)]$$

$$= \sum_{k=1}^K (\alpha_k - 1) \mathbb{E}_Q[\log \pi_k] + \sum_{n=1}^N \sum_{k=1}^K \mathbb{E}_Q[z_{nk}] \mathbb{E}_Q[\log \pi_k]$$

$$+ \sum_{n=1}^N \sum_{k=1}^K \mathbb{E}_Q[z_{nk}] \log N(x_n | \mu_k, \sigma^2)$$

$$- \log \Gamma(\sum \gamma_k) + \sum_{k=1}^K \log \Gamma(\gamma_k) - \sum_{k=1}^K (\gamma_k - 1) \mathbb{E}_Q[\log \pi_k]$$

$$- \sum_{n=1}^N \sum_{k=1}^K \mathbb{E}_Q[z_{nk}] \log \phi_{nk}$$

$$= \sum_{k=1}^K (\alpha_k - 1) \psi_k + \sum_{n=1}^N \sum_{k=1}^K \phi_{nk} \psi_k + \sum_{n=1}^N \sum_{k=1}^K \phi_{nk} \log N(x_n | \mu_k, \sigma^2)$$

$$- \log \Gamma(\sum \gamma_k) + \sum_{k=1}^K \log \Gamma(\gamma_k) - \sum_{k=1}^K (\gamma_k - 1) \psi_k$$

$$- \sum_{n=1}^N \sum_{k=1}^K \phi_{nk} \log \phi_{nk}$$

where we have introduced the Digamma function $\psi$ the derivative of the log-$\Gamma$ function, and defined $\psi_k = \mathbb{E}_Q[\log \pi_k] = \psi(\gamma_k) - \psi(\sum_k \gamma_k)$. Now let us first maximize the lower bound with respect to $\gamma$ (the variational distribution of $\pi$) by collecting all terms containing $\gamma_k$:

$$\mathbb{I}[\gamma_k] = \sum_{k=1}^K \delta_k \psi_k - \log \Gamma(\sum \gamma_k) + \log \Gamma(\gamma_k)$$
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(define $\delta_k = \sum_{n=1}^{N} \phi_{nk} + \alpha_k - \gamma_k$ to simplify notation) and taking derivative with respect to $\gamma_k$,

$$
\frac{\partial}{\partial \gamma_k} \mathcal{IL}[\gamma_k] = -\psi(\gamma_k) + \delta_k \psi'(\gamma_k) - \psi'(\sum_k \gamma_k) \sum_k \delta_k + \psi(\sum_k \gamma_k)
$$

and setting it equal to zero we have $\delta_k = 0$ which means that we have our estimate

$$
\gamma_k = \alpha_k + \sum_{n=1}^{N} \phi_{nk} \quad (A.1)
$$

Next, we maximize the lower bound with respect to $\phi_{nk}$ (the variational distribution of $z_n$) by collecting all terms containing $\phi_{nk}$:

$$
\mathcal{IL}[\phi_{nk}] = \phi_{nk} (\tilde{\psi}_k + \log \mathcal{N}(x_n \mid \mu_k, \sigma^2)) - \phi_{nk} \log \phi_{nk} - \lambda (\sum_k \phi_{nk} - 1)
$$

(note using Lagrange multipliers to enforce the constraint $\sum_k \phi_{nk} = 1$) and taking derivative with respect to $\phi_{nk}$,

$$
\frac{\partial}{\partial \phi_{nk}} \mathcal{IL}[\phi_{nk}] = \tilde{\psi}_k + \log \mathcal{N}(x_n \mid \mu_k, \sigma^2) - \log \phi_{nk} - 1 - \lambda
$$

and setting it equal to zero we have

$$
\phi_{nk} \propto \exp(\tilde{\psi}_k) \mathcal{N}(x_n \mid \mu_k, \sigma^2) \quad (A.2)
$$

$$
= \frac{\exp \psi(\gamma_k)}{\exp \psi(\sum_k \gamma_k)} \mathcal{N}(x_n \mid \mu_k, \sigma^2) \quad (A.3)
$$

In every E-step of the algorithm we alternate between updating $\gamma$ by Equation [A.1] and $\phi_{nk}$ by Equation [A.3] until convergence.