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Physiological and Pharmacological Regulation of the STAT3 Pathway in Cancer

Abstract

STAT3 is a critical oncogenic transcription factor, but how it becomes aberrantly activated in cancer is unclear. We have discovered a new pathway whose loss is associated with persistent STAT3 activation in human cancer. We found that the tumor suppressor miR-146b is a direct STAT3 target gene in normal breast epithelial cells. However, STAT regulation of miR-146b is subverted in tumor cells and is suppressed by promoter methylation, which is increased in primary breast cancers. Moreover, we show that miR-146b inhibits NF-κB-dependent IL-6 production, IL-6-dependent STAT3 activation, and IL-6/STAT3-driven functional phenotypes, thereby establishing a negative feedback loop. In addition, miR-146b expression appears to be deregulated in tumors with the highest levels of activated STAT3, and is positively correlated with patient survival. Our results indicate a new mechanism of crosstalk between STAT3 and NF-κB relevant to constitutive STAT3 activation in malignancy and the role of inflammation in oncogenesis.

Despite the importance of STAT3 in cancer, clinically available therapies to inhibit STAT3 are limited. A chemical genomics approach can discover drugs with novel mechanisms of action. In this manner, the FDA-approved drug atovaquone was identified to oppose the gene expression signature of STAT3. At concentrations readily achieved in human plasma, atovaquone inhibits STAT3 phosphorylation, transcriptional activity, and STAT3-dependent
cancer cell viability. Atovaquone is not a kinase inhibitor, but instead downregulates cell-surface gp130 expression, which is required for STAT3 activation in multiple contexts. Additionally, atovaquone activates certain components of the unfolded protein response and inhibits mTOR by inducing REDD1. Importantly, higher atovaquone exposure is associated with improved disease-free survival in patients who underwent hematopoietic stem cell transplant for hematological malignancies. These results establish atovaquone as a novel STAT3 inhibitor with evidence of anti-cancer efficacy in patients.
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CHAPTER 1:

Introduction and Background
Overview of Cancer and STAT Biology

Cancer is a disease built upon a progression of genetic and epigenetic derangements (1) that alter the level or functional activity of specific genes. Such alterations conspire to switch on certain pathways and disable others, bestowing upon cells the features of a transformed phenotype. These properties, shared by all cancers, include inappropriate proliferation and survival, sustained angiogenesis, and invasion and metastatic spread (2). Additionally, cancer cells do not exist in a vacuum: crosstalk with non-malignant stromal cells and signals from the tumor microenvironment play crucial roles in cancer development, growth, and dissemination (3). Thus, based on their specialized abilities and interactions with the host, cancers have become increasingly viewed as heterogeneous, multifunctional, organ-like tissues (2).

Gene expression alterations not only underlie cancer cells’ perturbed intracellular circuitry, but also serve to link it to the phenotypic hallmarks of cancer (Figure 1.1). Increased and decreased activity of oncogenic and tumor suppressor pathways, respectively, cooperate to induce the expression of genes promoting survival, proliferation, and other malignant traits. At the same time, the expression of genes opposed to cancer is frequently repressed. Research has shown that the biology and clinical behavior of a tumor is better described by its gene expression pattern than its histological appearance or even tissue of origin (4-7). Regulation of gene expression is mediated by transcription factors, which lie at the interface between signaling events and DNA. Consequently, transcription factors integrate inputs from multiple upstream pathways and function as master regulators of gene expression and cellular phenotype.

Signal transducers and activators of transcription (STAT) proteins are transcription factors with key roles in cancer. The STAT family is conserved from C. elegans to vertebrates (8), and in mammals, it comprises seven distinct genes: STAT1-4, STAT5A, STAT5B (often
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**Figure 1.1:** Depiction of the pathogenesis of cancer. Underlying genetic and epigenetic changes lead to alterations in the expression level and functional activity of specific genes, which results in dysregulation of key oncogenic and tumor suppressor pathways. In turn, signaling pathways shape the gene expression patterns that promote the defining phenotypes of cancer. Additionally, signaling pathways can directly affect cellular phenotypes, as in the case of modified cellular metabolism.

cited jointly as STAT5, and STAT6. While inactive, STATs reside in the cytoplasm as monomers or in an inactive dimer conformation (9). STAT activation begins with recruitment to specific sites on active receptors or kinases, typically following ligand binding or other signaling events. This interaction occurs between the STAT SH2 domain and phospho-tyrosine residues on the receptor or kinase. Next, the STAT protein is phosphorylated near the C-terminus at a critical, conserved tyrosine residue (Figure 1.2), which is the defining event of STAT activation. Phospho-STATs then dissociate from their receptor or kinase and bind to each other via reciprocal SH2/phospho-tyrosine interactions, forming active homo- or heterodimers (10).

Phospho-STAT dimers undergo nuclear translocation and are resistant to nuclear export (11), thereby accumulating in the nucleus. Nuclear import is mediated by the association of specific importin-α family members with unconventional nuclear localization sequences that are
Figure 1.2: Overview of the STAT signaling pathway. While inactive, STATs reside in the cytoplasm. Upon tyrosine phosphorylation by kinases, which may be mutated or aberrantly active in cancer, STATs undergo dimerization, nuclear translocation, and binding to DNA. Transcriptional cofactors are also recruited to promote regulation of target genes. Only active in the context of STAT dimers (11). Once in the nucleus, STATs bind to DNA through the canonical motif TTCN$_2$-GAA (10) and recruit transcriptional co-activators to induce the expression of target genes (12). In certain cases, despite being named activators of transcription, STATs can also repress gene expression (13). The transactivation domain is quite divergent between different STAT family members (14), and they regulate overlapping and distinct sets of genes due to specific protein-protein interactions with transcriptional cofactors and DNA sequence determinants outside of the core motif. By this series of steps (Figure 1.2), extracellular signals are propagated to DNA to influence gene expression.
The list of tyrosine kinases that activate STATs is extensive and can be divided into three classes. Receptor-associated tyrosine kinases, specifically the Janus kinase (JAK) family, transduce intracellular signals for receptors that lack intrinsic kinase activity. Such receptors respond to a vast array of cytokines, growth factors, and hormones, including interferons, interleukins, erythropoietin, growth hormone, prolactin, and leptin (15). Although different receptors preferentially associate with particular JAK kinases, the specificity of STAT family member activation is achieved by the structural interaction of STAT SH2 domains with cognate receptors (16-18). Cytoplasmic tyrosine kinases, such as the Src family, also mediate STAT activation (19). Lastly, receptor tyrosine kinases, including EGFR and PDGFR, phosphorylate STATs directly, or in certain contexts act through JAK or Src family members (19).

In addition to tyrosine phosphorylation, STATs are regulated by numerous other post-translational modifications. All STATs except for STAT2 and STAT6 possess a conserved serine residue in the transactivation domain (10). Serine phosphorylation is mediated by kinases such as the MAPK family, mTOR, PKC, and IKKε (20) and is not essential for STAT activation, but contributes to maximal target gene induction. Another modification is ubiquitination, which promotes not only STAT proteasomal degradation but also tyrosine dephosphorylation (10). Two ubiquitin-like modifications, SUMOylation and ISGylation, have been found to modulate STAT activity at certain promoters without affecting protein stability. Finally, acetylation has been reported to facilitate STAT dimerization, DNA binding, and gene expression (10, 21). In general, the effect of these modifications on STAT function and activity is less characterized and more nuanced than the paradigm of tyrosine phosphorylation.

Several mechanisms serve to attenuate STAT signaling. The suppressor of cytokine signaling (SOCS) family consists of 8 proteins, SOCS1-7 and CIS, which are induced by STAT
activation and exert negative feedback at the level of STAT tyrosine phosphorylation. SOCS members bind to and directly inhibit receptors and JAKs, compete with STATs for binding to these proteins, and target signaling components for proteasomal degradation (22). In the nucleus, protein inhibitor of activated STAT (PIAS) proteins block activated STATs from binding to DNA (10). In both the nucleus and cytoplasm, tyrosine phosphatases such as SHP-2 and PTPN2 dephosphorylate STATs (23), resulting in dissociation from DNA and cytoplasmic localization. Phosphatases also act on receptors and kinases to erase phospho-tyrosine markers of activation, thus returning them to an inactive conformation and removing docking sites for STATs.

These inhibitory mechanisms ensure that basal STAT activity is low or absent in normal cells and, upon appropriate stimulation, is rapidly and transiently induced. In normal cells, maximal STAT activation occurs within 30 minutes of onset, after which STAT phosphorylation decays with a half-life of less than 15 minutes (24). By contrast, many cancers harbor constitutive activation of one or more STATs (25). Several mechanisms underlie the constitutive STAT signaling seen in cancer. Until now, STATs themselves were never thought to be somatically mutated during cancer development. Recently, however, acquired STAT3 mutations were discovered in 40% of large granular lymphocytic leukemias, a rare neoplasm (26). The mutations, which are hydrophobic substitutions within the SH2 domain, favor dimerization, persistence of tyrosine phosphorylation, and transcriptional activity.

In all other instances, inappropriate STAT activation in cancer is due to alterations of upstream signaling components or disruption of normal inhibitory mechanisms. First, mutant, fusion, or overexpressed receptors or kinases display overactive signaling and may be immune to negative feedback regulation. Prominent examples include the BCR-ABL fusion in chronic myeloid leukemia and mutant JAK2-V617F in myeloproliferative neoplasms (27). Second,
critical negative regulators of the STAT pathway are frequently downregulated through transcriptional repression, epigenetic silencing, or genomic deletion. This phenomenon has been observed with SOCS and phosphatase genes, which experience hypermethylation in various cancers (28). Third, autocrine or paracrine secretion of growth factors, such as IL-6 (29, 30), often drives constitutive pathway activation, especially in conjunction with loss of negative regulators.

The Role of STAT3 in Cancer

STAT1, STAT3, and STAT5 are activated by many diverse stimuli in numerous settings and exert wide-ranging effects on gene expression and cell behavior. In contrast, STAT2, STAT4, and STAT6 are activated under much more limited conditions and function primarily in the immune system (10). Consequently, STAT1, STAT3, and STAT5 have been most closely linked to roles in cancer, although emerging evidence also implicates STAT6 in certain cases of oncogenesis (31-33). While the actions of STAT1, STAT3, and STAT5 are pleiotropic, STAT1 has generally been viewed as a tumor suppressor and is less often activated in tumors, whereas STAT3 and STAT5 are considered to be oncogenic (34). In particular, STAT3 is constitutively active in a high proportion of nearly all solid and hematological tumor types, suggesting it may be a key event in tumorigenesis (35). Thus, the function of STAT3 has been most extensively investigated in cancer cell biology (Figure 1.3).

An abundance of evidence establishes STAT3 as a central oncogenic mediator. STAT3 is activated by a plethora of oncogenic kinases and growth factors, and it is specifically required for transformation by v-Src (36) and mutant c-Kit (37). Conversely, loss of STAT3 inhibits tumor formation in multiple cell types (35). Moreover, a constitutively-active variant of STAT3, termed
Figure 1.3: Overview of STAT3 interactions with other cellular pathways and compartments. STAT3 is subject to phosphorylation by both tyrosine and serine kinases. Tyrosine phosphorylation is critical to nuclear localization and transcription of tumorigenic target genes, which is the canonical function of STAT3. Additionally, STAT3 can localize at mitochondria to modulate oxidative phosphorylation, which is dependent on STAT3 serine phosphorylation. STAT3 has also been found to associate with focal adhesions and microtubules to affect cancer cell motility in a non-transcriptional manner. RTKs: receptor tyrosine kinases.

STAT3C, is sufficient for neoplastic transformation and induces tumorigenic target genes such as cyclin D1, Bcl-X, and c-Myc (38). STAT3C has cysteine residues introduced near the C-terminus that form intermolecular disulfide bridges, promoting dimerization and transcriptional activity. In addition to transformation and tumor initiation, STAT3 is also critical to tumor maintenance and progression. For example, inhibition of constitutively-active STAT3 in multiple tumor models and cancer cell lines leads to apoptosis (39). The effects of STAT3 are mediated
by the direct regulation of diverse target genes involving all of the hallmarks of cancer (2). Also, the significance of STAT3 in tumor-stromal interactions is increasingly gaining attention.

Uncontrolled proliferation, one of the first cancer hallmarks to be recognized, is advanced by STAT3 at many levels. STAT3 induces cyclin D1 (38, 40), which is critical for G1/S phase transition, as well as cyclins D2/D3/A and the phosphatase cdc25A (41). Genome-wide profiling of STAT3-regulated genes identified Egr1 and JunB as further targets promoting cell cycle entry (35). Also, STAT3 antagonizes the cell cycle inhibitors p21 and p27 by direct transcriptional repression (41) and by upregulating Skp2, which mediates their ubiquitin-mediated degradation (42). STAT3 induction of c-Myc, a pleiotropic protein with key roles in cancer growth and proliferation, is required for v-Src transformation and PDGFR-induced mitogenesis (43). Moreover, the kinases Pim-1 and Pim-2 are STAT3 targets, and ectopic expression of Pim-1 with c-Myc fully rescues loss of cell cycle progression after STAT3 inhibition (44). Finally, STAT3 fosters limitless replicative potential by directly inducing telomerase (45).

STAT3 also enhances cancer cell survival. While STAT3 regulates Bcl-2 and mediates chemotherapy resistance (46, 47), STAT3 regulation of Bcl-X has been better studied. STAT3 is required for Bcl-X expression by EGFR in head and neck squamous cell carcinoma (HNSCC), HER2 in breast cancer, and IL-6 in multiple myeloma (48-51). Mcl-1, a related STAT3 target, collaborates with Bcl-X to resist Fas-mediated cell death, particularly in hematological cancers (50, 52, 53). Survivin is another anti-apoptotic protein induced by STAT3 in various settings, including astrocytoma, breast cancer, gastric cancer, and primary effusion lymphoma (54-57). Inhibiting STAT3 reduces levels of these survival factors and causes apoptosis, which is reversed by their enforced expression, demonstrating the importance of these downstream effectors (51,
Additionally, STAT3 transcriptional repression of pro-apoptotic Fas, TNF-α, and p53 facilitates tumor escape from normal death signals (13, 58, 59).

Self-renewal and resistance to apoptosis are traits of cancer stem cells (CSC), and not surprisingly, STAT3 has been linked to the CSC phenotype. In fact, LIF activation of STAT3 is critical to pluripotency in embryonic stem cells (60). The STAT3 target genes KLF4 and BCL6 inhibit differentiation (35), while another STAT3 target, DNA methyltransferase I (61), functions to maintain both hematopoietic and leukemic stem cells (62). CSCs in glioblastoma and breast cancer require STAT3 activation (29, 63) resulting from IL-6 or EGFR (64). Also, trastuzumab resistance in HER2+ breast tumors occurs by IL-6-driven expansion of stem-like cells (65). In other cases, STAT3 activation in CSCs is due to Runx1-mediated silencing of SOCS family members (66). STAT3 additionally promotes CSCs via tumor-stromal interactions. Breast cancer cells secrete factors that activate STAT3 in cancer-associated fibroblasts, which respond by producing CCL2 to induce CSC phenotypes in breast cancer cells (67).

STAT3 activation is associated with aggressive clinical behavior and poor prognosis (68). Interestingly, inhibiting STAT3 can prevent tumor growth in mice without affecting growth of cancer cells in vitro (69, 70). The ability to migrate, invade, and eventually metastasize is a malignant hallmark that enables cancer cells to grow and spread in vivo. Thus, STAT3 has been found to intimately regulate these processes, and in particular, many matrix metalloproteinases (MMPs) are under transcriptional control of STAT3. For example, STAT3 regulation of MMP-2 promotes invasion and metastasis in melanoma and ovarian cancer cells (70-72), while MMP-7 is critical to pancreatic cancer progression (73). STAT3 and c-Jun cooperatively induce MMP-1 and MMP-10 in bladder cancer cells to increase motility and tumor formation in mice (74).
Moreover, STAT3C transformation of immortalized breast epithelial cells requires MMP-9, whose expression correlates with STAT3 activation in primary breast cancers (75).

Besides MMPs, genes linked to epithelial-mesenchymal transition (EMT) are regulated by STAT3. For instance, STAT3 directly promotes Snail expression while also inducing LIV1, a zinc transporter essential for Snail nuclear localization (76, 77). Twist is another key EMT gene upregulated by STAT3 (78-80). STAT3 mediates EGFR-stimulated Twist expression, EMT, and motility, and levels of Twist correlate with EGFR and STAT3 phosphorylation in primary breast tumors (81). In colorectal carcinoma, STAT3 may promote EMT by inducing ZEB1, a repressor of E-cadherin (82). Transformation of immortalized prostate epithelial cells by STAT3C involves upregulation of integrin β6 and its ligands fibronectin and tenascin C, which produce an EMT phenotype (83). Reciprocally, HER2 interaction with integrin β4 activates STAT3 to cause loss of epithelial adhesion and polarity (84). STAT3 also modulates the cytoskeleton to promote migration through both transcriptional (85) and non-transcriptional mechanisms (86, 87).

Angiogenesis is another process crucial to tumor growth in vivo but is not readily assayed in vitro. STAT3 induction of MMPs may facilitate angiogenesis (88), in addition to their role in motility. More directly, the pro-angiogenic factor VEGF is a STAT3 target gene. In multiple cancer models, STAT3 regulation of VEGF enhances tumor vascularity, growth, and metastasis in vivo; inhibiting STAT3 or VEGF does the opposite (89-91). Interestingly, STAT3 activation in endothelial cells is critical to assuming the angiogenic phenotype (92) and derives from VEGF itself, alongside other factors secreted by both tumor cells and tumor-infiltrating myeloid cells (93). Thus, STAT3 activation in tumor cells spreads to stromal cells, fostering tumor growth from multiple cellular compartments. STAT3 in both tumor and stroma can also modulate VEGF indirectly by upregulating HIF-1α, which stimulates VEGF transcription (94, 95).
In addition, tumor growth \textit{in vivo} requires evading immune destruction. Here, too, the actions of STAT3 in multiple cellular compartments are synergistic, functioning to dampen the immune response and promote tumor tolerance. In both cancer cells and cancer-associated fibroblasts, STAT3 curbs the secretion of chemoattractants and pro-inflammatory cytokines such as TNF-α and IFN-β, while inducing the secretion of immunosuppressive IL-6, IL-10, and TGF-β (96-98). Furthermore, the maturation and function of immunological cells is impaired by STAT3 activation, which can result from STAT3-dependent secretion of paracrine factors by tumor cells (99, 100). Increased STAT3 activity in antigen-presenting cells promotes anergy, whereas inhibition of STAT3 leads to priming of CD4+ T cells to otherwise tolerogenic stimuli (101). Similarly, targeted disruption of STAT3 in hematopoietic cells elicits innate and adaptive anti-tumor responses and reduces formation of regulatory T cells (102).

The interplay between the immune system and cancer is complex, and STAT3 drives not only immune evasion, but also appropriation of inflammatory signals for tumor initiation and progression. For example, STAT3 activation in tumor-associated myeloid cells facilitates reciprocal STAT3 activation in tumor cells, xenograft growth in mice, and priming of pre-metastatic niches for colonization (103, 104). Also, many cancers are characterized by chronic inflammation. In Kras-driven models of pancreatic cancer, STAT3 signaling upregulates chemokines to recruit infiltrating immune cells, which in turn secrete factors that act on cancer cells to further neoplastic development (73, 105). Furthermore, paracrine activation of STAT3 in tumor-initiating cells by myeloid cell-derived IL-6 is a crucial event in models of inflammatory colorectal cancer (106). In this context, STAT3 ablation leaves inflammation intact, but abrogates its ability to promote cancer development (107). Thus, STAT3 mediates substantial oncogenic crosstalk within the tumor microenvironment.
Recently, metabolic reprogramming has emerged as a significant hallmark and driver of cancer. Whereas STAT3 tyrosine phosphorylation is required for v-Src transformation, STAT3 serine phosphorylation is required for Ras-mediated transformation and, unexpectedly, causes STAT3 to localize to the mitochondria (108). Mitochondrial STAT3 supports oxidative phosphorylation and ATP production. However, STAT3 can also boost aerobic glycolysis and reduce mitochondrial respiration, partly through HIF-1α upregulation (109). The specific effects of STAT3 may depend on the underlying driver mutations and associated metabolic context. For example, mutant JAK2-V617F induces GLUT1 and PFK2 through STAT5 (110); it is unknown if STAT3 may do the same. Interestingly, pyruvate kinase M2, which is the isoform expressed preferentially in proliferating cells, functions as a novel tyrosine kinase for STAT3 (111). This further illustrates the crosstalk between STAT3 and cancer metabolism.

**Functional Relationships Between STATs and MicroRNAs**

MicroRNAs are short (18-25nt) non-coding RNAs conserved among eukaryotes. About 30% of miRNAs are intergenic and undergo transcription from their own promoters as a primary transcript (pri-miRNA). The remaining miRNAs are located within introns of protein-coding genes (112). Drosha cleavage or mRNA splicing, respectively, liberates a stem-loop intermediate (pre-miRNA) that is exported to the cytoplasm, where it undergoes a second cleavage by Dicer to generate an RNA duplex with short 3’ overhangs (Figure 1.4). One strand becomes the mature miRNA (guide strand) by preferential loading into the RNA-induced silencing complex (RISC) (113). The complementary strand (anti-guide, passenger, or minor strand) is typically degraded, but may also experience RISC loading under certain conditions (114). Asymmetric strand selection is mediated by the thermodynamic attributes of the duplex ends (115).
Figure 1.4: Overview of microRNA biogenesis in metazoans. MicroRNAs may be transcribed from their own promoters (as pri-miRNA) or lie within introns of protein-coding genes. The premiRNA is formed by Drosha cleavage of pri-miRNAs or splicing of intronic miRNAs. After nuclear export, additional cleavage by Dicer yields a duplex. Each strand may then be loaded into RISC, but usually one is preferred over the other. The less commonly-loaded strand is designated miRNA*. Image source: (116)

The RISC recognizes specific mRNAs by sequence complementarity of the miRNA seed region (positions 2-8) with sites in target mRNAs, most often in the 3’ UTR. This base-pairing is necessary but often not sufficient for target recognition, and additional contextual cues may be required (117, 118). RISC-bound mRNAs are translationally repressed, destabilized by deadenylation, or both. Remarkably, up to 90% of human genes appear to be miRNA targets, underscoring the significance and extent of this mode of post-transcriptional regulation (119, 120). Also, each miRNA typically binds multiple targets, and one target may be regulated by multiple miRNAs. As of early 2013, over 1500 miRNAs have been identified in humans, thus outnumbering kinases by a factor of two to three. Accordingly, miRNAs have been implicated in numerous processes in development, physiology, and disease (121).

Not surprisingly, miRNAs are recognized to modulate key aspects of tumor biology, and a large number reside in fragile sites that are commonly deleted or amplified in cancer (122). As negative regulators of protein-coding genes, miRNAs targeting tumor suppressors are deemed
oncogenic, whereas those targeting oncogenes function as tumor suppressors. For example, c-Myc and Ras are targets of the let-7 family. Its members are often downregulated in tumors, and their reintroduction inhibits proliferation, tumorigenesis, and metastasis. By contrast, miR-21 is often overexpressed, and a key target is the tumor suppressor PTEN. Inhibiting miR-21 via antisense oligonucleotides reduces the growth, migration, and invasion of cancer cells (123). However, context is critical: a miRNA can be oncogenic in one setting but tumor suppressive in another, depending on which targets are present (123).

Over the past few years, significant functional interactions between STATs and miRNAs have become recognized. While genome-wide identification of STAT-regulated mRNAs has been reported (124), an analogous study of miRNAs is lacking. Thus, less is known about STAT-regulated miRNAs than mRNAs. Nonetheless, for multiple STATs, cancer-related miRNAs have been discovered as direct target genes. STAT1 has long been regarded as a tumor suppressor, and consistent with this view, STAT1 represses miR-221 (125), an oncogenic miRNA that targets PTEN and p27. Moreover, IFN-γ activation of STAT1 upregulates the miR-29 family, which targets CDK6 and mediates growth inhibition in melanoma (126). In hematological cancers, the pro-tumorigenic role of STAT5 is well-documented. Downregulation of miR-15/16 by STAT5 relieves Bcl-2 from their suppression, resulting in higher Bcl-2 levels (127).

Research has shown that the oncogenic effects of STAT3 are partially mediated through miRNAs. In particular, miR-21 is a cancer-promoting miRNA that has been extensively studied. STAT3 regulation of miR-21 was first demonstrated in multiple myeloma, in which it is induced by IL-6. Enforced miR-21 expression inhibits apoptosis after IL-6 withdrawal (128). Likewise, STAT3-driven upregulation of miR-21 protects cells from apoptosis after interferon stimulation (129). Furthermore, STAT3 induction of miR-21 and miR-181b causes repression of PTEN and
CYLD, respectively, facilitating NF-κB activation, IL-6 production, and maintenance of cellular transformation (130). However, miR-21 expression is inhibited by STAT3 in glioma cells upon IFN-β treatment (131). The opposing results highlight the significant effects of cellular context on STAT-regulated gene expression.

Another prominent STAT3 target is the miR-17/92 cluster (132), which consists of 6 miRNAs transcribed as one polycistron. The cluster is also under transcriptional control of c-Myc, and its targets include Bim, p21, and PTEN (133-136). Accordingly, the miR-17/92 cluster was first identified as an oncogene. Its induction by STAT3 confers resistance to MEK inhibitors via miR-17 repression of Bim (137), while miR-92 repression of VHL stabilizes HIF-1α and induces VEGF in synergy with STAT3 (138). Interestingly, some targets of the miR-17/92 cluster lie within the STAT3 pathway itself, providing for both positive and negative feedback regulation. For instance, STAT3 activity is increased via miR-18a repression of PIAS3 (139, 140) and miR-19a/b repression of SOCS1 (141). Conversely, STAT3 itself is a direct target of multiple members of the miR-17/92 cluster (142-144), and miR-20b targets not only STAT3 but also HIF-1α, resulting in diminished VEGF expression (145).

In addition, several other STAT3 miRNA targets have been discovered which, like the miR-17/92 cluster, also modulate STAT3 activity. In a model of hepatocellular carcinogenesis, STAT3 induces miR-24 and miR-629 to repress HNF4α and maintain constitutive IL-6/STAT3 signaling (146). Also in hepatocellular carcinoma cells, IL-6 is targeted by miR-26a, leading to decreased STAT3 activation, tumor growth, and metastasis in mice (147). Interestingly, STAT3 directly represses miR-26a (148), and this potentially contributes to persistence of IL-6-driven STAT3 activation. By contrast, STAT3 regulation of other miRNAs appears to act as negative feedback mechanisms. For instance, STAT3 represses miR-204 and induces miR-125b, which
target the phosphatase SHP2 and STAT3 itself, respectively (149, 150). Therefore, STAT3 may regulate its own activity through miRNA-mediated feedback loops.

A number of miRNAs that do not appear to be under STAT transcriptional control have also been shown to modulate STAT function in a variety of ways. The most straightforward relationship is direct miRNA-mediated repression of STATs themselves, and several miRNAs not already mentioned are known to act in this fashion. For example, STAT5A is a target of miR-222 (151), STAT1 is a target of miR-145 and miR-146a (152, 153), and STAT3 is a target of miR-223 and let-7a (154, 155). In certain instances, such interactions have been demonstrated to affect specific aspects of cancer. As illustration, miR-124 targeting of STAT3 promotes T cell clearance of glioma (156). Additionally, miR-337-3p targeting of STAT3 mediates sensitivity to taxanes in non-small cell lung cancers (157).

More broadly, though, miRNAs can affect STAT signaling by targeting genes that activate or inhibit the STAT pathway, such as upstream kinases or negative regulators. Since the set of kinases that act upon STATs is expansive, the class of miRNAs capable of modulating STAT activity through kinase regulation is likely to be even larger. However, a few cases deserve specific mention. Multiple Src family members are targets of miR-205, which consequently has been shown to inhibit STAT3 phosphorylation (158). Furthermore, miR-135a represses JAK2 (159). The related miR-135b is a transcriptional target of STAT3 (160) and may also repress JAK2 due to sharing the same seed region as miR-135a, suggesting a possible route of negative feedback for JAK2-dependent STAT3 activation. Additional biologically significant examples involving miRNAs and STAT-associated kinases are likely to emerge.

Outside of kinases, multiple SOCS family members are miRNA targets. For instance, miR-203 represses SOCS3 to promote STAT3 phosphorylation (161). Inhibition of SOCS1 by
miR-155, which is overexpressed in many cancers, increases activation of both STAT1 and STAT3 (162) and promotes STAT3-driven breast tumor growth in mice (163). Importantly, miR-155 is upregulated by IL-6, IFN-γ, and other inflammatory factors (163) and is a direct target of at least STAT1 (164), suggesting a potential positive feedback relationship. Lastly, miR-9 targets SOCS5 to increase phosphorylation of STAT1 and STAT3 (165). Interestingly, in this study, miR-9 derived from tumor cells was delivered by microvesicles to endothelial cells and mediated their STAT-dependent migration and angiogenesis. However, in other settings, miR-9 has been found to reduce STAT3 phosphorylation (166).

In summary, the functional relationships between STATs and miRNAs are reflective of the fundamental nature of STATs in cancer biology. Several recurring themes can be viewed as organizing principles. Like STATs and miRNAs individually, their interactions influence a broad range of biological processes and phenotypes. Additionally, feedback loops are widespread and serve as key regulatory modules. Finally, the significance of cellular context and intercellular communication is increasingly being recognized and deserves further investigation.

**Targeting the STAT3 Pathway for Cancer Therapy**

Multiple arguments underlie the rationale for targeting the STAT3 pathway as cancer therapy. The critical oncogenic role of STAT3 in human tumors, as demonstrated by a wealth of preclinical and clinical data (167), make it an attractive target for pharmacological intervention. Moreover, for several reasons, inhibiting STAT3 provides a means of selectively affecting malignant and not normal cells. STAT3 activation is transient and dispensable in normal cells (35), and germline loss of STAT3 function is compatible with human development and survival (168). By contrast, cancer cells are specifically addicted to persistently activated STAT3 for
survival, proliferation, and other cancer hallmarks. Consequently, inhibiting aberrant STAT3 activation in cancer is a promising therapeutic strategy. However, despite extensive research, clinically available therapies to target STAT3 remain extremely limited.

The multistep process of STAT activation theoretically affords many opportunities for pharmacological modulation (Figure 1.1). However, the most straightforward drug targets are kinases (Figure 1.5), which possess binding pockets amenable to small molecule inhibition. Due to the crucial role of JAKs in the STAT pathway, many JAK inhibitors have been developed for preclinical use, and some natural products found to inhibit STAT3 appear to be JAK inhibitors (169, 170). As of 2013, the only FDA-approved drug to target STATs in cancer is ruxolitinib, a recent JAK inhibitor (30), though laboratory data also suggest the utility of gefitinib and dasatinib to inhibit STAT3 activated by EGFR and Src, respectively (171, 172). Moreover, tocilizumab is a monoclonal antibody to IL-6 receptor used clinically to treat autoimmune diseases. However, its potential as a cancer treatment has not been explored.

Unfortunately, the clinical efficacy of single-pathway kinase inhibitors has mostly been modest and transitory, perhaps due to functional redundancy of other signaling pathways or emergence of resistance mutations. Another possibility is concurrent or compensatory STAT activation by kinases that are not blocked by the drug. For example, the effect of dasatinib on STAT3 phosphorylation is short-lived because cells adapt to Src inhibition by increasing JAK activity (172). Thus, therapies to target STAT3 downstream of kinase activation may be useful, since a single drug could inhibit STAT3 regardless of how it is activated. One strategy is to increase the activity of endogenous negative regulators, such as phosphatases or SOCS family members, and a SOCS1 peptide mimetic has been reported (173). However, aside from the use
Figure 1.5: Strategies to inhibit the STAT pathway at the level of tyrosine phosphorylation. Kinase inhibitors, antagonists of receptors or their ligands, and SOCS proteins target upstream mechanisms of phosphorylation. By comparison, phosphatases diminish STAT phosphorylation after it has already occurred.

of specific drugs to reverse epigenetic silencing, enhancing protein function by small molecules is challenging.

Instead, much research has focused on inhibiting STAT3 directly. The STAT SH2 domain mediates critical interactions with kinases, receptors, and other STATs. Targeting the SH2 domain may affect STAT phosphorylation, dimerization, or both, and has therefore been pursued extensively. Phospho-peptides and peptidomimetics have been developed to inhibit the STAT3 SH2 domain by mimicking the phospho-tyrosine docking sites on STAT3 itself, EGFR, gp130, and other cytokine receptors (167). Despite high SH2 domain conservation, moderate
selectivity was achieved for STAT3 over STAT1 homodimers (174). However, this approach is hampered by poor cell permeability, low potency in the mid-micromolar range, and metabolic instability (167, 174). Consequently, numerous efforts have been made to antagonize the STAT3 SH2 domain using small molecules.

Since the crystal structure of the STAT3 dimer has been determined (175), several groups have used computational docking to screen for potential small molecule SH2 domain inhibitors in silico. STA-21 and S3I-201 were identified in this manner (176, 177). Biochemical screening assays have also been used. Stattic was discovered as a compound that inhibited STAT3 binding to a fluorescein-labeled phospho-peptide fragment of gp130 (178). It was subsequently found to bind to the STAT3 SH2 domain, causing decreased phosphorylation and dimerization (178). These drugs generally operate at mid- to low micromolar concentrations, but analogues have been created with potencies in the low micromolar or even nanomolar range (169). Furthermore, a number of natural products identified as potential STAT3 inhibitors mediate their effects through the SH2 domain (169).

Even after STAT3 phosphorylation and dimerization, STAT3 biological activity may be targeted in several ways (Figure 1.6). Inhibiting the step of nuclear translocation has been considered, but drugs specifically affecting STAT3 nuclear import have yet to be identified (167). STAT3 can also be prevented from binding to its cognate sites in the genome. This is the basis for using double-stranded DNA oligonucleotides as decoys to titrate STAT3 away from endogenous DNA (179, 180). While delivery and stability remain problematic, covalent linkage of both duplex ends confers resistance to degradation, and intratumoral delivery to HNSCC patients in a human Phase 0 trial showed downregulation of STAT3 target genes (181). Drugs
Figure 1.6: Strategies to inhibit the STAT pathway that do not directly affect STAT phosphorylation. These include dimerization inhibitors, nuclear entry inhibitors, and oligonucleotide decoys containing STAT binding sites. Within the nucleus, drugs could inhibit STAT recruitment of required cofactors or STAT DNA binding.

may also directly inhibit STAT3 binding to DNA, as in the case of platinum compounds (182) and the investigational agent flavopiridol (183).

A fruitful approach to uncover novel STAT3 inhibitors is the use of cell-based screens in which a luciferase reporter gene is under the control of STAT3 activity. Simultaneously counter-screening with a non-STAT3-dependent reporter helps to rule out nonspecific toxicity. The primary advantage of this approach is that it allows unbiased discovery of compounds that may act at any step of the STAT3 pathway, from phosphorylation to gene expression. When this strategy was applied to chemical libraries, it identified pimozide, pyrimethamine, and
nifuroxazide as STAT3 inhibitors (184-186). Notably, the first two are FDA-approved drugs. Whereas nifuroxazide appears to be a JAK inhibitor, how the other drugs inhibit STAT3 is not currently understood. Therefore, the large mechanistic landscape open to drugs identified in this manner can be both a strength and a shortcoming.

Importantly, most of the compounds being investigated as STAT3 inhibitors have been shown to specifically block the growth of cancer cells with constitutively activated STAT3, but not cells lacking STAT3 activation. This supports the prospect of targeting STAT3 in human cancers. Also, several components of the STAT3 pathway are currently understudied, and thus far, they are not known to be the subject of pharmacological modulation. Examples include STAT3 acetylation and recruitment of transcriptional cofactors. Conceivably, some of these processes may be affected by compounds that inhibit STAT3 activity but whose mechanisms of action remain uncharacterized. Finally, research has demonstrated that non-kinase and kinase inhibitors can be combined to achieve a synergistic effect (184, 187), which represents a growing paradigm in targeted cancer therapy.
CHAPTER 2:

STAT3-Regulated MicroRNA-146b Opposes NF-κB and Inhibits IL-6/STAT3-Driven Cancer Phenotypes
INTRODUCTION

Signal transducer and activator of transcription 3 (STAT3) is a key transcription factor in cancer pathogenesis (35). STAT3 activation is transient and tightly-controlled in normal cells, but is often constitutively activated in numerous tumor types to drive target genes regulating growth, survival, invasion, and angiogenesis. A major source of STAT3 activation in malignancy is the cytokine IL-6 (170), which signals through a complex of IL-6Rα and gp130 to activate Janus kinases (JAKs) and induce phosphorylation of STAT3. The importance of IL-6-driven STAT3 activation has been demonstrated in multiple tumor types, including breast, lung, liver, prostate, pancreatic, colon, head and neck, multiple myeloma, and melanoma (69, 188). The source of IL-6 can be paracrine—derived from non-neoplastic stromal or inflammatory cells—or autocrine, produced by tumor cells (189).

Specifically, NF-κB-dependent expression of IL-6 (190) is a common and significant autocrine pathway in cancer. For example, NF-κB can trigger an epigenetic switch leading to neoplastic transformation through induction of IL-6 and STAT3 activation (130, 191). Additionally, the signaling cascade of NF-κB, IL-6, and STAT3 promotes growth, survival, and chemotherapy resistance in breast cancer (192, 193), androgen-independent prostate cancer (194, 195), angiosarcoma (196), and colitis-associated cancer (106, 197). Therefore, NF-κB-dependent IL-6 is a significant driver of STAT3 activation and STAT3-dependent cellular phenotypes. However, the genetic circuits that control this process in physiological and disease states have yet to be elucidated.

While many protein-coding target genes of STAT3 have been characterized, relatively little is known about STAT3 microRNA target genes. MicroRNAs are short, non-coding RNAs
that regulate messenger RNAs through translational inhibition and transcript degradation (117), and as with STAT3, have been found to influence virtually all aspects of tumor biology. Given the functional importance of both STAT3 and miRNAs in cancer, the role of STAT3 as a transcription factor, and the dearth of known STAT3 miRNA targets, we focused on identifying novel STAT3-regulated miRNAs with relevance to cancer. Here, we report the discovery of miR-146b as a novel STAT3 target and its role in a feedback circuit involving STAT3, NF-κB, and IL-6 with significance in human cancer.

Attributions

Mouse mammary tissue and related western blot data (Figure 2.3A) and beta-casein expression data (Figure 2.3B) were supplied by Dr. Vida Vafaizadeh and Professor Bernd Groner (Georg-Speyer-Haus, Institute for Biomedical Research; Frankfurt, Germany). Phospho-STAT3 immunohistochemical staining and miR-146b expression data in primary human breast cancers (Figure 2.12E) were supplied by Dr. Nicolai J. Birkbak and Professor Andrea L. Richardson (Departments of Pathology, Brigham and Women’s Hospital and Harvard Medical School; Boston MA, USA).
RESULTS

A Genome-Wide Screen for STAT3-Regulated MicroRNAs Reveals MiR-146b as a Novel STAT Target

To discover novel STAT3-regulated miRNAs, we generated a cellular system in which STAT3C, a constitutively-active mutant form of STAT3 (38), is inducibly regulated by doxycycline. Unlike kinase or cytokine-based signaling, which may also activate other pathways, this strategy enabled specific and focused activation of STAT3. We selected MCF-10A cells, an immortalized non-tumorigenic breast epithelial cell line that lacks basal STAT3 activation, because introducing STAT3C is sufficient for neoplastic transformation (75). Therefore, we reasoned that MCF-10A cells would be especially informative for miRNAs germane to STAT3 function and activity. The engineered MCF-10A cells responded robustly to doxycycline treatment with induction of STAT3C protein and STAT3 target genes (Figure 2.1A-B).

Screening for differentially-expressed miRNAs following STAT3C induction (Figure 2.1C) revealed 12 with a change of at least 2-fold (Figure 2.2A). These 12 miRNAs were further assessed by qRT-PCR, which validated the upregulation of 5 miRNAs, including miR-21, an established STAT target (128). To distinguish between direct and indirect targets, we analyzed the miRNA primary transcripts for induction by IL-6-mediated STAT3 activation while new protein synthesis was blocked (Figure 2.1D). This revealed miR-146b as the single novel direct miRNA target identified from the screen.
Figure 2.1: Characterization and use of doxycycline-inducible cell systems for miRNA screening and analysis of miR-146b regulation. (A) Induction of STAT3C (FLAG-tagged) in doxycycline-inducible STAT3C cells after 24hr. (B) Induction of SOCS3, a STAT3 target gene, in STAT3C-inducible cells after treatment with doxycycline (2μg/ml) for 24-96hr. (C) Screening strategy to identify STAT3-regulated miRNAs. (D) The protein synthesis inhibitor cycloheximide distinguishes between direct and indirect STAT targets. MCF-10A cells were pretreated with vehicle or cycloheximide (2μg/ml) for 1 hour, then stimulated with IL-6 (20ng/ml) for 2 hours. Primary transcripts of validated miRNA hits from the screen were analyzed by qRT-PCR. (E-F) Doxycycline-inducible STAT3C and STAT5A1*6 cells demonstrate STAT activity is sufficient to induce miR-146b. (G) MiR-146a, but not miR-146b, is responsive to TNF-α in immortalized mammary epithelial cells (IMEC) treated with TNF-α (10ng/ml) for 48hr.
Molecular Regulation of MiR-146b by STATs

The system of inducible STAT3C indicates STAT3 activation alone is sufficient to induce miR-146b; a similar result was obtained with inducible constitutively-active STAT5 (STAT5A1*6) (Figure 2.1E-F). Furthermore, miR-146b was induced by cytokines that activate STAT3 (IL-6) or STAT1 (IFN-γ) (Figure 2.2B), and cytokine-stimulated induction of miR-146b was abrogated by dominant-negative STAT constructs, demonstrating that STAT transcriptional activity is necessary in this context (Figure 2.2C). Cytokine-stimulated STAT5 activation was not evaluated because MCF-10A cells lack prolactin receptor (Neilson et al., 2007 and data not shown).

Next, we compared the regulation of miR-146b with that of miR-146a. The two miR-146 isoforms share 91% sequence identity, but reside at distinct genomic loci. Whereas miR-146a is a well-characterized NF-κB target (199), it is not known if NF-κB regulates miR-146b. In MCF-10A cells, STAT activation upregulated miR-146b but not miR-146a, while NF-κB activation via TNF-α showed the opposite pattern (Figure 2.2D). Also, TNF-α induced only miR-146a and not miR-146b in immortalized mammary epithelial cells (IMEC) (Figure 2.1G). Thus, miR-146a and miR-146b are subject to divergent regulatory control, and miR-146b is a target of STAT but not NF-κB activity.

To elucidate how STATs regulate miR-146b at a molecular level, we first analyzed the 3kb genomic region upstream of miR-146b, which was found to contain two consensus STAT binding motifs in islands of high phylogenetic conservation (Figure 2.2E). When this 3kb region was inserted upstream of a luciferase reporter, it conferred responsiveness to cytokine treatment and STAT3C (Figure 2.2F). Mutagenesis of either consensus STAT site inhibited induction of the luciferase reporter, thus establishing both sites as functional. Additionally, electrophoretic mobility shift assay (EMSA) demonstrated direct binding of IL-6-activated STAT3 to the distal
Figure 2.2: STAT family members directly regulate miR-146b expression. (A) Results of genome-wide screen for STAT3-dependent miRNAs. Red and orange refer to direct and indirect STAT targets, respectively; light blue hits did not pass qRT-PCR validation. Gray indicates low-confidence hits not evaluated by qRT-PCR due to high Ct value (> 30) or lack of statistical significance. (B) IL-6 or IFN-γ (20ng/ml) treatment of MCF-10A cells upregulates miR-146b. (C) Transduction of dominant-negative STAT constructs prevents miR-146b induction in MCF-10A cells treated with cytokine for 48hr. (D) STAT activation induces miR-146b and not miR-146a in MCF-10A cells treated with cytokine for 48hr. (E) Schematic of the miR-146b promoter region (3kb upstream) with consensus STAT binding motifs defined as TTCN2-4GAA. (F) Both consensus STAT binding sites are functional. Luciferase reporters were constructed harboring the miR-146b promoter region with wild-type sequence or with mutations (TT→AA) introduced at either or both consensus STAT site(s). Luciferase activity was measured 6hr after cytokine treatment in wild-type MCF-10A (left) or 24hr post-transfection in MCF-10A transduced with STAT3C (right). P-values (*, p < 0.05; **, p < 0.01; ***, p < 0.001) are shown for the induction of mutant constructs relative to that of fully wild-type construct under the same condition.
Figure 2.2 (Continued)

(G) STAT3 binds directly to an oligonucleotide probe centered on the 1.7kb STAT site (lanes 1-7) by EMSA using nuclear extract from MCF-10A cells stimulated by IL-6 for 15 min. Separate N-terminal or C-terminal antibodies to STAT3 were used to disrupt the specific complex. Unlabeled competitor probes were used at 40X excess. Lane 8 utilizes Region B probe, a control known to bind STAT3 (200).

site (Figure 2.2G). STAT3 binding to the proximal site, which lies in a highly GC-rich region, was not detected by EMSA, perhaps because of lower affinity or requirement of additional cis elements.

STAT Activation Induces MiR-146b in Non-transformed But Not Cancer Cells

To investigate the regulation of miR-146b in normal physiology, we examined mouse mammary epithelium at various developmental stages, due to well-characterized STAT activation in this setting and the tissue origin of MCF-10A cells. Prominent induction of miR-146b, but not miR-146a, occurred throughout late pregnancy, lactation, and involution (Figure 2.3A), paralleling recognized patterns of STAT phosphorylation and target gene expression (Figure 2.3B). By contrast, a panel of breast cancer cell lines with constitutive STAT3 activation (29) did not have increased miR-146b levels relative to unstimulated MCF-10A cells (Figure 2.3C).

Next, we analyzed a wide range of non-transformed and cancer cell lines lacking basal STAT activation for miR-146b induction upon cytokine treatment (Figure 2.4 and Supplemental Figure 1). Interestingly, miR-146b responsiveness was restricted almost entirely to the non-tumorigenic and non-transformed cell lines. This indicates STAT regulation of miR-146b is highly context-dependent, varying by cell line and cellular state.
To explain the striking disparity of miR-146b induction among different cells, we hypothesized that STAT regulation of miR-146b was modulated by additional factors. We investigated two possibilities: epigenetic regulation and participation of other signaling pathways.

**Figure 2.3:** Analysis of STAT activity and miR-146b expression in physiology and cancer. (A) Mouse mammary epithelial tissue from the indicated developmental stages was analyzed for expression of miR-146a and -146b relative to virgin 4 weeks (left) and for tyrosine phosphorylation of STAT1, STAT3, STAT5 (right). (B) Expression of the STAT5 target gene beta-casein was measured in the same samples as in panel A. Similar results were obtained with the STAT3 target gene SOCS3 (data not shown). (C) MiR-146b expression was measured in 5 breast cancer cell lines with constitutively-active STAT3 (29) and graphed relative to unstimulated MCF-10A cells. U6 snRNA was used to normalize between different cell lines.
**Figure 2.4:** STAT activation preferentially induces miR-146b in non-transformed cells compared to cancer cells. The induction of miR-146b in these cell lines, which lack basal STAT activation, was measured after 48hr cytokine treatment. Western blot was performed to confirm STAT activation by cytokine treatment (Supplemental Figure 1 and data not shown).

**DNA Methylation Inhibits Mir-146b Expression In Vitro and In Vivo**

Given the role of DNA methylation in suppressing gene expression in tumor cells, we asked whether methylation inhibits STAT3 activity at the miR-146b promoter. To address this possibility, we first treated the miR-146b luciferase reporter with a CpG methyltransferase. Methylation of this construct decreased its responsiveness to STAT3C by 70% (Figure 2.5A). Next, we examined the effect of methylation on endogenous miR-146b expression in breast cancer cell lines with JAK-dependent constitutive STAT3 activation (29). Treatment of these cells with the demethylating agent 5-azacytidine induced both mature miR-146b and its primary transcript (Figure 2.5B). Importantly, the induction was negated by co-treatment with a JAK inhibitor, demonstrating that both demethylation and STAT3 activity were necessary. Additionally, this pattern mirrored that of SOCS3 (Figure 2.6B), which is a STAT3-dependent negative regulator frequently hypermethylated in cancer (35).
Figure 2.5: DNA methylation counteracts STAT3 activity at the miR-146b promoter and inhibits miR-146b expression in vitro and in vivo. (A) Luciferase activity of the miR-146b reporter construct, assessed 24hr post-transfection in MCF-10A transduced with STAT3C, was inhibited by prior treatment with SssI methylase. Methylation was confirmed by protection of plasmid from HpaII digestion (Figure 2.6A). (B) Expression of primary and mature miR-146b increased in breast cancer cells with constitutive STAT3 activation after demethylation by 5-azacytidine, but not in combination with JAK inhibitor. (C) Correlation of miR-146b expression and miR-146b promoter CpG methylation in 524 breast cancer samples from The Cancer Genome Atlas (TCGA) (Pearson and least-squares regression line). (D) MiR-146b promoter methylation was increased in TCGA breast cancer samples compared to corresponding matched normal breast tissue; N = 91 (rank-sum test).

To extend these findings to primary tumors, we utilized The Cancer Genome Atlas (TCGA). This database contains over 500 breast cancer samples with methylation of 485,000 CpGs measured at single-nucleotide resolution. Methylation at the 6 CpGs closest to miR-146b was strongly inversely correlated with expression of miR-146b (Figure 2.5C and 2.6C), but not
Figure 2.6: Further characterization of miR-146b and role of methylation. (A) SssI-treated plasmid DNA was resistant to digestion by methylation-sensitive HpaII restriction enzyme. (B) Experiment performed as in Figure 2.5B, but with analysis of SOCS3 expression. (C) Correlation between miR-146b expression and extent of CpG methylation at 22 CpGs within 10kb of miR-146b interrogated by Illumina 450k profiling in TCGA. Sites highlighted in blue indicate a highly significant inverse correlation. (D) Lack of correlation between CpG methylation at the miR-146b locus and miR-21 expression. (E) Strong positive correlation between CpG sites near miR-146b, indicating coordinate regulation in this region.

miR-21, an irrelevant STAT3 target (Figure 2.6D). Also, methylation among the 6 sites was highly correlated with one another (Figure 2.6E), indicating that they are coordinately regulated. Lastly, methylation of miR-146b was significantly higher in tumors relative to matched normal breast tissue (Figure 2.5D), supporting the role of miR-146b as a negative regulator and tumor suppressor.
Interestingly, 5-azacytidine treatment of cancer cell lines lacking STAT activation did not confer inducibility of miR-146b upon cytokine stimulation (data not shown). Therefore, we hypothesized that other mechanisms could modulate STAT regulation of miR-146b.

**STAT Regulation of MiR-146b Is Potentiated by the MAPK Pathway**

For several reasons, we hypothesized that MAPK signaling could modulate STAT regulation of miR-146b. First, the MAPK pathway is known to regulate miR-146b via direct binding of c-fos to the miR-146b promoter at a site about 600bp upstream of the distal STAT site (201). Second, MCF-10A cells, which show robust induction of miR-146b upon STAT activation, are grown in media containing epidermal growth factor (EGF) and insulin, both of which can activate MAPK.

Interestingly, treatment with EGF or insulin rendered miR-146b much more responsive to cytokine stimulation and STAT activation in cells that normally exhibit little or no miR-146b induction (Figure 2.7A). By contrast, induction of other STAT3 target genes, such as SOCS3 and STAT3 itself, was not enhanced (Figure 2.7B). Similarly, EGF specifically potentiated the induction of the miR-146b luciferase reporter, while induction of an unrelated STAT3-responsive reporter, m67 luciferase, was unaltered (Figure 2.7C).

To understand the mechanism of potentiation, we analyzed the phosphorylation of STAT3 and MAPK following IL-6 stimulation. When EGF or insulin was present, MAPK activation was much more prominent and sustained, while there was no change in the tyrosine or serine phosphorylation of STAT3 (Figure 2.7D). Furthermore, the MEK inhibitor U0126 abrogated EGF potentiation of miR-146b induction, while the PI3K inhibitor LY294002 had no
Figure 2.7: STAT regulation of miR-146b is potentiated by the MAPK pathway. (A) Expression of miR-146b primary transcript in ZR-75 and MCF7 breast cancer cell lines following 3hr treatment with IL-6 or IFN-γ (20ng/ml), in base media only or with addition of EGF (100ng/ml) or insulin (10μg/ml). (B) Expression of STAT3 target genes in ZR-75 cells following 3hr treatment with IL-6 in base media only or with addition of EGF. (C) Luciferase activity of a canonical STAT3 reporter construct (m67, left) or miR-146b reporter construct (right) in ZR-75 cells after 6hr IL-6 stimulation in base media only or with addition of EGF. (D) Immunoblot of ZR-75 cells, untreated or treated with IL-6, alone or in combination with EGF or insulin, for 15 minutes and 1 hour. (E) Expression of miR-146b primary transcript in ZR-75 cells pre-treated for 1 hour with the indicated inhibitors, then treated with EGF ± IL-6.
effect (Figure 2.7E). These data establish the MAPK pathway as a potentiator of STAT regulation of miR-146b.

**MiR-146b Opposes NF-κB to Inhibit Autocrine IL-6-Dependent STAT3 Activity**

Having characterized the STAT3-dependent regulation of miR-146b, we next considered the biological significance of miR-146b as a STAT3 target gene. It is known that miR-146b targets TRAF6 and IRAK1, which serve to activate NF-κB (199). Accordingly, transfection of a miR-146b mimic repressed TRAF6 and IRAK1 across multiple breast cancer cell lines (Figure 2.8C and 2.9A). To determine whether induction of endogenous miR-146b could have the same effect, MCF-10A cells were treated with IL-6 or IFN-γ, which also led to repression of TRAF6 and IRAK1 (Figure 2.9B). This effect was blunted by transfection of a miR-146b inhibitor, showing that it was dependent on induction of miR-146b. Thus, STAT-mediated upregulation of endogenous miR-146b was able to recapitulate the effects of miR-146b mimic.

Since IRAK1 and TRAF6 are upstream of NF-κB, we next examined the effect of miR-146b on NF-κB activity in several breast cancer cell lines with constitutively-active NF-κB. The miR-146b mimic caused marked downregulation of all NF-κB target genes tested (Figure 2.8A), indicating substantially suppressed NF-κB activity. Among the downregulated genes is IL-6, which can activate STAT3 in an autocrine fashion. Therefore, we hypothesized that miR-146b functions to inhibit NF-κB-dependent IL-6 expression, leading to dampened STAT3 activity.

We first determined if STAT3 activation results from NF-κB-dependent IL-6 expression by using siRNA to knock down IL-6 or the NF-κB subunit RelA in SUM-159 cells. Both siRNAs reduced IL-6 expression, STAT3 tyrosine phosphorylation, and STAT3 target gene expression (Figure 2.8B). STAT3 tyrosine phosphorylation was also abolished by treatment with
a pharmacological JAK inhibitor or a neutralizing antibody to IL-6 (Figure 2.8C), further underscoring the role of autocrine IL-6 in activating STAT3.

**Figure 2.8**: MiR-146b inhibits NF-κB-dependent IL-6 expression and autocrine IL-6-dependent STAT3 activation. (A) NF-κB target gene expression was depressed in 3 breast cancer cell lines after miR-146b mimic transfection (72hr) relative to control mimic in each respective cell line. (B) IL-6 expression and STAT3 activation are dependent on NF-κB. Gene expression and STAT3 phosphorylation (Tyr705 immunoblot) were assessed in SUM-159 cells 72hr after transfection with the indicated siRNA constructs. (C) Left: Phospho-STAT3 was diminished in SUM-159 cells treated with JAK inhibitor (2hr), IL-6 neutralizing antibody (6hr), or miR-146b mimic transfection (72hr). Right: In cells transfected with miR-146b mimic, phospho-STAT3 was rescued by simultaneous treatment with TNF-α (5ng/ml). (D) MiR-146b mimic inhibits IL-6 secretion into conditioned medium measured by ELISA (mean ± SD). (E) Diminished expression of STAT3 target genes in SUM-159 cells 72hr after transfection with miR-146b mimic.
Importantly, miR-146b mimic inhibited autocrine IL-6 protein secretion, STAT3 tyrosine phosphorylation, and expression of a large panel of STAT3 target genes (Figure 2.8C-E). Alternative activation of NF-κB by TNF-α, which is independent of TRAF6 and IRAK1, reversed all of these effects (Figure 2.8C-D and 2.9C). These findings establish the role of miR-146b as an inhibitor of NF-κB-dependent STAT3 activity.

**Figure 2.9:** Further characterization of effects of miR-146b and IL-6 neutralizing antibody on IRAK1, TRAF6, and STAT3. (A) MDA-MB-468 and BT-549 cells have constitutively-active STAT3. TRAF6 and IRAK1 protein, but not phospho-STAT3, were inhibited by miR-146b mimic (25nM for 72hr). (B) STAT-mediated upregulation of endogenous miR-146b is sufficient to repress IRAK1 and TRAF6. MCF-10A cells were transfected overnight with control or miR-146b inhibitor, then treated with IL-6 or IFN-γ for 72hr to induce miR-146b. (C) TNF-α rescues the decreased expression of NF-κB and STAT3 target genes in SUM-159 cells after transfection with miR-146b mimic. (D) In MDA-MB-468 and BT-549 cells, constitutive STAT3 phosphorylation is not affected by IL-6 neutralizing antibody.

In MDA-MB-468 and BT-549 cells, STAT3 phosphorylation was unaffected by IL-6 neutralizing antibody (Figure 2.9D), and IL-6 mRNA was substantially lower than in SUM-159 (data not shown); correspondingly, miR-146b mimic did not inhibit their level of STAT3
phosphorylation (Figure 2.9A). Thus, further characterization of miR-146b on STAT3-related phenotypes was focused in SUM-159 cells.

**MiR-146b Inhibits IL-6/STAT3-Driven Migration, Invasion, and Mesenchymal Phenotype of Tumor Cells**

Given that miR-146b inhibits autocrine IL-6-dependent STAT3 activity, we next asked: what are its functional effects in cancer cells? It is known that miR-146b decreases migration and invasion *in vitro* and metastasis *in vivo* (202-204). Conversely, STAT3 promotes migration and invasion (35). Therefore, we hypothesized that miR-146b inhibition of cell motility was at least partly mediated through suppression of IL-6-induced STAT3 activation.

In SUM-159 cells, miR-146b mimic caused striking defects in migration and invasion (Figure 2.10A-D) without substantially affecting cell viability (Figure 2.10F). To determine if these effects were specifically due to inhibition of STAT3 activity, STAT3C was introduced into cells to maintain STAT3 signaling independent of autocrine IL-6. Importantly, STAT3C rescued the miR-146b-induced motility defects by roughly 50%, indicating that the phenotype was substantially attributable to suppression of autocrine IL-6-mediated STAT3 activity.

Cell motility is associated with epithelial-to-mesenchymal transition (EMT), which is also promoted by STAT3 (82). Thus, we hypothesized that miR-146b inhibits the mesenchymal phenotype of SUM-159 cells. Indeed, miR-146b caused marked morphological changes (Figure 2.10E): individual cells became less spindle-shaped and more epithelial in appearance, while the overall population appeared more clustered, with increased cell-cell contacts. In addition, miR-146b caused gene expression changes consistent with transition to a more epithelial state (Figure 2.10G). Importantly, STAT3C opposed the morphological effects and some of the gene
expression changes of miR-146b. Overall, our data show that miR-146b inhibits IL-6/STAT3-driven migration, invasion, and EMT of cancer cells.

Figure 2.10: MiR-146b inhibits IL-6/STAT3-driven migration, invasion, and mesenchymal phenotype of cancer cells. (A-B) MiR-146b mimic inhibits transwell migration of SUM-159 cells, which is rescued by transduction of STAT3C. Scale bar, 250μm. (C-D) Experiment as in panels A-B but with Matrigel invasion assays. Scale bar, 250μm. (E) MiR-146b mimic confers epithelial morphology to SUM-159 cells, which is reversed by STAT3C. Scale bar, 250μm (upper) and 50μm (lower). (F) MiR-146b mimic did not substantially affect cell viability when cell motility was assayed, which was 48hr after transfection. (G) Expression of epithelial and mesenchymal markers in SUM-159 cells 72hr after mimic transfection.
JAK Inhibition and MiR-146b Repletion Have a Combinatorial Effect on Tumor Viability

JAK inhibitors are in investigational or clinical use for treating malignancies with constitutive STAT activation, including IL-6-dependent STAT3 activation (205). Treating SUM-159 cells with a pharmacological JAK inhibitor decreased their viability. However, by shutting off STAT3, JAK inhibition also substantially reduced expression of miR-146b (Figure 2.11A). Therefore, we hypothesized that JAK inhibition and miR-146b repletion together could exert a combinatorial effect on tumor viability. Indeed, the combination treatment had a greater effect than either agent alone (Figure 2.11B), perhaps because JAK inhibition by itself causes downregulation of STAT3-dependent negative regulators, such as miR-146b.

Figure 2.11: Effects of pharmacological JAK inhibition and miR-146b mimic, separately and in combination, on cancer cell viability. (A) JAK inhibition downregulates miR-146b in cells with constitutively-active STAT3. SUM-159 cells were treated with JAK inhibitor 1 (1μM) for 72hr. (B) Viability of SUM-159 cells treated with JAK inhibitor 1 (500nM), transfected with miR-146b mimic, or both after 96hr.

In Primary Breast Cancers, MiR-146b Level Correlates with Molecular Subtype, Patient Survival, and Degree of STAT3 Phosphorylation

Our data suggest that miR-146b forms a negative feedback circuit connecting STAT3 activation to decreased NF-κB activity and IL-6 production, thereby regulating STAT3 activation (Figure 2.12A). In breast cancer, ER negative tumors, including triple negative or basal-like
tumors, are most likely to have IL-6/STAT3 signaling (29, 206). This is consistent with the finding that IL-6 activation of STAT3 directly represses ERα (207) and the classification of SUM-159 cells as triple negative. In the TCGA cohort, ER negative and triple negative tumors displayed elevated IL-6 expression compared to other molecular subtypes (Figure 2.12B and 2.13A). Additionally, IL-6 expression was strongly correlated with expression of multiple NF-κB target genes (Figure 2.13B), suggesting that IL-6 expression in primary tumors is driven by NF-κB.

Figure 2.12: Significance of STAT3 regulation of miR-146b in human breast cancers. (A) Schematic of the proposed regulatory circuit integrating STAT3, miR-146b, NF-κB, and IL-6. (B-C) IL-6 and miR-146b expression in TCGA breast cancer samples according to ER status (rank-sum test). (D) Improved Kaplan-Meier survival curve of top tertile versus bottom tertile of miR-146b expression (read count per sample) in TCGA patients with ER negative breast cancer (log-rank test). (E) Inverse relationship of miR-146b expression and degree of STAT3 phosphorylation in invasive breast tumor specimens (N = 24) (Pearson correlation).
Interestingly, miR-146b expression was increased in ER negative and triple negative tumors compared to other breast cancer subtypes (Figure 2.12C and 2.13C), suggesting the transcriptional regulation of miR-146b is linked to the presence of STAT3 activation in primary tumors. To determine the clinical significance of miR-146b, we examined patient survival
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**Figure 2.13:** In the TCGA breast cancer cohort, levels of IL-6 and miR-146b are higher in triple negative breast cancers compared to other molecular subtypes, and higher absolute miR-146b levels are associated with longer survival in the subset of triple negative breast cancers. (A) Analysis performed as in Figure 2.12B, but comparing triple negative breast cancers to other molecular subtypes. (B) Positive correlation of IL-6 expression with the indicated NF-κB target genes across all breast tumors. (C) Analysis performed as in Figure 2.12C, but comparing triple negative breast cancers to other molecular subtypes. (D) Analysis performed as in Figure 2.12D, but in the specific subset of triple negative breast cancers.
according to miR-146b expression. Higher levels of miR-146b were associated with superior overall survival in the subset of patients with ER negative (Figure 2.12D) or triple negative tumors (Figure 2.13D), but not in other subtypes or across all tumors.

The survival association of miR-146b specifically in tumor subtypes linked to IL-6/STAT3 signaling suggested that the impact of miR-146b in human cancer may be exerted mainly through modulation of STAT3, similar to our findings in SUM-159 cells. To investigate this possibility, we studied a cohort of invasive breast cancers demonstrated to have tyrosine-phosphorylated STAT3 in the nucleus by immunohistochemistry. Interestingly, miR-146b expression was highest in tumors with low-level STAT3 phosphorylation and decreased with increasing intensity of phospho-STAT3 staining (Figure 2.12E). Thus, miR-146b may modulate STAT3 phosphorylation in vivo, become subverted in tumors with high-level STAT3 activation, or both, further supporting the functional interplay between miR-146b and STAT3 in primary tumors.
DISCUSSION

This work represents the first genome-wide survey of miRNA expression changes associated with specific and focused activation of STAT3, which was achieved using inducible expression of STAT3C. Although several STAT3 miRNA targets have been reported in the literature, miR-21 was the only previous target to be identified in our screen. This suggests that the miRNA targets of STAT3 are highly context-dependent, varying according to differences in epigenetic marks and chromatin structure, expression of transcriptional cofactors, activity of other signaling pathways, and time point. Likewise, induction of miR-146b was concentrated almost exclusively in non-tumorigenic and non-transformed cells (Figure 2.4).

Generally, miR-146b has emerged as a negative regulator of cancer processes. The same is true of miR-146a. Although STATs do not regulate miR-146a, it shares overlapping targets with miR-146b owing to an identical seed region. Thus, functional effects for miR-146b may be inferred from studies of miR-146a. In the context of breast cancer, both miR-146 isoforms decrease tumor cell motility by targeting IRAK1 and TRAF6 to inhibit NF-κB (202). Moreover, miR-146a and miR-146b inhibit metastasis of breast cancer cells in vivo (203). Similar tumor suppressor effects have also been demonstrated in glioblastoma (204, 208), pancreatic cancer (209), gastric cancer (210), and androgen-independent prostate cancer (211, 212). These studies have identified MMP16, EGFR, and ROCK1 as additional mRNA targets of miR-146a and miR-146b.

Despite these functional data, the transcriptional regulation of miR-146b has remained poorly understood. Up until now, c-fos was the only factor characterized to regulate miR-146b at a molecular level (201). Unlike nearly all other known STAT3 targets, miR-146b is a tumor suppressor, and its regulation by STAT3 may seem surprising since STAT3 is generally regarded
as oncogenic. However, several precedents exist for other STAT3-induced negative regulators. A classic example of negative feedback is SOCS3, which inhibits cytokine and growth factor signaling, thereby dampening STAT3 activation. Additionally, STAT3 can induce miR-125b and the miR-17/92 cluster, which can target STAT3 itself (132, 144, 149).

Intriguingly, these factors and miR-146b share the common property of inhibiting STAT3 activity, either directly or indirectly. Thus, STAT3-dependent negative regulators of STAT3 itself may be central to the proper temporal control of STAT3 activity, which in turn is crucial to prevent normal STAT3 activation from becoming an oncogenic event. Since the dysregulation of negative regulators can shift the net effect of pathway activation toward oncogenicity, understanding the negative regulators, such as miR-146b, is crucial to fully understanding the role of STAT3 in cancer pathogenesis.

Similar to SOCS3, miR-146b is a STAT3-regulated feedback inhibitor prone to hypermethylation in tumors, supporting its role as a tumor suppressor *in vivo*. Suppression of SOCS3 expression in cancer contributes to the constitutive nature of STAT3 activation, which is transient and tightly regulated in normal cells (35). Thus, the same paradigm for SOCS3 may also hold true for miR-146b. Despite increased promoter methylation, miR-146b expression was not significantly reduced in tumors relative to normal tissue (data not shown). This may be due to activation of pathways in cancer cells that upregulate miR-146b, such as STAT3 and MAPK, which act in opposition to methylation-related downregulation.

STAT regulation of miR-146b, but not other STAT targets, is potentiated by MAPK signaling. Since c-fos mediates MAPK regulation of miR-146b (201), MAPK potentiation is also likely due to c-fos or related family members, which may act as pioneer factors for this region of chromatin. Analysis of Fos and Jun family member expression in the TCGA data set revealed a
significant positive correlation between miR-146b and \textit{FOSL1} (\(\rho = 0.29, \ p = 3.5 \times 10^{-11}\)). Of note, insulin differs from EGF in a few respects: unlike EGF, its effect is blocked by PI3K inhibition, and it also activates PI3K/Akt with higher magnitude and duration (Figure 2.7D). Therefore, FOSL1 and PI3K/Akt signaling may be additional mechanisms of miR-146b regulation.

The relationship between STAT3 and NF-\(\kappa\)B is complex, and many modes of crosstalk have been demonstrated (213, 214). For example, STAT3 is known to positively regulate NF-\(\kappa\)B by promoting p300-dependent acetylation of RelA, which increases nuclear retention (215). In the present study, our results show miR-146b to be a novel mediator of inhibitory crosstalk between STAT3 and NF-\(\kappa\)B. We posit that STAT3 regulation of miR-146b normally prevents unchecked STAT3 activation from taking hold in the setting of cell-autonomous NF-\(\kappa\)B and IL-6 signaling. However, in cancer, this negative feedback mechanism is at least partially subverted, permitting the growth and progression of tumors dependent on the NF-\(\kappa\)B/IL-6/STAT3 pathway.

Multiple lines of evidence support this model. First, STAT3 and NF-\(\kappa\)B are frequently co-activated in tumors (215), and NF-\(\kappa\)B-dependent IL-6 is a major driver of STAT3 activation in cancer. Second, miR-146b is readily inducible in non-transformed but not cancer cells. Third, miR-146b is repressed by promoter methylation, which is increased in tumor samples compared to normal tissue. Fourth, miR-146b inhibits multiple tumorigenic phenotypes in cancer cells with activation of the NF-\(\kappa\)B/IL-6/STAT3 pathway. Fifth, higher miR-146b expression is associated with reduced STAT3 phosphorylation in primary tumors and improved patient survival.

While our work involved mostly models of breast cancer, the high interdependence between STAT3 and NF-\(\kappa\)B suggests a broad role for miR-146b as a key STAT3-regulated tumor suppressor. For example, persistent activation of NF-\(\kappa\)B and STAT3 via IL-6 can trigger
neoplastic transformation (191). Thus, STAT3 induction of miR-146b may be a feedback inhibitor of NF-κB-mediated tumorigenesis. In other cases, STAT3 activation is the primary event and facilitates oncogenic NF-κB activation (207, 216). In this context, concomitant miR-146b induction may ensure NF-κB activity does not cross the oncogenic threshold. This network motif is an incoherent feed-forward loop, which reduces biological noise and is especially suited to miRNA mediators (217).

Additionally, the NF-κB/IL-6/STAT3 signaling cascade is active and crucial in multiple tumor types, implicating a tumor suppressor role for miR-146b in these situations as well. One prominent example is colitis-associated cancer (CAC) (106, 197). STAT3 activation is an important early event in CAC development (106, 107). Interestingly, miR-146b is upregulated in the transition from normal tissue to dysplasia, but downregulated as dysplasia progresses to CAC (218). This suggests miR-146b is competently induced by activated STAT3 in early lesions, but becomes dysregulated during CAC progression, which may facilitate tumor growth.

NF-κB, IL-6, and STAT3 are important to breast cancer biology (29, 219); thus, miR-146b and the regulatory circuit linking these factors are likely to be significant in human cancer. First, a tumor suppressor role for miR-146b in primary tumors is supported by our finding of miR-146b promoter hypermethylation in that setting. Second, miR-146b expression was positively associated with patient survival in tumors linked to IL-6/STAT3 signaling, which agrees with our functional studies in SUM-159 cells. Third, miR-146b expression was lowest in tumors with the highest level of phosphorylated nuclear STAT3, indicating it may become subverted in those cells. Therefore, multiple lines of evidence from human tumors indicate that miR-146b functionally interacts with STAT3 in a clinically significant manner.
While delivery of miR-146b in humans is not yet clinically feasible, alternate strategies to achieve a similar goal include upregulation of endogenous miR-146b using demethylating agents or developing small molecules to target the key, potentially druggable targets of miR-146b, such as IRAK1. Our work suggests that therapies to inhibit JAK/STAT signaling and reconstitute miR-146b activity may be combined for enhanced clinical benefit, particularly for triple-negative breast cancers, which have relatively poor prognosis and limited treatment options.

Accumulated evidence has shown that inflammation can promote cancer (220), yet this is still a rare event. Clearly, for inflammation to switch from being benign to oncogenic, specific genetic and epigenetic perturbations must occur. Our study elucidates a negative feedback circuit involving STAT3, miR-146b, NF-κB, and IL-6 with significance to human cancer and clinical outcomes, thus adding to our understanding of how inflammatory networks are regulated in normal and neoplastic tissue.
MATERIALS AND METHODS

Cell Lines and Tissue Culture

MCF-10A cells were obtained from ATCC and cultured as previously described (221). RWPE-1 cells were obtained from ATCC and cultured in Keratinocyte Serum-Free Medium (Invitrogen). BT-474 cells were obtained from ATCC and cultured in RPMI-1640 + 10% FBS. Immortalized mammary epithelial cells (IMEC) were a kind gift of Dr. Myles Brown and grown as previously described (222). Immortalized human pancreatic duct epithelial cells (HPDE) were a kind gift of Dr. Ming Tsao and cultured as previously described (223). SUM-159 cells were a kind gift of Dr. Kornelia Polyak and grown in a 1:1 mix of DMEM/F12 + 10% FBS and Mammary Epithelial Cell Growth Medium (Lonza). T-47D, SKBR3, MCF7, MDA-MB-468, BT-549, and RPMI-8226 cells were obtained and cultured as previously reported (186, 224, 225). All other cell lines were graciously provided by the investigators and grown as indicated in Table 2.1. All cells were maintained in a humidified incubator at 37°C with 5% CO₂.

Table 2.1: Source and growth media of cell lines used in this study

<table>
<thead>
<tr>
<th>Cell Line</th>
<th>Investigator</th>
<th>Growth Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>8988S</td>
<td>Dr. Ronald Depinho</td>
<td>DMEM+10% FBS</td>
</tr>
<tr>
<td>MDA-MB-453</td>
<td>Dr. Lindsay Harris</td>
<td>RPMI-1640+10% FBS</td>
</tr>
<tr>
<td>ZR-75</td>
<td>Dr. Lindsay Harris</td>
<td>DMEM+10% FBS</td>
</tr>
<tr>
<td>MM.1S</td>
<td>Dr. Kenneth Anderson</td>
<td>RPMI-1640+10% FBS</td>
</tr>
<tr>
<td>A431</td>
<td>Dr. Martin Hemler</td>
<td>DMEM+10% FBS</td>
</tr>
<tr>
<td>A375</td>
<td>Dr. James Mier</td>
<td>RPMI-1640+10% FBS</td>
</tr>
<tr>
<td>A549</td>
<td>Dr. Pasi Janne</td>
<td>RPMI-1640+10% FBS</td>
</tr>
<tr>
<td>Kelly</td>
<td>Dr. Rani George</td>
<td>RPMI-1640+10% FBS</td>
</tr>
<tr>
<td>HeLa</td>
<td>Dr. Ronny Drapkin</td>
<td>DMEM+10% FBS</td>
</tr>
<tr>
<td>HT29</td>
<td>Dr. David Pellman</td>
<td>McCoy’s 5A+10% FBS</td>
</tr>
<tr>
<td>ME-180</td>
<td>Dr. Miriam Barshak</td>
<td>RPMI-1640+10% FBS</td>
</tr>
</tbody>
</table>
Generation of MCF-10A and SUM-159 cells with constitutive expression of STAT3C was achieved by retroviral transduction with pLNCX2 (Clontech) containing STAT3C-FLAG insert. MCF-10A cells expressing dominant-negative STAT3 were generated by transduction with pLNCX2 containing STAT3-Y705F-FLAG insert. MCF-10A cells expressing dominant-negative STAT1 were generated by transduction with pQCXIP (Clontech) containing STAT1-Y701F-FLAG insert. SUM-159 cells expressing STAT3C were generated by transduction with pLNCX2 containing STAT3C-FLAG insert. Cells were selected with G418 (500μg/ml) or puromycin (2μg/ml) according to the selection marker on the vector.

High-throughput MicroRNA Screen

Doxycycline-inducible MCF-10A cells were generated by retroviral transduction with pRevTet-On and pRevTRE (Clontech) containing STAT3C-FLAG or STAT5a1*6-FLAG as the insert, then selected in hygromycin (250μg/ml) and G418 (500μg/ml). Cells were untreated or doxycycline-treated (2μg/ml) in triplicate for 48hr prior to RNA processing using the miRNeasy Mini Kit (Qiagen). The time point was chosen due to the kinetics of STAT3C induction, observation of miR-21 upregulation, and previous reports of miRNA maturation requiring 12-24hr (128). The screen was performed at the Molecular Diagnostics Laboratory of Dana-Farber Cancer Institute using a TaqMan quantitative real-time PCR (qRT-PCR)-based platform covering approximately 700 miRNAs. Results are deposited under GEO Accession: GSE44089.

Total RNA Isolation

Cell pellets were lysed in 270μl RLT Plus buffer + 1% β-mercaptoethanol and processed by QIAshredder and genomic DNA eliminator spin columns. The flow-through was mixed with
460μl 95% ethanol by pipetting up and down, and then run through an RNeasy spin column. The spin column was washed twice with 500μl RPE buffer (after ethanol addition), spun once again to remove residual ethanol, and then eluted with 50μl RNase-free H2O. All spin steps were performed on a benchtop microcentrifuge at room temperature and 14,000 RPM for 1 minute. In side-by-side comparisons, this protocol recovered miRNAs with similar efficiency as the MicroRNeasy Mini Kit (Qiagen).

**Gene Expression Analysis**

For mRNA analysis, RNA was reverse transcribed using random hexamers and assayed by qRT-PCR as previously described (200). Primer sequences used are in Supplemental Table 1. For miRNA analysis, RNA was reverse transcribed with the TaqMan reverse transcription kit, followed by qRT-PCR with TaqMan miRNA assays (Life Technologies). Gene expression was analyzed in triplicate, normalized by 18S rRNA or beta actin (mRNA) or U6 snRNA (miRNA), and expressed as mean ± SEM.

**Luciferase Assays**

STAT3-responsive m67 and constitutive Renilla luciferase constructs were described previously (124). The miR-146b promoter luciferase was created by cloning the 3kb region upstream of miR-146b into pGL3 (Promega). PCR primers used for cloning were: forward 5’-ATGTTAACCGCGTCAGGCTGGTCTCTTAGGTACTG-3’; reverse 5’TGGCTCCTCGAGCAAAGTTCTTTCAGCCTGGAC-3’. To introduce TT→AA point mutations at one or both STAT binding sites, the QuikChange Lightning Site-Directed Mutagenesis Kit (Agilent) was used. Oligonucleotides used for mutagenesis are in Table 2.2. Dual-luciferase assays were performed.
as previously described (200) and expressed as mean ± SD. SssI methylase (New England BioLabs) was used as previously described (226).

Table 2.2: Oligonucleotides for QuikChange site-directed mutagenesis

<table>
<thead>
<tr>
<th>Site</th>
<th>Forward (5’→3’)</th>
<th>Reverse (5’→3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7kb site</td>
<td>CTCTCCCTACCCACCTCCAAA</td>
<td>GAAACTTGAAAGTTCCGGAATGGGAG</td>
</tr>
<tr>
<td></td>
<td>CCCGGAACCTTTCAAGTTTC</td>
<td>GGGTGGTAGGGAG</td>
</tr>
<tr>
<td>830bp site</td>
<td>CTCCACACCTTCTCCCTCTACTG</td>
<td>CATGCTGGCTCTCTTAGTTAGGAG</td>
</tr>
<tr>
<td></td>
<td>GAACTTGAAAGTTCCCGGGAATGGGAG</td>
<td>GAAGGTGTGGGAG</td>
</tr>
</tbody>
</table>

EMSA

The LightShift EMSA Kit (Pierce) was used according to the manufacturer’s protocol. STAT binding reactions were performed as previously described (227) using 5’-biotinylated 25bp probes. Two separate STAT3 antibodies (C-terminal and N-terminal) were used to disrupt the specific complex. For competition experiments, 40-fold excess of wild-type or mutant (TT→AA) unlabeled probe was used. Sequences of EMSA probes are in Table 2.3.

Table 2.3: Oligonucleotides for EMSA probes

<table>
<thead>
<tr>
<th>Probe</th>
<th>Forward (5’→3’)</th>
<th>Reverse (5’→3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7kb site, wild-type</td>
<td>ACCCTCATTCCGCCGGAATTTCAAG</td>
<td>CTTGAAAGTTCCGGGAATGGGAG</td>
</tr>
<tr>
<td>1.7kb site, mutant</td>
<td>ACCCTCAAAAACCGCGGAATTTCAAG</td>
<td>CTTGAAAGTTCCGGGAATGGGAG</td>
</tr>
<tr>
<td>BCL6 Region B</td>
<td>GAGCTCAATTCTCCGGAATTTGAGCT</td>
<td>AGCTCAATTCCGGAATTTGAGCT</td>
</tr>
</tbody>
</table>

Drug Treatments

5-azacytidine (Sigma) was used at 1μM for 4 days (SUM-159) or 8 days (MDA-MB-468, BT-549). JAK inhibitor 1 (Calbiochem) was used at 1μM, unless indicated otherwise. For epigenetic studies, the drugs were refreshed with new media every 2 days. U0126 and LY294002
were from Cell Signaling Technology and used at 10μM and 20μM, respectively. All drugs were dissolved in DMSO, and final DMSO volume in cell culture was 0.1-0.2%.

**Western Blotting and Antibodies**

Western blotting was performed as previously described (228). Antibodies to phospho-MAPK (9101), total MAPK (9102), phospho-Y705 STAT3 (9131), phospho-T308 Akt (9275), phospho-S473 Akt (9271), total Akt (9272), TRAF6 (4743), and IRAK1 (4504) were from Cell Signaling Technology. Phospho-STAT1 (33-3400) antibody was from Invitrogen. C-terminal STAT3 antibody (sc-482), N-terminal STAT3 antibody (sc-7179), and total STAT1 antibody (sc-346) were from Santa Cruz Biotechnology. Phospho-S727 STAT3 antibody was described previously (229). Anti-FLAG (F1804), tubulin (T5168), and beta actin antibody (A5316) were from Sigma. All antibodies were used at 1:10000 dilution for western blot, except for phospho-Akt antibodies, which were used at 1:2000. For use in EMSA, 2μl antibody was pre-incubated with 2μl nuclear extract on ice for 30 minutes prior to addition of binding buffer and probe. IL-6 neutralizing antibody (AB-206-NA) was from R&D Systems and used at 3μg/ml.

**Transfection**

Plasmid transfection was performed using Fugene HD (Promega). To introduce miRNAs (25nM) or siRNAs (10nM), cells were reverse-transfected using Lipofectamine RNAiMAX (Invitrogen); the culture media was changed 24hr later. Thermo Scientific Dharmacon was the source of miR-146b mimic (C-300754-03-0005), control mimic (CN-002000-01-05), miR-146b inhibitor (IH-300754-05-0005), and control inhibitor (IN-002005-01-05). Control siRNA (D-
001210-03) was from Thermo Scientific Dharmacon, RelA siRNA (6261) was from Cell Signaling Technology, and IL-6 siRNA (sc-39627) was from Santa Cruz Biotechnology.

**ELISA**

SUM-159 cells were transfected in 6-well plates with control mimic or miR-146b mimic for 48hr. Afterward, the media was replaced with 1mL fresh media for 9hr and harvested. Measurement of IL-6 concentration in the conditioned medium was performed using the Human IL-6 Quantikine ELISA Kit (R&D) according to the manufacturer’s instructions.

**Migration, Invasion, and Viability Assays**

For motility assays, 10,000 cells per 24-well were transfected with miRNA or control mimic. After 48hr, cells were detached using trypsin, spun down with trypsin neutralizing solution (Lonza), and transferred to the apical chamber in pre-warmed DMEM/F12 without additives. Pre-warmed complete SUM-159 media was added to the basolateral chamber. Cells were allowed to migrate for 8hr through polycarbonate transwell inserts (Corning, 3422) or invade for 24hr through growth factor-reduced Matrigel-coated inserts (BD BioCoat, 354483). The inserts were then fixed and stained in 0.5% crystal violet + 6% glutaraldehyde for 30 minutes, rinsed in ddH2O, and swabbed with pre-wet cotton tips to remove cells from the apical surface of the membrane. Migrated or invaded cells were counted in triplicate 1mm² areas and expressed as mean ± SD. Cell viability was measured using Cell Titer Glo (Promega) and expressed as mean ± SD.
Computational Analyses

Level 3 miRNA expression (Illumina miRNA-Seq) and mRNA expression (Agilent 244k array), level 2 DNA methylation (Illumina 450k array), and clinical parameters (patient survival and ER, PR, HER2 status) were downloaded from The Cancer Genome Atlas (TCGA) for the breast cancer data set on September 30, 2012. Pearson correlation, rank-sum test, and log-rank test were used for statistical analyses.

Primary Breast Tumor Analysis

Phospho-STAT3 (Y705) immunohistochemistry and pathologist scoring of nuclear phospho-STAT3 staining in tumor cells were performed as previously described (124). Samples underwent miRNA expression profiling using the Nanostring nCounter system, followed by log2 transformation and quantile normalization. Statistical analysis was by rank-sum test and Pearson correlation.
CHAPTER 3:

Gene Expression-Based Discovery of Atovaquone as a

STAT3 Inhibitor and Anti-Cancer Agent
INTRODUCTION

A crucial component of cancer pathogenesis and progression is the aberrant activation of oncogenic signal transduction pathways. The reliance of neoplastic but not normal cells on such pathways is the basis for targeted cancer therapy (230), which has fewer side effects and potentially higher efficacy than traditional chemotherapy. Most research on targeted therapy has focused on kinases or other enzymes because they are conceptually easier to inhibit with small molecules. However, the malignant phenotype is ultimately due to gene expression patterns exerted by the downstream action of transcription factors. Thus, using a gene expression-based readout of pathway activity may permit opportunities for novel therapeutic intervention by mechanistically diverse drugs that would be missed by a kinase-centered approach.

Signal transducers and activators of transcription (STAT) proteins are transcription factors involved in numerous aspects of tumor biology. STAT activation occurs in the cytoplasm by phosphorylation of a critical tyrosine residue, which leads to dimerization of STAT proteins mediated by reciprocal SH2/phospho-tyrosine interactions. The STAT dimer translocates to the nucleus, binds to DNA, and recruits transcriptional co-machinery to regulate the expression of target genes (186). Whereas STAT activation is transient and tightly-regulated in normal cells, it often occurs constitutively in cancer cells of many solid and hematological tumor types. Moreover, inhibiting STAT activation is deleterious to cancer cells but not normal cells (35). Thus, targeting inappropriate STAT activation in cancer is a promising therapeutic strategy and an active area of investigation.

Of the STAT proteins, STAT3 has emerged as a key cancer dependency, and genes upregulated by STAT3 promote growth, survival, angiogenesis, and metastasis (35). The Janus
kinase (JAK) family, which comprises JAK1-3 and TYK2, is frequently responsible for activating STAT3 in cancer. Currently, the only FDA-approved small molecule to target STAT activation for the treatment of cancer is ruxolitinib, a recently-introduced JAK inhibitor (30). Other small molecule inhibitors of STAT3 have been reported (231), most of which are SH2 domain antagonists, but none are clinically available. Therefore, additional FDA-approved means of inhibiting STAT3 are needed. Since STAT3-dependent cancer pathogenesis is driven by STAT3-associated gene expression patterns, we hypothesized that novel STAT3 inhibitors could be discovered by identifying chemical compounds that induce opposing gene expression changes.

To do so, we used the Connectivity Map, a database of gene expression profiles produced by treating a panel of cell lines with several thousand compounds (232). This in silico chemical genomic strategy has been used successfully in the past to identify drugs that achieve a specific, desired gene expression endpoint (233, 234). Moreover, this gene expression-based approach provided an unbiased means of identifying inhibitors of STAT3 that may act on any step upstream of target gene transcription. Here, we report the discovery and characterization of the FDA-approved drug atovaquone as a STAT3 inhibitor and anti-cancer agent, with evidence of anti-cancer efficacy in humans.
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RESULTS

Discovery of Atovaquone as a STAT3 Inhibitor

Using a 12-gene signature of STAT3 activation (124), we queried the Connectivity Map to discover compounds that elicit gene expression changes contrary to the STAT3 signature (Figure 3.1A). The compound most opposed to the STAT3 signature was atovaquone (Figure 3.1B). In addition to being the leading hit, atovaquone was attractive for several other reasons. Most importantly, it is already FDA-approved, greatly reducing the cost and latency of bench-to-bedside translation. Atovaquone, which is used clinically for infections caused by Pneumocystis, Toxoplasma, and Plasmodium, inhibits parasitic mitochondrial respiration and is not known to have any effects on mammalian cells (235). Furthermore, its side effects are minimal, and high plasma concentrations (15-30μg/ml; 40-80μM) are readily and routinely achieved in patients (235). For all these reasons, further investigation was focused on atovaquone as a putative STAT3 inhibitor and anti-cancer drug.

To determine if atovaquone inhibits STAT3, we tested it in a cell-based reporter system of STAT3 transcriptional activity (186). These cells lack basal STAT3 activation; upon IL-6 treatment, STAT3 becomes activated and drives transcription of a STAT3-dependent luciferase reporter gene. Pre-treatment of these cells with atovaquone caused a dose-dependent inhibition of luciferase induction by IL-6, indicating suppression of STAT3 transcriptional activity (Figure 3.1C). To determine if atovaquone inhibits STAT3 activity specifically over other transcription factors, we tested it in cell-based reporter systems for STAT1 and STAT5, two other STAT family members, and NF-κB, an unrelated transcription factor. While the activity of these other transcription factors was modestly affected at the higher doses of atovaquone, the effect on
Figure 3.1: Gene expression-mediated discovery and characterization of atovaquone as a STAT3 inhibitor. (A) Overview of strategy using the Connectivity Map to identify drugs that are potential STAT3 inhibitors based on gene expression. (B) Results from the Connectivity Map analysis, with more negative scores indicating more dissimilarity with respect to the STAT3 signature. Atovaquone was the most negatively-scoring compound. (C) Atovaquone (AQ) inhibits STAT3-dependent luciferase activity. STAT3-luc reporter cells were pre-treated with drug for 1hr, then stimulated with IL-6 (10ng/ml) for 5hr. Activity of firefly luciferase was measured and normalized by cell viability (Cell Titer Glo). P-values (*, p < 0.05; **, p < 0.01; ***, p < 0.001) are shown relative to IL-6 stimulation in the presence of vehicle alone. (D) Atovaquone displays specificity for inhibiting STAT3. Effect of atovaquone on STAT3-luc reporter cells were compared to STAT1-luc, STAT5-luc, and NF-κB-luc cells.

STAT3 activity was much greater, indicating specificity for inhibition of STAT3 (Figure 3.1D).

These results demonstrate atovaquone to be a novel STAT3 inhibitor.

Atovaquone Inhibits STAT3 Phosphorylation, Expression of Endogenous STAT3 Target Genes, and Viability of STAT3-dependent Cancer Cells

Next, we wished to determine the mechanism by which atovaquone inhibits STAT3. Since STAT3 transcriptional activity is critically dependent on tyrosine phosphorylation, we performed western blotting to see if atovaquone affected STAT3 phosphorylation. In the STAT3 reporter cells, atovaquone pre-treatment reduced STAT3 tyrosine phosphorylation following IL-
Figure 3.2: Atovaquone inhibits constitutively-activated STAT3 in cancer cells and reduces their survival and proliferation. (A) Atovaquone inhibits STAT3 tyrosine but not serine phosphorylation. Atovaquone at the indicated concentrations (μM) was used to treat U266 (2.5hr), HEL (6hr), or INA-6 cells (4hr). JAK inhibitor 1 treatment (1μM) for the same duration serves as a control and comparison. IL-6 is responsible for STAT3 activation in U266 and INA-6, while HEL harbors the JAK2-V617F mutation. (B) Endogenous STAT3 target genes were downregulated in U266 cells treated with atovaquone for 6hr. (C) Viability response curve to atovaquone (72hr) of hematologic cancer cells with activated STAT3, compared to viability of non-malignant PBMCs (average of 4 donors). (D) Atovaquone (15μM) treatment of INA-6 cells for 24hr induces apoptosis as measured by annexin V/PI staining. (E) Atovaquone (25μM) treatment of HEL cells for 24hr decreases the G2/M population by PI cell cycle analysis.

6 stimulation (Figure 3.3A). A similar effect was observed in mouse embryonic fibroblasts (MEF) (Figure 3.3B). Importantly, atovaquone additionally inhibited constitutive STAT3 tyrosine phosphorylation in multiple cancer cell lines, while STAT3 serine phosphorylation, which is not critical to transcriptional activity, was not affected (Figure 3.2A). In U266 and INA-6 cells, the source of STAT3 activation is JAK-dependent IL-6 signaling, while in HEL cells, STAT3 is activated by mutant JAK2-V617F.
Figure 3.3: Further elucidation of effects of atovaquone on STAT3 phosphorylation, STAT3 transcriptional activity, and viability of cancer cells with constitutively-active STAT3. (A) STAT3-luc reporter cells were pre-treated with atovaquone (20μM) for 1hr, and then stimulated with IL-6 (10ng/ml) for the indicated lengths of time. Quantification of phospho-STAT3 in the presence of atovaquone, normalized by total STAT3 and relative to phospho-STAT3 in the presence of vehicle, is shown below the western blot. (B) MEFs were pre-treated with atovaquone (25μM) for the indicated time periods, then stimulated with IL-6 (5ng/ml) and soluble IL-6 receptor (20ng/ml) for 15 minutes. (C) Inhibition of endogenous STAT3 target genes in INA-6 and HEL cells treated with atovaquone for 6 hours. (D) Annexin V/PI staining of U266 and HEL cells treated with atovaquone (20μM) for 48hr demonstrates induction of apoptosis.

Given that atovaquone inhibits constitutive STAT3 activation in cancer cells, we asked whether atovaquone inhibits expression of endogenous STAT3 target genes in this context. Indeed, atovaquone substantially downregulated expression of multiple STAT3 target genes.
(Figure 3.2B and 3.3C). Next, we examined the effect of atovaquone on the growth and survival of STAT3-dependent cancer cells. Survival of the multiple myeloma cell line INA-6 is exquisitely dependent on IL-6 added to culture medium and resultant STAT3 activation (236). Atovaquone suppressed the viability of INA-6 cells with an IC50 of 11.9μM, with complete loss of viability at higher doses (Figure 3.2C). The other cell lines with constitutively-active STAT3, U266 and HEL, were also killed by atovaquone. By contrast, the viability of non-malignant peripheral blood mononuclear cells (PBMC) was relatively preserved.

To ascertain how atovaquone treatment reduced the viability of STAT3-dependent cancer cells, we performed annexin V and PI staining followed by flow cytometry. This revealed atovaquone was inducing apoptotic cell death (Figure 3.2D and 3.3D). Additionally, we hypothesized atovaquone inhibits proliferation by disrupting cell cycle progression. An analysis of cell cycle distribution showed that atovaquone decreased the population of cells in G2/M and increased the proportion of cells with lower DNA content (Figure 3.2E). In summary, atovaquone inhibits constitutive STAT3 activation and target gene expression in cancer cells, and reduces their survival and proliferation.

**Atovaquone Selectively Inhibits gp130 Cell-surface Expression**

To understand how atovaquone inhibits STAT3 phosphorylation, we considered the possibility that atovaquone decreases the kinase activity of JAKs, which are responsible for STAT3 activation in the systems previously tested. To assess kinase activity, we first analyzed the extent of kinase auto-phosphorylation, which provides a cellular readout of kinase activity. Atovaquone treatment inhibited the auto-phosphorylation of JAK family members, showing that it diminished JAK kinase activity in cells (Figure 3.4A-B). However, *in vitro* kinase assays of
**Figure 3.4:** Investigation of effects of atovaquone on JAK family members and gp130. (A) Atovaquone inhibits cellular activity of the JAK family member TYK2 as measured by kinase auto-phosphorylation. U266 cells were treated with atovaquone (15μM) or JAK inhibitor 1 (1μM) for 1 hour, followed by lysis and immunoprecipitation to TYK2. The blot was probed with a pan-phospho-tyrosine antibody. Due to technical limitations, tyrosine phosphorylation of other JAK family members was not detected in U266 cells. (B) Atovaquone inhibits cellular JAK2 activity as measured by kinase auto-phosphorylation. HEL cells were treated with atovaquone (20μM) or JAK inhibitor 1 (1μM) for 6 hours, followed by lysis and immunoprecipitation to JAK2, which was selected because these cells harbor mutant JAK2-V617F. The blot was probed with a pan-phospho-tyrosine antibody, as well as antibodies specific to phospho-Tyr570 and phospho-Tyr1007/1008. Phospho-Tyr570 was previously reported to correlate better with kinase activity, whereas phospho-Tyr1007/1008 is paradoxically induced by certain JAK inhibitors, including JAK inhibitor 1, depending on binding mode (237). (C) Atovaquone (15μM) and JAK inhibitor 1 (0.5μM) were tested by in vitro kinase assays (Invitrogen SelectScreen) for activity against all JAK family members and Src. (D) Atovaquone downregulated cell-surface gp130 expression in INA-6 and HEL cells. Atovaquone treatment of INA-6 (20μM, 4 hours) or HEL cells (25μM, 6 or 16 hours) was followed by flow cytometry for cell-surface gp130. (E) Atovaquone decreases total cellular gp130 with prolonged treatment. MEF, MDA-MB-468, and SKBR3 cells were treated with atovaquone (25μM) for 6 or 12 hours, then analyzed by western blot for expression of gp130 and various other receptors. (F) Decreased gp130 protein is not due to decreased gp130 mRNA expression. The level of gp130 mRNA was analyzed in the cells in panel E (25μM, 12hr) and in U266 cells (20μM, 2.5 hours).
atovaquone with JAK family members showed no inhibition (Figure 3.4C), ruling out the possibility that atovaquone was a direct JAK inhibitor. Therefore, we hypothesized that atovaquone inhibits JAKs indirectly by acting on an upstream signaling component required for JAK activity.

As receptor-associated kinases, JAK signaling depends upon direct interaction with plasma membrane-localized proteins for scaffolding. This requirement also extends to mutant JAK2-V617F (238). In particular, JAKs are frequently associated with gp130, a transmembrane protein that participates in the signaling of several cytokines, including IL-6, oncostatin M (OSM), and leukemia inhibitory factor (LIF). By contrast, gp130 is not involved in the signaling of prolactin or IFN-γ, which were used to activate STAT5 and STAT1 in their respective luciferase reporter systems. For these reasons, we hypothesized that atovaquone inhibits the function or expression of gp130.

We focused on U266 cells, in which STAT3 phosphorylation was strongly suppressed by atovaquone, and performed flow cytometry to measure the cell-surface expression of gp130. Interestingly, atovaquone substantially downregulated the cell-surface expression of gp130 but not IL-6 receptor (Figure 3.5A). A pharmacological JAK inhibitor did not affect gp130 expression, indicating this effect was not secondary to inhibition of STAT3 phosphorylation. Lastly, brefeldin A, which inhibits transport of proteins from ER to Golgi, reduced the cell-surface expression of both gp130 and IL-6 receptor. Consequently, only atovaquone specifically inhibited the cell-surface expression of gp130. Atovaquone also induced downregulation of cell-surface gp130 in INA-6 and HEL cells (Figure 3.4D).

Since atovaquone reduced gp130 expression at the cell surface, we asked whether this effect was accompanied by reduced total gp130 in the cell. To address this question, we
Figure 3.5: Atovaquone specifically and rapidly downregulates cell-surface gp130 expression. (A) Atovaquone downregulates levels of cell-surface gp130 but not IL-6 receptor. U266 cells were treated with atovaquone (20μM), JAK inhibitor 1 (1μM), or brefeldin A (3μg/ml) for 2.5hr, then analyzed by flow cytometry for cell-surface expression of gp130 and IL-6 receptor. (B) Atovaquone rapidly inhibits STAT3 phosphorylation and does not affect total gp130 except at much longer time points. U266 cells were treated with atovaquone at 20μM. (C) Atovaquone rapidly downregulates cell-surface gp130 expression, paralleling the kinetics of phospho-STAT3 inhibition. U266 cells were treated with atovaquone at 20μM.

performed a time course of atovaquone treatment and measured total cellular gp130 by western blotting. STAT3 phosphorylation was inhibited rapidly, after only 10 minutes, whereas total gp130 was not reduced except at much longer time points (Figure 3.5B). Thus, we surmised that atovaquone also rapidly downregulates cell-surface gp130, paralleling STAT3 inhibition and preceding the decrease in total gp130. This was confirmed by a flow cytometric time course experiment that demonstrated atovaquone rapidly inhibits the cell-surface expression of gp130, without affecting total gp130 until much later (Figure 3.5C).

Loss of cell-surface gp130 may be due to decreased entry into the plasma membrane or increased internalization. In either case, the decrease in total gp130 observed at longer time
points is likely due to degradation of relatively unstable intracellular gp130. We found that atovaquone also induced loss of total gp130 after prolonged treatment in multiple other cell lines, including MEF, SKBR3, and MDA-MB-468 cells (Figure 3.4E). In contrast, levels of other receptors—such as PDGFR-β, EGFR, HER2, and IGF1R-β—were not affected, again indicating a specific effect on gp130. Also, gp130 mRNA expression was not significantly changed by atovaquone, demonstrating that the decrease in total gp130 occurs post-transcriptionally (Figure 3.4F). In summary, atovaquone rapidly induces specific loss of cell-surface gp130, while total gp130 declines secondarily due to protein degradation.

**Atovaquone Inhibits mTOR Activity by Upregulating Expression of REDD1**

Having characterized the effect of atovaquone on STAT3 and STAT3-dependent cell lines, we asked if atovaquone had effects on the viability of cells that do not display constitutive STAT3 activation. Interestingly, atovaquone also reduced the viability of various malignant hematological cell lines that lack STAT3 activation (Figure 3.6A and 3.7A). Similar to cells with activated STAT3, the loss of viability occurred through apoptosis and cell cycle arrest (Figure 3.6B-C). Therefore, we hypothesized atovaquone kills cancer cells through STAT3-related and STAT3-independent mechanisms.

Accordingly, we considered the hypothesis that atovaquone inhibited another common pathway in cancer pathogenesis. In particular, we focused on the mTOR pathway, which is known to be involved in cancer cell growth and survival (239). In K562 cells lacking STAT3 activation, atovaquone inhibited phosphorylation of 4E-BP1, a direct mTOR substrate, and ribosomal protein S6 with efficacy comparable to rapamycin, but only after 5 hours of treatment (Figure 3.7B). Additionally, atovaquone inhibited phosphorylation of p70S6K, but not p42/44
Figure 3.6: Characterization of the effects of atovaquone on cells lacking STAT3 activation and on the mTOR pathway. (A) Viability of hematologic cancer cell lines lacking STAT3 activation after 72hr treatment with atovaquone. (B) Annexin V/PI staining of K562 (20μM) and AML2 (15μM) cells treated with atovaquone for 48hr demonstrating induction of apoptosis. (C) PI cell cycle analysis of K562 cells treated with atovaquone (20μM) for 24hr demonstrating reduced G2/M population. (D) Atovaquone inhibits phospho-S6 and phospho-p70S6K, which are downstream of mTOR. K562 cells were treated with atovaquone for 6 hours. (E) Inhibition of mTOR requires de novo gene expression. K562 cells were pre-treated with vehicle or cycloheximide (2μg/ml) for 1 hour, then treated with vehicle or atovaquone (20μM) for 5 hours. (F) Inhibition of phospho-STAT3 does not require new gene synthesis. U266 cells were pre-treated with vehicle or cycloheximide (2μg/ml) for 1 hour, and then treated with vehicle or atovaquone (15μM) for 2.5 hours.

MAPK, p90RSK, or Akt (Figure 3.6D and data not shown). Taken together, these findings suggested that inhibition of the mTOR pathway by atovaquone was taking place at the level of mTOR itself.
The requirement for prolonged treatment to observe mTOR inhibition raised the possibility that this effect was mediated by an induced factor. To test this hypothesis, we pre-treated cells with cycloheximide, a protein synthesis inhibitor. Atovaquone inhibition of S6 phosphorylation in K562 and U266 cells was blocked in the presence of cycloheximide (Figure 3.6E-F). In contrast, cycloheximide did not affect the inhibition of STAT3 phosphorylation by atovaquone in U266 cells (Figure 3.6F), consistent with the rapid kinetics of this effect (Figure 3.5B). Similar results were obtained with actinomycin D, an inhibitor of mRNA synthesis (data not shown). These results demonstrate that atovaquone inhibition of mTOR, but not STAT3, requires de novo gene expression.

**Figure 3.7:** Atovaquone inhibits the mTOR pathway by inducing expression of REDD1. (A) Effect of atovaquone on viability of hematologic cancer cells lacking constitutive STAT3 activation. (B) Atovaquone inhibits the mTOR pathway. K562 cells were treated with atovaquone (20μM) or rapamycin (10nM) for 1hr or 5hr, then analyzed by western blot. (C) Strategy to identify the factor upregulated by atovaquone responsible for mTOR inhibition. (D) Knockdown of REDD1 abrogates atovaquone-mediated mTOR inhibition. SKBR3 cells were transfected with control or REDD1 siRNA for 48hr, then treated with atovaquone (25μM) for 4hr. (E) Atovaquone-mediated inhibition of mTOR requires TSC2 and REDD1. TSC2-null or REDD1-null MEFs, alongside their respective littermate control MEFs, were treated with atovaquone (25μM) for 2.5hr.
To discover the gene whose induction by atovaquone was responsible for mTOR inhibition, we performed gene expression microarrays in K562 and U266 cells. We reasoned that induction of the causative factor must be common to all cell lines in which atovaquone inhibits the mTOR pathway. Using a 1.5-fold cutoff, atovaquone upregulated several hundred genes in each cell line; however, only 19 of these genes were upregulated in both K562 and U266 cells. We then analyzed the expression of the 19 genes by qRT-PCR in additional cell lines responsive to atovaquone, resulting in the identification of a set of 4 genes that was consistently induced in all cell lines (Figure 3.7C). Of these, REDD1 is a known negative regulator of mTOR whose activity is dependent on the TSC1/2-complex (240).

To evaluate the role of REDD1, we used RNA interference to knock down its expression in adherent SKBR3 cells, given the relative ease of introducing siRNA into these cells. Knocking down REDD1 largely blocked atovaquone inhibition of S6 phosphorylation (Figure 3.7D). Moreover, atovaquone had no effect on S6 phosphorylation in MEFs with knockout of TSC2 or REDD1 itself (Figure 3.7E). Thus, atovaquone inhibits the mTOR pathway by inducing the expression of REDD1.

**Atovaquone Selectively Activates the Phospho-eIF2α/ATF4 Branch of the Unfolded Protein Response (UPR)**

In asking how atovaquone induces REDD1, we considered a possible role for ATF4, which regulates REDD1 expression (241). ATF4 is regulated mainly at the level of translation and is induced upon phosphorylation of eIF2α. Moreover, in the set of genes consistently induced by atovaquone, ATF3 and CHOP are also ATF4 target genes, and CHAC1 is a target gene of CHOP (242). Growth-inhibitory and pro-apoptotic functions have been reported for all
Figure 3.8: Atovaquone induces eIF2α phosphorylation and ATF4, but not other branches of the unfolded protein response. (A) Atovaquone induces phospho-eIF2α and ATF4. U266 cells were treated with atovaquone at 20μM. (B) ATF4 induction occurs at the protein but not mRNA level. U266 cells were treated with atovaquone at 15μM for 2hr. (C) Atovaquone does not induce splicing of XBP1, unlike UPR activators tunicamycin and thapsigargin. U266, K562, and SKBR3 cells were treated with atovaquone (20, 20, 25μM respectively), thapsigargin (1μM), or tunicamycin (5μg/ml) for 6hr. Afterwards, qRT-PCR was performed using primers specific to spliced XBP1. (D) Most UPR target genes are not induced by atovaquone, except for those downstream of ATF4 (highlighted in blue). Target genes were assessed in the same RNA as in panel C.

Indeed, rapamycin treatment of cancer cells lacking STAT3 activation caused only a modest decrease in viability, indicating that mTOR inhibition alone is not sufficient to fully explain the effects of atovaquone on viability of these cells (Figure 3.9A). For these reasons, we hypothesized that atovaquone induces eIF2α phosphorylation, with a resulting increase in ATF4 protein and signaling.
Figure 3.9: Evidence that mTOR inhibition alone does not fully account for the effect of atovaquone on viability of cancer cells lacking STAT3 activation, with further exploration of the relationships between atovaquone, the unfolded protein response (UPR), and STAT3 phosphorylation. (A) K562 and AML2 cells, which lack STAT3 activation, were treated with rapamycin for 72hr, resulting in only a modest viability decrease. P-values (**, p < 0.01; ****, p < 0.0001) are shown for the viability after 72hr atovaquone treatment (20μM) relative to 100nM rapamycin for each cell line. (B) Atovaquone induces phospho-eIF2α and ATF4. K562 cells were treated with atovaquone at 20μM. (C) Experiment similar to panel B, using SKBR3 cells and atovaquone at 25μM. (D) Atovaquone does not induce ATF6 cleavage. The last lane is a positive control, consisting of U266 cells treated with 5mM DTT for 1hr. Due to the insolubility of ATF6, all of these samples were prepared by boiling in sample buffer. (E) General UPR activation does not inhibit phospho-STAT3. U266 cells were treated with atovaquone or the UPR activators for 2.5hr.

We found that atovaquone induced eIF2α phosphorylation and increased ATF4 protein levels in multiple cell lines, including U266, K562, and SKBR3 (Figure 3.8A and 3.9B-C).

While ATF4 target genes were induced, expression of ATF4 mRNA was unchanged (Figure 3.8B), demonstrating that the increase in ATF4 protein occurred at the post-transcriptional level. The phospho-eIF2α/ATF4 pathway represents one branch of the UPR, whose other branches
consist of ATF6 cleavage and IRE1-mediated XBP1 splicing. Interestingly, however, atovaquone did not induce spliced XBP1 (Figure 3.8C) or ATF6 cleavage (Figure 3.9D). Furthermore, in contrast to the UPR activators tunicamycin and thapsigargin, atovaquone did not induce any UPR target genes other than those downstream of ATF4 (Figure 3.8D). Thus, atovaquone selectively activates the phospho-eIF2α/ATF4 branch of the UPR.

Since the UPR has been reported to inhibit IL-6-dependent STAT3 activation (243), we tested various UPR activators to see if they also inhibit STAT3 phosphorylation in U266 cells. However, only brefeldin A decreased STAT3 phosphorylation (Figure 3.9E), consistent with its direct effects on cell-surface gp130 and IL-6 receptor. Consequently, atovaquone inhibition of STAT3 is not secondary to UPR activation.

**Atovaquone Treatment Associates with Improved Cancer Outcomes in Patients**

Atovaquone (trade name Mepron) is frequently used clinically to protect hematological cancer patients against *Pneumocystis* pneumonia during treatment and after hematopoietic stem cell transplant (HSCT). At many transplant centers, patients receive atovaquone for 20-30 days upon discharge after HSCT, and then are switched to trimethoprim-sulfamethoxazole (TMP-SMX; trade name Bactrim) for long-term prophylaxis. However, about 25% of patients are maintained on atovaquone for months or even years due to intolerance of TMP-SMX. In patients taking standard doses of atovaquone, plasma concentrations of 40-80μM are routinely achieved (235), well within the range needed to inhibit STAT3 and mTOR *in vitro*. Consequently, retrospective analysis of atovaquone exposure and clinical outcomes after HSCT provides a unique opportunity to investigate the anti-cancer effects of atovaquone in patients.
Figure 3.10: Evidence for anti-cancer activity of atovaquone in patients. (A) Greater length of atovaquone treatment (as defined in the text) after HSCT in AML is associated with improved relapse-free survival (log-rank test). (B) Analysis of overall survival in the same cohort as panel A. (C) Serum from patients treated with atovaquone inhibits viability of cancer cells in vitro. U266 cells were grown for 4 days in a 1:1 mix of RPMI-1640 and serum samples from patients taking TMP/SMX or atovaquone. Viability was then measured by Cell Titer Glo, with the absolute luminometric results shown (comparison: two-sample t-test). Right: appearance of plasma samples isolated from patients taking TMP/SMX or atovaquone.

We focused on acute myeloid leukemia (AML) due to our in vitro data of the effects of atovaquone in AML cell lines, frequent STAT3 activation in AML patient samples (244), association of UPR with better prognosis in AML (244), and sufficient sample size. The patient population consisted of AML patients treated with HSCT at the Dana-Farber Cancer Institute and who survived at least 150 days after transplant without relapse. Patients treated with atovaquone for at least 100 days within the 150-day period were classified as “high atovaquone” exposure, while the remaining patients were classified as “low atovaquone” exposure.
Importantly, patients in the “high atovaquone” group had significantly improved relapse-free survival, with a trend toward improved overall survival (Figure 3.10A-B).

To further investigate the anti-cancer activity of atovaquone in patients, we collected serum samples from patients approximately 100 days following HSCT who were being treated with either TMP-SMX or atovaquone. The serum from the atovaquone-treated patients reduced the viability of U266 cells compared to the serum of patients receiving TMP-SMX (Figure 3.10C). Strikingly, atovaquone is a colored compound, and its presence in patient plasma is visibly noticeable (Figure 3.10C). Taken together, these results strongly suggest that atovaquone exerts anti-cancer effects in patients.
DISCUSSION

We have identified atovaquone as a novel STAT3 inhibitor using an unbiased gene expression-based approach. Atovaquone acts by diminishing cell-surface gp130 expression and STAT3 tyrosine phosphorylation. As a consequence, critical STAT3 target genes mediating survival and proliferation are reduced, such as survivin, Bcl-2 family members, and cyclin D1. Moreover, atovaquone inhibits the viability of STAT3-dependent cancer cells by inducing apoptosis and disrupting cell cycle progression.

Since atovaquone inhibits STAT3 signaling upstream of JAK kinases, its mechanism predicts that atovaquone will also inhibit phosphorylation of other STATs if they are activated alongside STAT3 by the same upstream events. Indeed, in addition to inhibiting STAT3 phosphorylation, atovaquone inhibited IL-6-dependent phosphorylation of STAT1 in INA-6 and U266 cells and mutant JAK2-dependent phosphorylation of STAT1 and STAT5 in HEL cells (data not shown). Since STAT5 activation is crucial to cancer pathogenesis caused by JAK2-V617F (245), the additional inhibition of STAT5 in this context is a desirable effect of atovaquone. By contrast, atovaquone did not inhibit STAT5 phosphorylation in K562 cells (data not shown), in which STAT5 is activated by BCR-ABL independent of gp130.

Because the effects of atovaquone on STAT activation are restricted to gp130-dependent signaling, atovaquone inhibits STATs more selectively than direct pharmacological JAK inhibition. For example, signaling due to growth hormone, erythropoietin, and interferons is abrogated by JAK inhibitors but remains intact under atovaquone, since these hormones and cytokines do not utilize gp130. This reduces the potential side effects of atovaquone, which is already known to be extremely well-tolerated in humans. At the same time, the actions of
atovaquone extend to all cytokines that signal through gp130, including LIF and OSM, thereby exerting broader effects than therapies specifically directed against IL-6 or IL-6 receptor, such as monoclonal antibodies. This is also advantageous, since oncogenic effects of LIF and OSM have been reported (246-250).

Our work shows that IL-6-dependent STAT3 signaling, a key cancer pathway (69, 251, 252), is effectively inhibited by atovaquone. For example, IL-6 is a critical survival factor in AML and multiple myeloma (252, 253), which is pertinent to the cell lines used in this study and our findings in AML patients. Moreover, the importance of IL-6 has been established in multiple solid malignancies, including breast, lung, and melanoma (254, 255). Besides STAT3 activation due to IL-6, we also showed atovaquone inhibits STAT activation due to mutant JAK2-V617F, which is crucial to myeloproliferative neoplasms (256). Thus, we predict that atovaquone may have a role in the treatment of multiple diverse cancers, either as initial therapy or as a second-line option if JAK resistance mutations emerge following JAK inhibitor therapy. Atovaquone can also be combined with a JAK inhibitor to decrease the likelihood of developing resistance.

In addition, our work demonstrates that atovaquone activates the phospho-eIF2α/ATF4 branch of the UPR, resulting in induction of REDD1, which mediates mTOR inhibition, and induction of the pro-apoptotic factors CHOP and CHAC1. Inhibiting mTOR has intrinsic anti-cancer value due to its involvement in tumor cell survival and proliferation (239). However, recent studies also support specific benefits associated with dual blockade of the JAK/STAT and mTOR pathways, as shown in breast cancer (257) and ALL (258). Moreover, mTOR is known to phosphorylate STAT3 on serine 727 and increase its transcriptional activity (259). Although this mode of crosstalk was not observed in this study, it illustrates how the various effects of atovaquone can complement and potentially synergize with one another.
While broad UPR activation has variable effects in cancer, the ATF4/CHOP pathway has been shown to promote apoptosis in numerous cancer contexts (260-264). Additionally, the net effect of UPR activation appears to depend on the balance between induction of pro-survival BiP and pro-apoptotic CHOP (265, 266). Atovaquone strongly upregulates CHOP with no effect on levels of BiP, supporting the role of the ATF4/CHOP pathway in atovaquone-mediated apoptosis. CHAC1, an ATF4/CHOP target gene consistently upregulated by atovaquone, is also pro-apoptotic (242). Thus, atovaquone inhibits the viability of cancer cells through STAT3-related and STAT3-independent mechanisms. Multiple mechanisms of action are desirable, since the anti-cancer efficacy of single-pathway inhibitors is generally short-lived. In this case, the risk of side effects is less of a concern given the safe track record of atovaquone use in the clinic.

Our findings have laid the groundwork for further research into the biochemical and cellular effects of atovaquone. A key question for future study is the relationship between the downregulation of cell-surface gp130 and the activation of the phospho-eIF2α/ATF4 pathway. The latter is unlikely to cause the former, since other UPR activators did not affect STAT3 phosphorylation, but the reverse is a possibility. For example, atovaquone may prevent gp130 from entering the plasma membrane, causing it to accumulate in the ER and Golgi and triggering a limited form of UPR activation. Alternatively, the two effects of atovaquone may be mechanistically independent of each other. Also, the direct molecular target(s) of atovaquone are not known at this time. Their elucidation may lead to the identification of new cellular targets for cancer drug discovery efforts.

Most importantly, our analysis of patients treated with HSCT suggests atovaquone can affect clinical outcomes in AML. Due to the retrospective nature of the study, confounding cannot be ruled out. However, the choice of atovaquone over TMP-SMX is primarily due to
intolerance of TMP-SMX and not factors that might positively influence relapse. Additionally, our findings using serum samples from patients taking atovaquone supports the hypothesis that atovaquone is effective against cancer in humans. Ultimately, a randomized prospective clinical trial is needed to definitively address efficacy. AML is a disease with a 5-year survival rate of only 20-40%, and the mainstay of treatment, cytotoxic chemotherapy, has remained unchanged for decades (187). Thus, new drugs to combat AML are urgently needed, and if validated, atovaquone would be a welcome addition to the therapeutic arsenal.

In summary, we undertook a gene expression-based strategy that identified atovaquone as a novel STAT3 inhibitor. Further investigation showed that atovaquone also inhibits mTOR and activates the phospho-eIF2α/ATF4 pathway. Atovaquone kills cancer cells in vitro at concentrations readily achieved in patients, and significantly, we uncovered clinical evidence that supports an anti-cancer effect of atovaquone in humans. It will be worthwhile to further explore the molecular mechanisms by which atovaquone exerts these effects, and consider evaluating its anti-cancer efficacy in prospective clinical trials.
MATERIALS AND METHODS

Connectivity Map Analysis

The 12-gene STAT3 signature (124) was mapped from murine U74Av2 probes to all corresponding human U133A probes using a file downloaded from dChip (http://www.hsph.harvard.edu/cli/complab/dchip/common%20HG-U133A_MG-U74Av2.xls). Two genes downregulated by STAT3 activation were similarly mapped. The resulting probe lists (Supplemental Table 2) were used to query the Connectivity Map. Detailed results were downloaded, and the “up” score was averaged across all instances for each compound; compounds with fewer than 3 instances were excluded.

Cell Lines and Tissue Culture

Mouse embryonic fibroblasts (MEFs) were cultured in DMEM+10% FBS. TSC2-null and REDD1-null MEFs, along with their littermate controls, were kind gifts from Dr. John Blenis and Dr. Leif Ellisen, respectively. HEL was a kind gift of Dr. Daniel G. Tenen and grown in RPMI-1640+10% FBS. AML2, AML3, and MOLM-13 were kind gifts of Dr. James D. Griffin and grown in RPMI-1640+10% FBS. MM.1S was a kind gift of Dr. Kenneth C. Anderson and grown in RPMI-1640+10% FBS. SET2 was a kind gift of Dr. Ross L. Levine and grown in RPMI-1640+10% FBS. HL60 was a kind gift of Dr. James D. Griffin and grown in RPMI-1640+10% FBS. SKBR3, MDA-MB-468, U266, INA-6, RPMI-8226, K562, and MV-4-11 cells were obtained and cultured as previously reported (184, 186, 187, 224, 225). PBMCs were isolated from healthy donors by Ficoll density gradient centrifugation and maintained in
RPMI-1640+10% FBS. All cells were maintained in a humidified incubator at 37°C with 5% CO₂.

**Total RNA Isolation**

Cell pellets were lysed in 270μl RLT Plus buffer + 1% β-mercaptoethanol and processed by QIAshredder and genomic DNA eliminator spin columns. The flow-through was mixed with 460μl 95% ethanol by pipetting up and down, and then run through an RNeasy spin column. The spin column was washed twice with 500μl RPE buffer (after ethanol addition), spun once again to remove residual ethanol, and then eluted with 50μl RNase-free H₂O. All spin steps were performed on a benchtop microcentrifuge at room temperature and 14,000 RPM for 1 minute.

**Gene Expression Analysis**

Total RNA was reverse transcribed using random hexamers and assayed by qRT-PCR as previously described (200). Primer sequences used are in Supplemental Table 1. Gene expression was analyzed in triplicate, normalized by 18S rRNA, and expressed as mean ± SEM. For gene expression microarrays, RNA was isolated by Trizol, purified further on RNeasy columns, and profiled using Affymetrix Human Gene 1.0 ST arrays. Results are deposited under GEO Accession: GSE46575.

**Western Blotting, Immunoprecipitation, and Antibodies**

Western blotting was performed as previously described (228). Antibodies to phospho-MAPK (9101), total MAPK (9102), phospho-Y705 STAT3 (9131), phospho-S6 (2215), total S6 (2217), phospho-4E-BP1 (9451), total 4E-BP1 (9644), total RSK (9355), phospho-S6K (9234,
used at 1:5000), total S6K (2708), phospho-eIF2α (9721, used at 1:1000), total eIF2α (5324), ATF4 (11815, used at 1:1000), PDGFRβ (3169), IGF1Rβ (9750), EGFR (2232), and HER2 (2242) were from Cell Signaling Technology. Phospho-RSK antibody was from R&D (AF889). Antibodies to total STAT3 (sc-482) and gp130 (sc-656, used at 1:1000) were from Santa Cruz Biotechnology. Phospho-S727 STAT3 antibody was described previously (229). REDD1 antibody was from Proteintech (10638-1-AP, used at 1:1000). Antibody recognizing full-length and cleaved ATF6 was from Abcam (ab122897, used at 1:1000). Antibodies to tubulin (T5168) and beta actin (A5316) were from Sigma. All antibodies were used at 1:10000 dilution for western blot unless otherwise noted.

For immunoprecipitations, cells were lysed in 500μl lysis buffer (0.5% NP-40, 150mM NaCl, 50mM Tris pH 7.5, with protease and phosphatase inhibitors freshly added at 1:100 [Pierce, PI78443]) on ice for 15 minutes, then centrifuged for 10 minutes at 14,000RPM and 4°C. The supernatant was transferred to a new tube and incubated with 10μl JAK2 antibody (Santa Cruz sc-278) or a mix of two TYK2 antibodies, 10μl of each (Santa Cruz sc-5271 and Cell Signaling Technology 9312). Immunoprecipitation was performed overnight at 4°C with rotation. The next day, 75μl of protein A/G beads (Santa Cruz sc-2003) were washed twice in lysis buffer, then incubated with immunoprecipitates overnight as before. The next day, the beads were spun down (1 min. at 7,500RPM and 4°C) and washed 3 times with 650μl lysis buffer for 10 minutes at 4°C with rotation, then boiled in 50μl sample buffer + 10% β-mercaptoethanol. For western blot, 20μl were loaded per lane. For detection of phospho-tyrosine, a mixture of two pan-phospho-tyrosine antibodies (Cell Signaling Technology 9411 and 9416, 1:1000 of each) was used. Antibody to phospho-Y1007/1008 JAK2 was from Cell Signaling
Technology (3771, used at 1:1000). Antibody to phospho-Y570 JAK2 was from Millipore (09-241, used at 1:1000).

**Luminometric Assays**

Luciferase reporter cell lines were described previously (186). Firefly luciferase values were normalized by concurrent cell viability. Cell viability was measured as ATP-dependent luminescence by Cell Titer Glo (Promega).

**Drug Treatments**

For drug treatments, cells were spun down and suspended in fresh media the day prior. Atovaquone (Sigma-Aldrich A7986) was dissolved at a stock concentration of 12.5mM and used to treat cells at up to 1:500 dilution (up to 0.2% v/v DMSO final). JAK inhibitor 1 (Millipore 420097) was used at 1μM, unless indicated otherwise. DTT (Bio-Rad 1610610) was dissolved at 1M in PBS and used at 1:200 (5mM final). Tunicamycin (Sigma-Aldrich T7765) was used at 5μg/ml. Thapsigargin (T9033) was used at 1μM. Brefeldin A (Millipore 203729) was used at 3μg/ml. Rapamycin (Millipore 553210) was used at 10-100nM as indicated. DMSO was used to dissolve all drugs unless otherwise specified.

**Flow Cytometry**

Annexin V/PI staining was performed using Annexin V:FITC Apoptosis Detection Kit I (BD Biosciences). Staining for cell cycle analysis was performed as previously described (267). Staining for cell-surface receptors was performed in 50μl PBS + 2% FBS with 2μl antibody to IL6R (BioLegend #352803) or 5μl antibody to gp130 (BD Biosciences #555757) for 20 minutes
on ice in the dark. Cells were washed twice, then resuspended in 300μl of the same buffer. Samples were analyzed on a BD FACSCanto II machine.

**Transfection and siRNA**

Cells were reverse-transfected using Lipofectamine RNAiMAX (Invitrogen); the culture medium was changed 24hr later. Control siRNA (D-001210-02) and REDD1 siRNA (M-010855-01) were from Thermo Scientific Dharmacon.

**Chart Review**

Atovaquone start and end dates for approximately 500 AML patients who underwent HSCT at Dana-Farber Cancer Institute from 2006-2012 were obtained by chart review of the electronic medical record with DFCI IRB approval. Atovaquone was administered as a suspension, 750mg twice daily. Due to the intermittent atovaquone dosing for some patients, a discontinuation for longer than 50 days disqualified subsequent atovaquone treatment from counting toward a patient’s total atovaquone exposure. Patients who received more than one HSCT were excluded (4% of total patients).
CHAPTER 4:

Conclusions and Future Directions
Discovery of Novel STAT3-Regulated MiRNAs Related to Cancer

We have conducted the first genome-wide survey of STAT3-specific miRNA alterations. This led to the discovery of four novel miRNAs that were validated to be regulated by STAT3, albeit only miR-146b was a direct STAT3 target gene. Nonetheless, some of the indirect targets may have biologically significant roles as miRNAs induced in the presence of STAT3 activation. For example, miR-137 is a well-characterized tumor suppressor miRNA that was induced 2-fold in MCF-10A cells by STAT3C. Targets of miR-137 include CDK6, Cdc42, MITF, and c-Met (268-270), and miR-137 is frequently hypermethylated in cancer. Thus, miR-137 may be another important negative regulator downstream of STAT3. On the other hand, the function of miR-95, which was induced nearly 10-fold, is poorly characterized. However, miR-95 may be oncogenic by targeting sorting nexin 1 (SNX1), thereby causing heightened EGFR signaling (271).

Therefore, our inducible STAT3C system identified multiple cancer-relevant miRNAs.

Molecular Analysis of MiR-146b Regulation

We also showed STAT activation alone is sufficient to induce miR-146b, and STAT1, STAT3, and STAT5 are all involved in its regulation. Interestingly, EMSA confirmed direct STAT3 binding to the site 1.7kb upstream of miR-146b, but not to the 830bp site, despite both sites appearing equally functional in dual-luciferase reporter assays. The latter system is more physiological than EMSA, and the 830bp site, which lies in a highly GC-rich region, may bind STAT3 in its native sequence context but not as an isolated 25bp oligonucleotide. Even more physiological is chromatin immunoprecipitation (ChIP) assay of binding to endogenous DNA. Enrichment of STAT3 at these sites after IL-6 treatment was only 1.5 to 2-fold (data not shown), although this magnitude of induction can have biological significance (272, 273) and may not be
linearly correlated with the change in gene expression. It is also possible that STAT3 binding to native chromatin is transient or buried within a transcriptional complex.

Recruitment of RNA polymerase II and the transcriptional apparatus most likely occurs slightly downstream of the 830bp site, since the miR-146b primary transcript is approximately 700bp in length (199). We speculate that DNA surrounding the 1.7kb site may undergo looping to interact with the 830bp site and, in a cooperative manner, effect transcription at the miR-146b locus. This hypothesis could be tested using the chromatin conformation capture (3C) technique. Due to the report of a c-fos binding site about 600bp upstream of the 1.7kb STAT binding site (201), additional long-range interactions in the promoter region may occur. Additionally, the striking ability of MAPK to potentiate STAT-regulated miR-146b induction leads us to speculate that c-fos and related family members may act as pioneer factors for this region of chromatin. Finally, the precise roles of insulin and PI3K/Akt signaling in miR-146b regulation are more complex than for EGF and remain to be fully elucidated.

**Possible Biological Significance of MiR-146b as a STAT-Responsive Gene**

By identifying miR-146b as a novel STAT target, we have added a new regulatory dimension to this tumor suppressor, and we have expanded the relatively short list of known STAT miRNA targets. While STAT3 is generally considered oncogenic, studies have shown it can mediate effects that are opposed to cancer in specific situations. For example, STAT3 activation drives apoptosis during normal mammary gland involution (274). Interestingly, early involution was the mammary stage displaying the highest expression of miR-146b, which was induced over 25-fold relative to virgin tissue. In addition, STAT3 signaling inhibits the proliferation and motility of PTEN-deficient glioblastoma cells (275) and decreases *in vivo*
growth of papillary thyroid tumors (276). This is reminiscent of anti-tumor effects of oncogenic c-Myc and Ras in certain contexts (277, 278). It will be interesting to see if STAT3 regulation of miR-146b contributes to the cancer inhibitory effects of STAT3 outlined above.

Our work demonstrated that miR-146b functions as a feedback inhibitor of STAT3 via NF-κB and IL-6. However, miR-146b could modulate STAT pathway activity in other ways, which may include targeting STATs themselves. For instance, miR-146a has been reported to directly repress STAT1 (153), implying that miR-146b may do the same. In this way, STAT1 regulation of miR-146b could mediate negative feedback on STAT1. Very recently, miR-146b was shown to target two isoforms of STAT3: STAT3α and STAT3β (279). STAT3α is the normal full-length version of STAT3, whereas STAT3β has a C-terminal truncation and may inhibit STAT3α in a dominant-negative fashion (280). Thus, the interaction of miR-146b and STAT3 isoforms could affect STAT3 activity either positively or negatively, depending on the relative levels of each transcript and its affinity for miR-146b. Finally, miR-146b targeting of IRAK1 might modulate STAT3 through its role in STAT3 serine phosphorylation (281).

Additionally, some putative targets of miR-146b may influence STAT3 biology. For example, an epigenetic switch involving NF-κB and STAT3 mediates neoplastic transformation in part through upregulation of Lin28B, which contributes to persistent IL-6 (191). Interestingly, Lin28B is a predicted miR-146b target. Transfection of miR-146b mimic reduced Lin28B mRNA expression in SUM-159 cells by 50% (data not shown), with effects expected to be even larger at the protein level. Consequently, STAT3 induction of miR-146b in this context could interrupt critical oncogenic signaling networks by targeting Lin28B. However, since Lin28B is currently only a computationally predicted miR-146b target based on sequence analysis (Table 4.1), biological validation as a direct miR-146b target is required. This would be accomplished
by transferring the Lin28B 3’ UTR to a luciferase reporter, followed by mutagenesis of the putative miR-146b binding sites leading to abrogated inhibition by miR-146b.

Besides targeting proteins involved in STAT3 activation, miR-146b may oppose STAT3 by targeting STAT3-dependent genes and critical mediators of STAT3-driven phenotypes, such as fibronectin, cathepsin B, and MMP-16. Except for MMP-16, these proteins have not yet been experimentally demonstrated as direct miR-146b targets, but contain predicted miR-146b binding sites in the 3’ UTR that are conserved between mouse and human (Table 4.1).

Fibronectin expression is elevated in STAT3C-transformed prostate epithelial cells, in which it contributes to EMT, motility, and transformation (83). Interestingly, miR-146b may also regulate EMT induced by TGF-β, as SMAD4 is a miR-146b target (282). Cathepsin B is upregulated by IL-6/STAT3 (283) and facilitates invasion of Ras-transformed MCF-10A cells (284). Lastly, MMP-16 activates the zymogen MMP-2, which is a direct STAT3 target gene and promotes invasion and metastasis (70). Therefore, miR-146b may be linked to STAT3 biology in multiple ways.

**Table 4.1**: Predicted miR-146b binding sites in human and mouse 3’ UTRs of Lin28B, fibronectin, and cathepsin B (upper sequences, 5’ → 3’) aligned with miR-146b (bottom sequences, 3’ → 5’). Watson-Crick base pairs are indicated as ( | ); wobble base pairs are shown as ( : ).

<table>
<thead>
<tr>
<th></th>
<th>Human</th>
<th>Mouse</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lin28B</strong></td>
<td>5’...GUUUUAAGACAUCCAGUUCC...</td>
<td>5’...AGCCUGCGAACUAAUCGUGUCUCU...</td>
</tr>
<tr>
<td></td>
<td>3’ UCGGUAUCCUAAGUCAAGAGU</td>
<td>3’ UCGGUAUCCUAAGUCAAGAGU</td>
</tr>
<tr>
<td><strong>Fibronectin</strong></td>
<td>5’...UUGCUUUGAGGAA-AGUUCCUCA...</td>
<td>5’...UUGCUCUGAGCCAGUGUUUCAG...</td>
</tr>
<tr>
<td></td>
<td>3’ UCGGUAUCCUAAGUCAAGAGU</td>
<td>3’ UCGGUAUCCUAAGUCAAGAGU</td>
</tr>
<tr>
<td><strong>Cathepsin B</strong></td>
<td>5’...UCAUAACCUCAUAAGUUCUC...</td>
<td>5’...UCAAUGGCCCAGUGCAAGUCUCU...</td>
</tr>
<tr>
<td></td>
<td>3’ UCGGUAUCCUAAGUCAAGAGU</td>
<td>3’ UCGGUAUCCUAAGUCAAGAGU</td>
</tr>
</tbody>
</table>
After we identified miR-146b as a STAT3 target gene, we wanted to determine if modulating miR-146b activity could affect STAT3-mediated transformation of MCF-10A cells. It has been reported that MCF-10A cells can be transformed by stable STAT3C expression (75) or transient IL-6 exposure (191). However, we were unable to reproduce these earlier findings of other groups. Possible reasons include genetic or epigenetic divergence of cell lines, as well as differences in growth conditions. Also, the low transformation efficiency of MCF-10A by STAT3C (about 1 in 2,000 cells) possibly indicates outgrowth of a rare clone. Notably, miR-146b was not among the miRNAs that were differentially expressed in MCF-10A cells transformed by Src or IL-6 (130), indicating it was not induced by STAT3 under the conditions of that study. This suggests altered regulation of miR-146b might underlie some of the inconsistent observations in MCF-10A cells.

Even if STAT3C transformed MCF-10A cells, we would not expect miR-146b to inhibit transformation through its effects on NF-κB and IL-6, since STAT3C is constitutively active independent of IL-6. It is possible miR-146b could inhibit transformation from transient IL-6 exposure if NF-κB activation converts the transient IL-6 signal into a persistent one (191). In either case, however, miR-146b may inhibit transformation of MCF-10A cells by targeting other proteins crucial to STAT3-driven transformation and cancer phenotypes, such as fibronectin and MMP-16/MMP-2 outlined above. Indeed, the incomplete rescue of motility in miR-146b-transfected SUM-159 cells by STAT3C (Figure 2.10) is probably due to continued repression of known miR-146b targets besides IL-6/STAT3, such as MMP-16, EGFR, CXCR4, ROCK1, and KLF4 (204, 208, 285). Additionally, NF-κB can promote motility separate from IL-6 and STAT3 (286), and those functions of NF-κB would remain suppressed by miR-146b even after introducing STAT3C.
Future Studies of MiR-146b

While our work strongly suggests STAT3 regulation of miR-146b is a key mechanism of tumor suppression, definitive proof requires generation of a miR-146b knockout mouse. The miR-146a knockout mouse already exists and develops lymphomas, chronic myeloproliferation, and myeloid sarcomas (287). This is consistent with the finding that deletion of miR-146a, located at 5q34, is a critical event in the pathogenesis of 5q- myelodysplastic syndrome (288). Compared to the miR-146a knockout, we speculate that mice lacking miR-146b would have an overlapping but distinct spectrum of malignancies, perhaps skewed towards IL-6-dependent cancers with dual activation of NF-κB and STAT3. Such tumors include colorectal cancer (106), breast cancer (29, 191, 219), multiple myeloma (253, 289, 290), and diffuse large B cell lymphoma (291). The mice may also exhibit disruptions in normal physiology, such as mammary gland lactation and involution, which are associated with STAT activation and miR-146b induction (279).

Our work also showed that pharmacological inhibition of STAT3 combined with miR-146b repletion can have a greater inhibitory effect than either treatment by itself in cancer cells with activation of the NF-κB/IL-6/STAT3 pathway. To further validate this approach as a viable therapy, we propose treating mouse xenografts with a JAK inhibitor and an IRAK1 inhibitor and monitoring tumor growth and metastasis. It is also reasonable to deliver a miR-146b mimetic in mice, since more targets than just IRAK1 are likely involved, and this modality may eventually become available in humans (292). Furthermore, the miR-146b locus at 10q24 is relatively close to the PTEN locus at 10q23, about 25Mbp away. Large deletions encompassing multiple tumor suppressors have been found to affect tumorigenesis (293), and it will be interesting to determine
if deletion of PTEN and miR-146b commonly occurs together in human cancers. If so, adding PI3K/mTOR inhibitors to the combination therapy regimen may be advantageous.

**Discovery and Characterization of Atovaquone as a Novel STAT3 Inhibitor with Additional Anti-Cancer Effects**

Using a chemical genomics database (232), we found the FDA-approved drug atovaquone to oppose the STAT3 gene expression signature (124). Therefore, we hypothesized that atovaquone could function as a STAT3 inhibitor. This was confirmed in subsequent experiments showing decreased STAT3 tyrosine phosphorylation and transcriptional activity after atovaquone treatment. Interestingly, atovaquone is not a kinase inhibitor, but downregulates the cell-surface expression of gp130 required for JAK/STAT3 activation. However, IL-6 receptor was not affected, which represents a novel drug mechanism. Additionally, atovaquone is well-tolerated in humans, achieves high plasma concentrations similar to those used in our studies (235), and kills STAT3-dependent cancer cells in vitro. Taken together, these observations support the potential use of atovaquone as a STAT3 inhibitor in the clinic.

On further investigation, we found the anti-cancer effects of atovaquone to be quite broad, covering diverse hematological tumor types and extending to cancer cells lacking STAT3 activation. This observation led us to hypothesize that atovaquone has additional cellular effects in addition to STAT3 inhibition. Indeed, by western blotting, we discovered atovaquone also inhibits phosphorylation of ribosomal protein S6 and p70S6K, suggesting decreased mTOR activity. However, this effect was blocked by transcription or translation inhibitors, implicating the role of an induced factor in this response. Using gene expression microarrays, upregulation of REDD1 was identified to mediate the effects of atovaquone on the mTOR pathway. Fortuitously,
these efforts also revealed UPR-related genes to be induced by atovaquone. Thus, we surmised atovaquone activates the phospho-eIF2α/ATF4 branch of the UPR, which was validated by western blot. Interestingly, however, other UPR branches are not activated.

Although atovaquone inhibits mitochondrial respiration in infectious organisms (235), and STAT3 can localize to the mitochondria (108), this is likely simply coincidental, and the effects of atovaquone on cancer cells are unlikely to involve the mitochondria. STAT3 serine phosphorylation, which is required for STAT3 mitochondrial localization, was not affected by atovaquone. Instead, atovaquone inhibition of STAT3 can be fully explained by the observed decrease of STAT3 tyrosine phosphorylation. In addition, there is no evidence that atovaquone can inhibit the activity of proteins in mammalian mitochondria, since otherwise the drug would have highly toxic side effects. Therefore, we conclude that the anti-neoplastic mechanism(s) of atovaquone ought to be distinct from its anti-microbial mechanism of action. Indeed, how atovaquone mediates its anti-cancer effects is a major question for future exploration.

In summary, atovaquone most likely kills cancer cells through a combination of its effects on STAT3, mTOR, and the UPR, depending on the cells in question. So far, the only cancer cell line not killed by atovaquone is Kasumi, in which atovaquone also fails to inhibit phospho-S6 (data not shown). Upregulation of REDD1 and inhibition of mTOR appear to be downstream of the UPR, since REDD1 is a known ATF4 target gene (241). However, the causal relationship, if any, between the downregulation of cell-surface gp130 and the activation of the phospho-eIF2α/ATF4 pathway is unclear. Since the UPR effects occur in cells lacking STAT3 activation, they are certainly not secondary to STAT3 inhibition, but could result from the altered regulation of gp130. The reverse is unlikely, as other UPR activators did not inhibit STAT3. As a
result of these various anti-cancer mechanisms, atovaquone may be able to treat a wide spectrum of tumors, and our data from patients and clinical records support its use clinically.

**Role and Possible Mechanisms of Cell-Surface Gp130 Downregulation**

As part of our investigation into how atovaquone inhibits STAT3, we demonstrated that reduced STAT3 phosphorylation was strongly associated with decreased cell-surface gp130 expression. By contrast, gp130 was unaffected by a pharmacological JAK inhibitor. Therefore, downregulation of cell-surface gp130 is mechanistically plausible as the explanation for STAT3 inhibition, and it would be highly coincidental if these two effects were unrelated. Nonetheless, the relationship is technically correlative at this time. To prove that gp130 downregulation causes reduced STAT3 activation, a rescue experiment is required in which blocking the effect of atovaquone on gp130 also prevents the effect on STAT3. However, designing such an experiment entails more mechanistic knowledge than is currently available. Several hypotheses concerning how atovaquone mediates its effect on gp130 have been considered, but this remains a critical question for future study.

One of the first hypotheses to be investigated was based on the report that p38 MAPK-dependent phosphorylation of gp130 at serine 782 promotes internalization from the plasma membrane and inhibits IL-6-dependent STAT3 activation (294). Encouragingly, we subsequently discovered that atovaquone rapidly induces p38 activation and gp130 phospho-S782 in U266 cells (data not shown). However, the significance of these findings was called into question when several p38 inhibitors did not rescue STAT3 phosphorylation, despite effectively blocking p38 activation and gp130 phosphorylation. Thus, in the context of atovaquone, the observed effects on p38 and phospho-S782 might serve as markers of drug treatment but seem
not to have a large role in the regulation of gp130 or STAT3. We also considered whether atovaquone might induce reactive oxygen species (ROS); however, N-acetyl cysteine (NAC), a ROS inhibitor, did not rescue STAT3 phosphorylation or cell viability, rendering this mechanism unlikely.

The relative selectivity of atovaquone for gp130 but not other transmembrane receptors raises the possibility that it might bind directly to gp130. Binding of a small molecule to a protein is difficult to detect, but could be probed using differential scanning fluorimetry (DSF) or drug affinity responsive target stability (DARTS). These techniques rely on proteins’ increased resistance to thermal denaturation or proteolytic digestion, respectively, after ligand binding (295, 296). However, direct binding to gp130 is somewhat less likely due to the strikingly different kinetics of gp130 downregulation and STAT3 inhibition observed in different cell lines, ranging from rapid in U266 cells (within 10-15 minutes) to slow in HEL cells (at least 6 hours). More probably, atovaquone acts on another protein target(s), whose variability in expression and activity across different cell lines accounts for the varying kinetics of atovaquone.

Furthermore, it will be important to ascertain whether the effects on gp130 result from decreased entry to the plasma membrane or increased internalization. The latter could be shown by monitoring the intracellular appearance of antibody pre-labeled surface gp130 or by using endocytic inhibitors to block the effect. If these experiments give negative results, then gp130 may instead be hindered from entering the plasma membrane, but this would be more difficult to demonstrate experimentally. Interestingly, the natural compound ilimaquinone also impairs cell-surface protein expression (297), inhibits cell viability by upregulating CHOP (298), and shares a structural moiety with atovaquone (Figure 4.1). While the mechanistic targets of ilimaquinone are not known, it requires the activity of phospholipase D (299), and it will be interesting to see
if atovaquone has a similar requirement. However, ilimaquinone acts by causing large disruptions to the Golgi apparatus (297), and it is unclear how such a mechanism could specifically affect gp130 but not IL-6 receptor.

**Figure 4.1:** Comparison of molecular structures of atovaquone and ilimaquinone. A shared moiety is highlighted in red.

**Future Studies of Atovaquone**

One point of uncertainty is how atovaquone induces eIF2α phosphorylation. Four eIF2α kinases are known and respond to different stimuli: PERK (ER stress), protein kinase R (double-stranded RNA), GCN2 (amino acid starvation), and HRI (heme deficiency) (300). The role of each of these kinases can be assessed by western blot, knock down, and using knockout MEFs. Also, mass spectrometry-based phospho-proteomic profiling could uncover atovaquone-regulated pathways at a global level, leading quickly to the generation of focused hypotheses. More directly, a biotinylated version of atovaquone could help identify its molecular target(s) by pull-down of interacting proteins. Unfortunately, efforts to conjugate atovaquone to biotin have so far been hampered by its strong tendency to oxidize. In addition, this approach may fail if atovaquone binds its target(s) covalently, preventing their elution from the resin. Whether atovaquone acts reversibly or irreversibly could be tested in washout experiments.
Alternatively, an RNAi screen could be used to discover the protein target of atovaquone. However, the readout of such a screen would need to be carefully considered. One pitfall of this approach is that only one gene is knocked down at a time. If atovaquone has multiple targets, such as related members of a protein family, then they may be missed because of functional redundancy. Finally, the effects of atovaquone could be mediated through a mechanism that is not protein dependent. If that is the case, then RNAi screening and pull-down of directly interacting proteins may both prove to be unsuccessful. Fortunately, this possibility is unlikely, since it is hard to conceive of such a mechanism that is not also broadly nonspecific and highly toxic. By contrast, the side effect profile of atovaquone is extremely favorable, increasing the likelihood that it may be used as an anti-neoplastic agent.

To further demonstrate the utility of atovaquone as a cancer treatment in vivo, we propose conducting animal studies using xenografts of tumors that respond to atovaquone in vitro. Experiments with U266 cells, which form plasmacytomas when injected subcutaneously into mice, are in progress. Ultimately, we would like to conduct randomized, prospective clinical trials with cancer patients to investigate the efficacy of atovaquone on human malignancies. In the case of hematological cancers, clinical trials could be performed to administer atovaquone after stem cell transplant or as an added component to current chemotherapy regimens. Clinical trials could also be envisioned for solid tumors, pending additional laboratory study, since many display activation of STAT3 or mTOR. Also, atovaquone induction of pro-apoptotic UPR factors may be applicable to and clinically significant in various cancers.

**Overall Conclusions**

In summary, our work describes new physiological and pharmacological paradigms for the regulation of STAT3 in cancer. Specifically, we identified miR-146b as a novel STAT3
target gene and atovaquone as a promising STAT3 inhibitor. Both miR-146b and atovaquone modulate STAT3 activity through mechanisms not previously appreciated, and STAT3 activation by IL-6 is a major recurring theme. IL-6 has been implicated in the pathogenesis of a vast spectrum of hematological and solid cancers (301), suggesting our findings with miR-146b and atovaquone may also have broad significance. Additionally, these studies have given rise to new hypotheses for future investigation in both the laboratory and the clinic. While clinical trials can be lengthy and expensive, they are necessary to address the most important goal of this work: the advancement of therapy and patient care.
APPENDIX 1:

Supplemental Information
Supplemental Figure 1: STAT activation was induced in cells that lack basal STAT activation upon cytokine stimulation. Immunoblotting was performed on cells treated with IL-6 or IFN-γ (20ng/ml) for 15 minutes to detect phospho-tyrosine STAT3 or STAT1 and total STAT3 or STAT1.

Supplemental Table 1: Primer sequences used for qRT-PCR analysis

<table>
<thead>
<tr>
<th>Gene</th>
<th>Forward (5’→3’)</th>
<th>Reverse (5’→3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18S rRNA</td>
<td>GTAACCCGTTGAACCCCATT</td>
<td>CCATCCAATCGGTAGTAGCG</td>
</tr>
<tr>
<td>Beta actin</td>
<td>TCCCTGGAGAAGAGCTACGA</td>
<td>AGCACTGTGTGGCGTACAG</td>
</tr>
<tr>
<td>Pri-miR-146b</td>
<td>ATTCAAGGTTTTGGGGAGAT</td>
<td>GGGGCTTTCTGAGCTAAAGG</td>
</tr>
<tr>
<td>STAT3</td>
<td>ACCGGCGTCAGTTCACCTACCT</td>
<td>CCGGATCTCCTGAGAGCTGCG</td>
</tr>
<tr>
<td>SOCS3</td>
<td>TCAAGACCTTCAGCTCCAAG</td>
<td>TGACGCTGAGCGTGAAAGAG</td>
</tr>
<tr>
<td>BIRC3</td>
<td>GGGAAAGAGGAGAGAAGAGGC</td>
<td>TCCAGGATTGGAATACACAGAAG</td>
</tr>
<tr>
<td>NFKB2</td>
<td>AGAGGGAGAAGGGCCCTTAG</td>
<td>CAGGTCTGCTTTCCGAGAAT</td>
</tr>
<tr>
<td>RELB</td>
<td>AGCATCCTTGGGGAGAGC</td>
<td>AGGCAGTCACCTCCACCTC</td>
</tr>
<tr>
<td>NFKBIE</td>
<td>CTCGCTACCTACACCCCTGT</td>
<td>CTCATGAATCAGTGCAAGGT</td>
</tr>
</tbody>
</table>
Supplemental Table 1 (Continued)

<table>
<thead>
<tr>
<th>Gene</th>
<th>Forward Primer</th>
<th>Reverse Primer</th>
</tr>
</thead>
<tbody>
<tr>
<td>IKB alpha</td>
<td>ACGAGCAGATGGTCAAGGAG</td>
<td>CTTCCATGGTCAGTGCCCTTT</td>
</tr>
<tr>
<td>A20</td>
<td>CTTTGGAAAGGCACTATGTAAAAG</td>
<td>TGTGTTGGTTTCGAGGACAT</td>
</tr>
<tr>
<td>CCL2</td>
<td>TGCCGCCGTCACCTCTGTGTT</td>
<td>CCCACTTCTGCTGGGGTACG</td>
</tr>
<tr>
<td>IL6</td>
<td>GAAAGCAGCAAGGAGGTACCTCTCTCTCTGT</td>
<td>TTTCCACAGGGAAGTCTGTCTCTCTCTCTGT</td>
</tr>
<tr>
<td>RELA</td>
<td>CCACGAGCTTGAGAGGTACCTCTCTCTCTGT</td>
<td>CTGGATGCCTGACTGAGTAG</td>
</tr>
<tr>
<td>JUNB</td>
<td>AATATGGAAAGGCAAGCTTTCT</td>
<td>TGTAGAGAGAGAGCCACCA</td>
</tr>
<tr>
<td>MCL1</td>
<td>GAGACCAGGGCAAGGAGGTACCTCTCTCTGT</td>
<td>TTTGATGGCTGAGGTCTGTCTCTCTCTCTGT</td>
</tr>
<tr>
<td>EGR1</td>
<td>AGGCCCTATGACCTCTACAGA</td>
<td>AGCGGCAGATATAGGTGATG</td>
</tr>
<tr>
<td>KLF4</td>
<td>TCCATTTCTCTCCACGGTTC</td>
<td>ATGCTGTCATGCTGAGGAAG</td>
</tr>
<tr>
<td>BCL6</td>
<td>CTGAGAGAAGGATCTGATGAGCTCTCTCTGT</td>
<td>TCTTCACAGGAGGTCTGTCTCTCTCTCTGT</td>
</tr>
<tr>
<td>BCL3</td>
<td>CCTCTGTGAACTGCTGCTCTAC</td>
<td>TACCTGTGACACCAGCAATA</td>
</tr>
<tr>
<td>BCL-X</td>
<td>GTGATTCGTGAGTCGGATC</td>
<td>TGCTGATTCGTCTGCTTGTCTCAAAGG</td>
</tr>
<tr>
<td>E-cadherin</td>
<td>CTGGGAGCTCCACCTCCTACAGA</td>
<td>TGTGAGCAATTCTGTGCTTGGA</td>
</tr>
<tr>
<td>Desmoplakin</td>
<td>GCCACAGAGGAGACTGACTCTCTCTCTCTGT</td>
<td>ATCAAGCAGTCGGAGCAGTT</td>
</tr>
<tr>
<td>Vimentin</td>
<td>TCAGAGAGAGGAAGCAGGGAA</td>
<td>ATTCACCTTGCAGTCTGCTCAAAGG</td>
</tr>
<tr>
<td>Cadherin-11</td>
<td>CAACGGACTAGAAACACAGGAA</td>
<td>GAAAGGGGCATTGCTGATAA</td>
</tr>
<tr>
<td>Slug</td>
<td>TCGGACCACACATATACCTCTCTCTCTCTGT</td>
<td>TGACCTGTCTGACAAATGCTC</td>
</tr>
<tr>
<td>Cyclin D1</td>
<td>AGAGGAGGAGGAGGAAGAAGA</td>
<td>GGGCGTTGGGAATAATTGGAACCTT</td>
</tr>
<tr>
<td>Survivin</td>
<td>GGACCACGCGATCTCTTCTACCAT</td>
<td>GTCTGGCTCCTTTCAGTGGG</td>
</tr>
<tr>
<td>BCL2</td>
<td>GCCCTGTGAGATGACTGAGTA</td>
<td>AGGCAGGGGAAATGAGGAG</td>
</tr>
<tr>
<td>ATF4</td>
<td>CCAACAGGCAAAGCCAAGGAGGAG</td>
<td>GTGTGACCTGACACGTGTCAGGA</td>
</tr>
<tr>
<td>BIP</td>
<td>CACATGTTGCCTTCAATTACCTCTCTCTCTGT</td>
<td>CAGTCAATCAATTGACAGGCAA</td>
</tr>
<tr>
<td>Hsp90B1</td>
<td>AACGGGCAAGGACATCTCTCTCTCTCTCTGT</td>
<td>CGTGAAGGATCTGCTGCTGACTCTCTCTCTGT</td>
</tr>
<tr>
<td>DNAJC3</td>
<td>CATCTTTGTTGGGCAAAGAA</td>
<td>AGCCCTCCGATAATAAGCAGA</td>
</tr>
<tr>
<td>HERP</td>
<td>GGGAGTTGAGCTGAGGTGAGG</td>
<td>CCAACAGCAGTCTGAGGTGAGG</td>
</tr>
<tr>
<td>Erp72</td>
<td>AGCAGGTTTGTAGTGAGGTGG</td>
<td>TTCTCTGACCTTGAGGCAACAA</td>
</tr>
<tr>
<td>EDEM1</td>
<td>GTGAAAGCAGGCCCTTGGGAACCTCTCTCTCTCTGTCTT</td>
<td>AGGCACCTGCTGTCAGGCAA</td>
</tr>
<tr>
<td>Spliced XBP1</td>
<td>CTGAGTCCGACGGAGGTG</td>
<td>ACTGGGTCCAGTGGTGGTTT</td>
</tr>
<tr>
<td>ERdj4</td>
<td>TTCTCAGATGGGGCAGGATGGA</td>
<td>AAGACTGTTGCTGAGATGTATTCA</td>
</tr>
<tr>
<td>SEC61A1</td>
<td>AGAGAGAAGTGGTGTGAGAAGA</td>
<td>CCTAGAGAGTCAGAAGAGGAC</td>
</tr>
<tr>
<td>gp130 (human)</td>
<td>GTCACTTCACACTGCTCTCTCAAAG</td>
<td>TTTGAAACAGGTCATATGATTCTT</td>
</tr>
<tr>
<td>gp130 (mouse)</td>
<td>GGCACCAGCAGGATGTACT</td>
<td>ATCAAGCAGTCGGAGCAGTT</td>
</tr>
</tbody>
</table>
**Supplemental Table 2: Probe lists used for Connectivity Map query**

<table>
<thead>
<tr>
<th>Up tags</th>
<th>Down tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>200730_s_at</td>
<td>202951_at</td>
</tr>
<tr>
<td>200731_s_at</td>
<td>216727_at</td>
</tr>
<tr>
<td>200732_s_at</td>
<td>212811_x_at</td>
</tr>
<tr>
<td>200733_s_at</td>
<td>209610_s_at</td>
</tr>
<tr>
<td>200796_s_at</td>
<td>209611_s_at</td>
</tr>
<tr>
<td>200797_s_at</td>
<td>212810_s_at</td>
</tr>
<tr>
<td>200798_x_at</td>
<td></td>
</tr>
<tr>
<td>201473_at</td>
<td></td>
</tr>
<tr>
<td>201693_s_at</td>
<td></td>
</tr>
<tr>
<td>201694_s_at</td>
<td></td>
</tr>
<tr>
<td>201995_at</td>
<td></td>
</tr>
<tr>
<td>202679_at</td>
<td></td>
</tr>
<tr>
<td>203140_at</td>
<td></td>
</tr>
<tr>
<td>203574_at</td>
<td></td>
</tr>
<tr>
<td>205962_at</td>
<td></td>
</tr>
<tr>
<td>208683_at</td>
<td></td>
</tr>
<tr>
<td>208743_s_at</td>
<td></td>
</tr>
<tr>
<td>208875_s_at</td>
<td></td>
</tr>
<tr>
<td>208876_s_at</td>
<td></td>
</tr>
<tr>
<td>208877_at</td>
<td></td>
</tr>
<tr>
<td>208878_s_at</td>
<td></td>
</tr>
<tr>
<td>210512_s_at</td>
<td></td>
</tr>
<tr>
<td>210513_s_at</td>
<td></td>
</tr>
<tr>
<td>211527_x_at</td>
<td></td>
</tr>
<tr>
<td>212171_x_at</td>
<td></td>
</tr>
<tr>
<td>214056_at</td>
<td></td>
</tr>
<tr>
<td>214057_at</td>
<td></td>
</tr>
<tr>
<td>214888_at</td>
<td></td>
</tr>
<tr>
<td>215990_s_at</td>
<td></td>
</tr>
<tr>
<td>220266_s_at</td>
<td></td>
</tr>
<tr>
<td>221841_s_at</td>
<td></td>
</tr>
</tbody>
</table>
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