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Statistics can lie but can also correct for lies: Reducing response bias in NLAAS via Bayesian imputation

JINGCHEN LIU*, XIAO-LI MENG, CHIH-NAN CHEN and MARGARITA ALEGRIA

The National Latino and Asian American Study (NLAAS) is a large scale survey of psychiatric epidemiology, the most comprehensive survey of this kind. A unique feature of NLAAS is its embedded experiment for estimating the effect of alternative orderings of interview questions. The findings from the experiment are not completely unexpected, but nevertheless alarming. Compared to the survey results from the widely used traditional ordering, the self-reported psychiatric service-use rates are often doubled or even tripled under a more sensible ordering introduced by NLAAS. These findings explain certain perplexing empirical findings in literature, but at the same time impose some grand challenges. For example, how can one assess racial disparities when different races were surveyed with different survey instruments that are now known to induce substantial differences? The project documented in this paper is part of an effort to address these questions. It creates models for imputing the original responses had the respondents under the traditional survey not taken advantage of the skip patterns to reduce interview time, which resulted in increased rates of incorrect negative responses over the course of the interview. The imputation modeling task is particularly challenging because of the complexity of the questionnaire, the small sample sizes for subgroups of interests, and the need for providing sensible imputation to whatever sub-population that a future user might be interested in studying. As a case study, we report both our findings and frustrations in our quest for dealing with these common real-life complications.
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1. TRIVIAL ORDERING BUT SERIOUS BIAS

1.1 A national mental health survey

The National Latino and Asian American Study (NLAAS) is a complex interview-based survey of household residents, ages 18 or older, in the non-institutionalized Latino and Asian populations of the coterminous United States. A basic task of NLAAS is to report the prevalence of psychiatric disorders and service usage. The sample consists of 2,554 Latinos, 2,095 Asians, and 215 whites. The weighted response rates were: 73.2% for the total sample, 75.5% for the Latino and 65.5% for the Asian (see [2]). Overall, there are more than 5,000 variables, measured or constructed based on raw measures available in the data set. The data were made public in July of 2007; details can be found in [2, 12] and http://www.icpsr.umich.edu/CPES/index.html.

Survey responses are known to be influenced by many factors, including the ordering of the questions. A substantial response bias induced by ordering is observed in NLAAS for the respondents’ self-reported mental health and substance use services. The bias was detected because NLAAS has two sets of questionnaire designs, the traditional design and a new design, which share the same questions, but have different ordering of questions for the service use part.

Table 1 lists 13 types of mental health and substance treatment services in NLAAS. For each service, there is a “stem question” asking if the respondent ever had this service during his/her lifetime and, if yes, had he/she used services during the past 12 months. Together with the stem question, there are 5–10 follow-up questions asking more details about the self-reported service use, such as when the respondent used the service for the first time and for the last time, how many professionals he/she ever talked to, etc. The follow-up questions were obviously skipped by the interviewer if the respondent answered negatively to the stem question. This logically correct skip pattern, however, has an unintended interaction with the ordering of the questions.

1.2 A built-in experiment in the survey

The traditional service use design adopts a sequential ordering. After each stem question, if the response is positive, follow-up questions are asked immediately; otherwise,
Table 1. Comparing self-reported lifetime service uses

<table>
<thead>
<tr>
<th>Service Type</th>
<th>New Design</th>
<th>Old Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Psychiatrist</td>
<td>14.9%</td>
<td>10.4%</td>
</tr>
<tr>
<td>2. General Practitioner</td>
<td>17.6%</td>
<td>13.1%</td>
</tr>
<tr>
<td>3. Other Medical Doctor</td>
<td>9.2%</td>
<td>3.8%</td>
</tr>
<tr>
<td>4. Psychologist</td>
<td>13.4%</td>
<td>9.7%</td>
</tr>
<tr>
<td>5. Social worker</td>
<td>7.6%</td>
<td>3.4%</td>
</tr>
<tr>
<td>6. Counselor</td>
<td>13.2%</td>
<td>8.7%</td>
</tr>
<tr>
<td>7. Other Mental Health Prof</td>
<td>5.3%</td>
<td>3.2%</td>
</tr>
<tr>
<td>8. Nurse, Occupational Therapist</td>
<td>4.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td>9. Religious/Spiritual Advisor</td>
<td>15.3%</td>
<td>5.9%</td>
</tr>
<tr>
<td>10. Other Healer</td>
<td>5.9%</td>
<td>1.9%</td>
</tr>
<tr>
<td>11. Hot Line</td>
<td>2.3%</td>
<td>1.2%</td>
</tr>
<tr>
<td>12. Internet Group or Chat Room</td>
<td>2.9%</td>
<td>1.1%</td>
</tr>
<tr>
<td>13. Self Help Service</td>
<td>5.9%</td>
<td>4.1%</td>
</tr>
</tbody>
</table>

the next stem question is asked. The traditional design also arranges the whole module of service questions after a series of diagnostic questions for identifying psychiatric disorders. Similar service-use and follow-up questions were asked within each diagnostic section. This implies that service use questions typically come thirty minutes after the interview starts, as illustrated in the left column of Figure 1 (adopted from [8]) and by then the respondents had ample opportunities to realize the unintended benefit of the skip pattern.

This sequential design has been used in common practice with a long history (e.g., [21]). That NLAAS has an embedded experiment was due to the suspicion of its investigators that respondents who are given the traditional service questionnaire design might be more likely to under-report the actual service use for (at least) two reasons. First, because the follow-up questions are asked immediately after each stem question, respondents can quickly learn from the previous service question format and under-report to avoid follow-up questions and shorten the interview. The interview for such a detailed survey tends to be very long; for NLAS, the average interview time is about 2.6 hours. Second, the stem questions are asked after the psychiatric diagnostic questions, which themselves provide ample opportunities for learning the skip pattern. Respondents tend to react more negatively when they run out of patience, especially when experiencing memory decay.

To investigate such an ordering effect and its impact, NLAAS included an experiment: 75% of the subjects were randomly assigned to the traditional sequential survey design as described, while 25% were assigned to a new parallel design. The new design moves all the stem questions far ahead, before the diagnostic questions, but leaves additional follow-up questions after the diagnostic questions as illustrated in the right column of Figure 1. Also, stem questions in the new design come earlier than those in the traditional design. Therefore, respondents had no opportunity to learn the time-saving benefit of a “no” answer, and by the time they realized it, it is too late!

Figure 1. A chart for the first hour of the interview schedule.

The 75–25 splitting of the sample, instead of the more natural 50–50 splitting, was out of the NLAAS investigators’ consideration for maintaining comparability with other collaborative surveys (for instance, the National Co-morbidity Survey Replication and the National Survey of American Life), where essentially all data were collected using the traditional sequential design. That is, if something went wrong with the new design, one would still have 75% usable data (on the service use). Unfortunately, the end results are that the sequential design is subject to serious under-reporting, as seen below. This under-reporting ultimately led to the challenging problem of correcting three quarters of data based on one quarter.

The under-reporting can be most easily seen in Table 1, which compares the (weighted) samples averages for the self-reported lifetime service use (and later in Table 3 for the past-12-month service use). The estimates from the new parallel design are uniformly higher than those from the traditional sequential design for all 13 services. The order of the questions in Table 1 is the same as they were in the actual survey. However, the last three service questions (i.e., from “Hotline” and on) were asked only once during the stem-question section, under both designs, irrespective of the type of disorders a respondent might have suffered. In contrast, the first 10 service questions were also asked within each disorder category (e.g., depression, panic disorder, etc.) in addition to the stem-question session. Therefore, for the first 10 questions, under the traditional design, respondents had a more repetitive task because they were asked service questions within each disorder section. This may have induced a greater number of negative responses.
for questions regarding services 1–10 than for services 11–13. This also explains why the under-reporting occurred even for the first service use, and that there is no significant increase in the degree of under-reporting along the ordered list (and obviously we do not expect to see a decrease either).

For the new design, the stem questions on service use were first asked before all the psychiatric disorder questions and then followed up later in each disorder section. A respondent is classified to have used a particular service, say, psychiatrist services, if the respondent reported positively to the psychiatric service question under at least one of the disorder categories or to the stem service question. Thus, learning of skip patterns during the diagnostic section would have little effect on the self-reported service use because it can only take place after the completion of all stem questions.

The phenomena of under-reporting by the traditional design persisted in sub-populations by ethnicity, as studied in detail in [8]. However, non-service variables show no significant difference between the two design groups at all. Table 2 demonstrates this for a group of randomly selected variables. It is therefore logical to conclude that the significant discrepancy in the self-reported service use rates (with p-value <0.01, which is robust to different model assumptions, as discussed in [8]), is a direct result of the different orderings of the questions. This under-reporting due to question ordering adds another example to the large literature on the impact of survey instruments on survey results (e.g. [23]).

### 1.3 The imputation task and the challenges

Because NLAAS serves as a public use data set, response bias can and will lead to misleading results for most potential analyses involving service use. One strategy to deal with such a problem is to create multiple imputations for the unobserved responses of those given the traditional design had they been given the new parallel design. Multiple imputation is a handy tool for dealing with incomplete data via complete data procedures; see [22, 10], and [9]. Further results on creating and analyzing multiply imputed data sets are in [4, 18, 17], and [13]. As demonstrated in these literature, Bayesian prediction is a principled approach for multiple imputation but to yield sensible results, the modeling and the associated computational tasks are often very challenging.

The imputation task would be trivial—and in fact meaningless—if our goal is just to “fix” the overall service use rates for the traditional sequential design group. A simple Bernoulli model would do the job. The ideal goal here, however, is to adjust/correct the rate for any sub-population that might be of interest to a potential analyst of NLAAS. This turns out to be an exceedingly difficult, indeed impossible task for NLAAS (or any similar survey), because NLAAS has more than 5,000 variables but only 4,864 subjects. In principle we should use all variables for reasons discussed in [17], but this was infeasible due to the complexity of the survey, the limitation of data, and our lack of resources. Therefore, we have to compromise by using only a set of predictive variables that are noticeably correlated with the service use and those that are judged to be used frequently in subsequent analysis involving service use. Assembling such a list of variables is a difficult task in itself. It is a long iterative process, based on statistical analysis and discussions with researchers in the substantive fields, and considerations of model identifiability and computational constraints.

In addition, to incorporate these variables in imputation together with the dependence among the 13 service uses, we need a suitable model for multivariate categorical data. We initially chose the multivariate probit model because of its computational and interpretational simplicity. However, we later found that the multivariate probit model is inadequate for the NLAAS data, because it is incapable of modeling high-order interactions, resulting in significant over-approximation for the combined rates (i.e., the last three rows in Table 4). Here over-imputation refers to the fact that the imputed service rates are consistently higher than the observed rates from the new design; see [15, 14] for demonstration and other preliminary imputation results. We therefore need an extension of the multivariate probit model to accommodate a higher order of interactions. This model needs to be friendly to posterior sampling because of the constraints we faced (e.g., many very time consuming test runs were necessary due to revisions of database, modifications of variables, refinements of priors, etc).

The rest of this paper summarizes our effort in these regards. Specifically, Section 2 documents our basic model assumptions including prior specifications. Section 3 discusses imputation results, investigates the issue of assessing the quality of the imputations, and concludes briefly. Due to space limitation, technical and computational details are deferred to an on-line supplement http://www.intlpress.com/SII/p/2013/6-3/SII-6-3-luu-supplement.pdf, as are materials on examining imputation quality for sub-populations.

---

**Table 2. Comparing other background variables (units are omitted and standard deviations are in the parenthesis)**

<table>
<thead>
<tr>
<th></th>
<th>New Design</th>
<th>Old Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major Depression</td>
<td>0.120 (0.02)</td>
<td>0.132 (0.01)</td>
</tr>
<tr>
<td>Any Affective Disorder</td>
<td>0.122 (0.02)</td>
<td>0.136 (0.01)</td>
</tr>
<tr>
<td>Any Disorder</td>
<td>0.143 (0.02)</td>
<td>0.137 (0.01)</td>
</tr>
<tr>
<td>Any Affective Disorder 12 month</td>
<td>0.066 (0.01)</td>
<td>0.068 (0.008)</td>
</tr>
<tr>
<td>Number of disorders</td>
<td>0.43 (0.06)</td>
<td>0.43 (0.04)</td>
</tr>
<tr>
<td>k10 distress</td>
<td>13.75 (0.3)</td>
<td>13.75 (0.17)</td>
</tr>
<tr>
<td>Proportion of female</td>
<td>0.53 (0.03)</td>
<td>0.55 (0.02)</td>
</tr>
<tr>
<td>Age</td>
<td>41.01 (0.8)</td>
<td>41.05 (0.5)</td>
</tr>
<tr>
<td>Social Status*</td>
<td>5.57 (0.1)</td>
<td>5.68 (0.06)</td>
</tr>
<tr>
<td>Proportion of immigrants</td>
<td>0.67 (0.024)</td>
<td>0.68 (0.014)</td>
</tr>
</tbody>
</table>

*Social status: an ordinal variable taking integers from 0 to 10 indicating the relative social status.
2. CONSTRUCTING IMPUTATION MODEL

2.1 Modeling response behavior

Under a setting described in Section 1, our basic assumptions are (excluding negligible exceptions)

- **Assumption 1**: respondents who received the new parallel design responded honestly;
- **Assumption 2**: respondents who received the traditional sequential design responded honestly, if they indeed did not have service use.

These two assumptions imply that we need to impute the negative responses collected using the traditional design. One could of course ask how do we know that respondents from the new parallel design were not over-reporting? Strictly speaking, we don’t, and there is no information in the data to verify Assumption 1. However, there are no compelling reasons or conceivable incentives for over-reporting under the new parallel design, unlike the strong incentive for under-reporting under the traditional sequential design for reasons listed in Section 1.2. Furthermore, even for those who disagree, our imputations can be viewed as predicting service use rates for those in the traditional design groups had they been given the new design, without referencing which group had responded correctly.

The rationale behind Assumption 2 is also common sense. Under the traditional design, there is no incentive to knowingly provide a false positive response, because the false positive can only prolong the interview. In addition, falsifying a positive response to a stem question will require the respondent to provide answers to an array of follow-up questions, a non-trivial task without actual experience.

Given these two assumptions, our basic sampling model is as follows. For each respondent, we adopt the following notation. Let \( y \) be the self-reported service use status, 1 for having service and 0 otherwise; \( S \) be the true service use status, 1 for having service and 0 otherwise; \( \xi \) be the response behavior of those people from the traditional design group who have service use (i.e., \( S = 1 \)), 1 for responding honestly and 0 otherwise; and lastly \( I \) be the group design indicator, 1 for traditional design and 0 for new design.

The two assumptions yield that \( y = S \) when \( I = 0 \) and \( y = \xi S \) when \( I = 1 \). Under the new design (\( I = 0 \)), we do not have information of \( \xi \) and thus we treat it as completely missing. For simplicity we can assume \( S \) and \( \xi \) are independent Bernoulli random variables.

2.2 A continuation ratio probit model

Recall that there are 13 services under consideration. We use subscript \( j \) to indicate different services, that is, \( S_j \) is the \( j \)-th service and \( \xi_j \) is the corresponding response behavior. Our modelling strategy for the dependence among services was motivated by the hierarchical structure of mental health and substance use services. The individual services belong to some general types of services, for example, the 13 services are typically grouped into 4 types: specialist, generalist, human services, and alternative services, as shown in Table 4. It is therefore reasonable to postulate “two-stage” indicators for using a particular service, that is, to use a specific service, say, psychologist, one has to first be in the category of seeing a “Specialist” and then choose or be assigned to seeing a psychologist.

Specifically, suppose the 13 services can be categorized into \( K \) types. Let \( S^{(k)} \) be the indicator for the \( k \)-th type, \( k = 1, \ldots, K \). Within each type, suppose there are \( J_k \) services. Then, for the \( j \)-th service belonging to the \( k \)-th type, we can express our service indicator as

\[
S_{k,j} = S^{(k)} \cdot S_j^{(k)},
\]

where \( S_j^{(k)} \) is the \( j \)-th service within the \( k \)-th type, and \( \{S_j^{(k)}, j = 1, \ldots, J_k \} \) and \( S^{(k)} \) are assumed to be independent. We note that the expression in (1) is a special case of the continuation ratio (CR) model formulation, where the probability of the binary outcome is modeled as a product of a sequence of binary probabilities (hence continuation ratio); this is a common strategy in modeling censored survival data, see, for example, [16, 7, 20, 1, 11, 5, 6, 19].

To introduce further model flexibility, we dropped the restriction on sharing the same-type indicator and adopt a more general product form by letting

\[
S_j = S_{a,j} \cdot S_{b,j},
\]

where \( \{S_{a,j}, j = 1, \ldots, J_k \} \) and \( \{S_{b,j}, j = 1, \ldots, J_k \} \) are mutually independent. This relaxation increases the model flexibility for achieving better fit to the data, but at the expense of its interpretability and the potential issues of over-fitting and non-identifiability. As for the interpretation, it is less appealing than that of (1), but nevertheless one can consider (2) as an attempt to let the data decide which “type” a service belongs to (e.g., the grouping in Table 4 is not written in stone; for example, it is not clear if “Hotline” should be grouped with the “Specialists” or “Human Services” or even “Alternative Service”). That is, if we view one of the two \( S \)’s as a “type” indicator, then we can imagine that a posterior inference might indicate a block correlation structure where a subgroup of \( S \)’s are highly correlated with each other, indicating that these services tend to be categorized together. Indeed, in the extreme case where all indicators in the same “group” are perfectly correlated, then we are back to the special case of (1).

The above interpretation would make sense, however, only when we have ways to identify which of the two \( S \)’s on the right-hand-side of (2) can be associated with type and which with more specific individual services. To deal with this issue, we assume that the distribution of the type-indicator \( S_a \) is common to all respondents. This of course is a very strong assumption, but it is necessary in order to ensure identifiability because otherwise the dependence of
where the survey design cluster to which each individual belongs, in the survey design cluster due to survey design, by allowing respondents differing distributions:

- symptom measure), and logarithm of survey weights.
- includes logarithm of annual income, number of psychiatric variables (or can be treated as such) includes logarithm of annual income, number of psychiatric disorders, social status, age, k10 distress (a psychiatric symptom measure), and logarithm of survey weights.

With this set of covariates, we set up two independent multivariate probit models for $S_a$ and $S_b$ respectively. More precisely, we specify their distributions via a data augmentation scheme and associate each of $S_a$ and $S_b$ with a 13-dimensional multivariate normal vector (denoted by $Z_a$ and $Z_b$ respectively) by letting

$$S_{c,j} = 1(Z_{c,j} \geq 0), \text{ for all } c = a, b \text{ and } j = 1, \ldots, 13,$$

where $1(A)$ is the indicator function. The latent vectors $Z_a$ and $Z_b$ are assumed to be independent, and have the following distributions:

$$Z_a \sim N(\mu_a, \Sigma_a), \quad Z_b \sim N(\beta_b^T X + W_c, \Sigma_b),$$

where both $\Sigma_a$ and $\Sigma_b$ are covariance matrices, $c$ indicates the survey design cluster to which each individual belongs, $X$ is the $k \times 1$ covariate vector, and $\beta_b$ is the $k \times 13$ regression parameter matrix. As it is well-known for probit models, the diagonal elements of $\Sigma_a$ and $\Sigma_b$ are not identifiable from the data, for which we will impose proper prior distributions. Here $k$ is larger than the actual number of variables, denoted by $k$, in the model, because each categorical variable requires multiple dummy variables to represent its levels; in the current setting, we have $k =$ 19 and $k =$ 39. The clustering variable $W_c = (W_{c,1}, \ldots, W_{c,13})^\top$ is assumed to have independent normal components: $W_{c,j} \sim N(0, \alpha_j^2)$, $j = 1, \ldots, 13$ and for all $c$'s. The use of $W$ helps to model the cluster effect due to survey design, by allowing respondents in the survey design cluster $c$ to share the same $W_c$.

For the response behavior indicators, $\xi$'s, we fit a standard multivariate probit model with clustering (the same as $S_a$). We let $\xi_j = 1(Z_{l,j} > 0)$, where $l$ is for “lie” and

$$Z_l \sim N(\beta_l^T X + \tilde{W}_c, \Sigma_l),$$

with $\tilde{W}_c = (\tilde{W}_{c,1}, \ldots, \tilde{W}_{c,13})^\top$, and $\tilde{W}_{c,j} \sim N(0, \tilde{\alpha}_j^2)$.

Therefore, for a single-subject response vector $y = (y_1, \ldots, y_{13})$, the likelihood can be precisely written down as for $I = 1$

$$f(y|\mu_a, \beta_b, \Sigma_a, \Sigma_b) = E \left\{ \prod_{j=1}^{13} \left[ 1(Z_{a,j} \geq 0, Z_{b,j} \geq 0, Z_{l,j} \geq 0) | y_j \right] \times [1(Z_{a,j} < 0, \text{or } Z_{b,j} < 0, \text{or } Z_{l,j} < 0)]^{1-y_j} \right\},$$

for $I = 0$

$$f(y|\mu_a, \beta_b, \Sigma_a, \Sigma_b) = E \left\{ \prod_{j=1}^{13} \left[ 1(Z_{a,j} \geq 0, Z_{b,j} \geq 0) | y_j \right] \times [1(Z_{a,j} < 0, \text{or } Z_{b,j} < 0)]^{1-y_j} \right\},$$

where the expatiation is taken with respect to $Z_a$, $Z_b$, and $Z_l$ whose distributions are given by (3) and (4). In addition, we adopt the representation $0^9 = 1$.

Furthermore, exploratory data analysis shows that the observed data are not homogeneous across different ethnicity groups, especially for the dependence structure among the 13 service variables as well as among the response behaviors. However, allowing a full interaction between ethnicity and all other variables turns out to be impractical because of the sample size and computational cost. Therefore we stratify the total sample into three relatively homogenous groups: (A) Latino (including Puerto Rican, Cuban, Mexican, and other Latinos) and white people; (B) Filipino and Vietnamese; and (C) Chinese and other Asian.

We then fit a separate model within each group, including separate prior specification. The grouping here is largely determined by the response behavior. For example, as shown in Section 3, for Filipino and Vietnamese, the differences between the reported rates under the old (traditional) and new designs are much more striking than that for Chinese; see especially the last three rows in Tables 5 and 7. We do not know, however, if this similarity is because Chinese under-report substantially less on average, or they tend to under-report regardless of the design.

### 2.4 Prior specifications

Because we have the new design sample to match, it is possible for us to tune our prior to provide better imputations. In many cases, seeking priors to fit the model leads to over-fitting for the purpose of parameter estimation, as well as underestimating posterior uncertainty. In our situation, the goal is imputation/prediction, for which over-fitting can be lesser a problem. For example, the dominating part of a predictive variance is the sampling variance, which is generally not affected by over-fitting, in contrast to the posterior.
variance of the parameter, which can be seriously affected. Furthermore, the model class we adopt, although more flexible than multivariate probit model, is still a relatively parsimonious class, and therefore the impact of “data snooping” is limited. The general approach we take here is to treat prior specification as an integrated part of model specification, and therefore tuning a prior is for the same purposes as improving the overall model for better prediction. (In Section 3, we will discuss in detail the issue of checking imputation quality.) The priors reported below are the ones we ended up using to produce the results given in Section 3.

To specify a prior for \( (\mu_a, \beta_a, \beta_i, \Sigma_a, \Sigma_b, \alpha, \bar{\alpha}) \), we first assume that they are \textit{a priori} independent. For the regression coefficients, \( \beta \)'s, a constant prior will lead to an improper posterior for the response behavior coefficient \( \beta_i \) because the response behavior indicator is largely a latent variable. Thus, we adopt a proper prior distribution on \( \beta_i \) such that the under-reporting probabilities are approximately uniform. Note that it is impossible to have them all strictly uniform due to the variation of covariates among individual observations. To proceed, we first assume that all the continuous covariates in \( X \) have been standardized (across the sample \( i = 1, \ldots, n \)) to have sample mean 0 and sample variance 1. For any dummy variable, it is standardized by a scalar multiplier such that the sum of squares across the entire sample is \( n \), the sample size. These standardizations of \( X \) are for convenience and will not alter the nature of the model.

We impose a relatively strong prior, \( \mu_a \sim N(2, I_{13}/200) \). The choice of the mean “2” is guided by our desire that the “type” indicator \( S_a \) should not be too far from that for the standard probit model, which is equivalent to setting \( S_a \equiv 1 \) in (2). In any case, the significant part of this model is the introduction of \( \Sigma_a \), providing flexibility for high-order interactions. For each \( \beta_{ij} \), the coefficients of service \( j \), we choose a multivariate normal prior distribution with covariance \( \bar{\Sigma} = n(XX^\top)^{-1}/\tilde{\kappa}. \) The prior mean for \( \beta_{ij} \sim N(\mu_i, \bar{\Sigma}) \) is chosen as the following: \( \mu_{ij} = (0.2, 0, \ldots, 0) \) for Group A, \( \mu_{ij} = 0 \) for Group B, and \( \mu_{ij} = (1, 0, \ldots, 0) \) for Group C. For the prior distribution of \( \beta_b \), we adopt a similar approach, and with the prior mean for \( \beta_{bj} \sim N(\mu_b, \bar{\Sigma}) \) specified as \( \mu_{b} = (-0.8, 0, \ldots, 0) \) for Group A, and \( \mu_{b} = (-1.5, 0, \ldots, 0) \) for Group B and Group C.

The prior distribution for \( \alpha_j \) and \( \bar{\alpha}_j \) is set to be \( N(0, 1) \). Note that the signs of \( \alpha_j \) and \( \bar{\alpha}_j \) are not identifiable. But this does not affect our imputation because only \( \alpha_j^2 \) and \( \bar{\alpha}_j^2 \) enter the model. It is for computational convenience and speed that we let \( \alpha \) live on \( R^1 \), as discussed in [24].

The prior for \( \Sigma_a, \Sigma_b, \Sigma_t \) is the inverse Wishart distribution \((3, 9)\). In particular, we let

\[
\begin{align*}
p(\Sigma_a) & \sim \text{Inv-Wish}(\bar{\Sigma}_a, df_a); \\
p(\Sigma_b) & \sim \text{Inv-Wish}(\bar{\Sigma}_b, df_b); \\
p(\Sigma_t) & \sim \text{Inv-Wish}(\bar{\Sigma}_t, df_t).
\end{align*}
\]

### Table 3. Comparing last year service use: the rate is the percentage of people reported having service last year among those who reported having service use in lifetime

<table>
<thead>
<tr>
<th>Service Type</th>
<th>New Design</th>
<th>Old Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychiatrist</td>
<td>32.9%</td>
<td>22.9%</td>
</tr>
<tr>
<td>Other Medical Doctor</td>
<td>59.5%</td>
<td>31.4%</td>
</tr>
<tr>
<td>Psychologist</td>
<td>28.6%</td>
<td>17.4%</td>
</tr>
<tr>
<td>Social worker</td>
<td>43.7%</td>
<td>17.6%</td>
</tr>
<tr>
<td>Counselor</td>
<td>21.9%</td>
<td>21.3%</td>
</tr>
<tr>
<td>Other Mental Health Prof</td>
<td>50.6%</td>
<td>45.0%</td>
</tr>
<tr>
<td>Nurse, Occupational Therapist</td>
<td>56.1%</td>
<td>17.8%</td>
</tr>
<tr>
<td>Religious/Spiritual Advisor</td>
<td>41.6%</td>
<td>29.8%</td>
</tr>
<tr>
<td>Hot Line</td>
<td>19.3%</td>
<td>18.8%</td>
</tr>
<tr>
<td>Other Healer</td>
<td>53.8%</td>
<td>41.1%</td>
</tr>
<tr>
<td>Internet Group or Chat Room</td>
<td>64.0%</td>
<td>31.8%</td>
</tr>
<tr>
<td>Self Help Service</td>
<td>22.7%</td>
<td>26.9%</td>
</tr>
</tbody>
</table>

We choose \( \bar{\Sigma}_a = 100I_{13} \) and \( df_a = 100 \). We also choose \( \bar{\Sigma}_b = 16I_{13}, \bar{\Sigma}_b = 16, \bar{\Sigma}_b = 50I_{13}, df_b = 500 \) for Group A; \( \bar{\Sigma}_b = 50I_{13}, \bar{\Sigma}_b = 50, \bar{\Sigma}_b = 500I_{13}, df_b = 500 \) for Group B; and \( \bar{\Sigma}_b = 100(0.1 \times I_{13} + 0.9 \times 11^\top), df_b = 100, \bar{\Sigma}_b = 500I_{13}, df_b = 500 \) for Group C.

### 2.5 Model for last-12-month service use

In addition to the lifetime services, NLAAS also collected data on the last-12-month service, for which similar under-reporting is observed for the traditional-design group, as shown in Table 3. When setting up the last-12-month service model, we need to obviously respect the logic constraint that is respected in the observed data: no lifetime service, not last-12-month service. Therefore, for each service, we have a bivariate random variable \( (S, S_T) \) that can take only three possible values: \{0, 1, 2\}, where \( S_T \) is the true last-12-month service use. This bivariate variable can be modeled as \( (S, S_T) = (S, SS) \), where \( S \) and \( S \) are independent Bernoulli random variables, with \( S \) being the indicator for the true last-12-month service use given the lifetime service use \( S = 1 \). In other words, our joint model for the self-reported lifetime use \( y \) and the past 12-month use \( y_T \) will be formulated in two stages; first the marginal model for the lifetime use and then the conditional model of the past 12-month given lifetime use.

Under our most basic model assumptions as listed in the beginning of Section 2.1, for the traditional-design group, if the observed service use is \( (y, y_T) = (1, 1) \), then \( (S, S_T) = (1, 1) \). If \( (y, y_T) = (0, 0) \), then \( S \) is missing. When \( (y, y_T) = (1, 0) \), for which the respondent was asked about her/his last-12-month service use, she/he may really not have service use in the last 12 months or choose to under-report. In the former case, we introduce a new response behavior indicator for the last-12-month service use, \( \xi \), such that it is independent of \( (S, \xi, \bar{S}) \) and the reported last-12-month service use is expressed as \( y_T = S\xi S\xi \). That is, \( \xi \) is a direct analog to \( \xi \) in the lifetime service use model.
stratify the Latino cohort into time service use of the Latino samples. In particular, we separate Markov chains. The detailed computational scheme is

In particular, ten imputed data sets were created by ten separated Markov chains. The posterior distribution specified in the previous section. The main computational tool is Markov chain Monte Carlo (MCMC).

Furthermore, since the likelihood for \((S, \xi)\) and \((\tilde{S}, \tilde{\xi})\) factors, they are a posteriori independent under independent priors. This simplicity allows us to use independent Markov chains to sample from the posterior distributions and thereby reduce computational burden. The conditional model for the last-12-month service use is a complete analogue of the lifetime model, except for that we use multi-probit model for \(\tilde{S}\) instead of the more flexible CR-probit model, because the latter does not provide sufficient improvement to outweigh its computational disadvantage.

3. IMPUTATION RESULTS AND THEIR QUALITY CHECKING

3.1 A summary of the imputation results

Our imputations were created by samples from the posterior distribution specified in the previous section. The main computational tool is Markov chain Monte Carlo (MCMC). In particular, ten imputed data sets were created by ten separate Markov chains. The detailed computational scheme is reported in Section A in the supplemental material.

Table 4 summarizes the imputation results for the lifetime service use of the Latino samples. In particular, we stratify the Latino cohort into Puerto Rican, Cuban, Mexican, and Other Latino. For each group, three columns of service rates are provided. The “New” and “Old” are the observed rates from the samples assigned respectively to the new design and traditional design; and the “Imp” is the average of the 10 imputations. With similar notation, Table 5 gives the results for the Asian population. Tables 6 and 7 are the corresponding results for the last-12-month service use.

Clearly, we cannot expect the “Imp” and “New” columns to be identical; minimally there are random variations in the covariates between the new and old groups. On the other hand, a large difference between the “Imp” and the “New” would indicate that something is amiss, for example, as with a number of service use rates for the Vietnamese group. However, determining how close is acceptable turns out to be a challenging task, as detailed in the next few sections. Here we note that, by visual inspection, the quality of our imputations appears to be better for the Latino groups than for the Asian groups. We believe this is largely due to the fact that Latino groups are more homogenous in their response behaviors, allowing us to fit them as one group and hence with more stable results due to larger sample sizes. However, even for the Latino groups, some of the imputation results are visually unsatisfactory (e.g., “Other professionals” and “Counselor” service for Puerto Rican).

Before we discuss the thorny issue of checking imputation quality, we need to address the question of the very purpose of imputation. Since essentially all information for building the imputation model comes from the new group with 25% of the total sample, one may ask why not just use the same 25% sample for subsequent analysis. Besides the logistically and politically unacceptable practice of throwing away 75% of the data, statistically, the loss of information can be much less than 75% depending on how strongly the service uses probability are determined by the fully observed

![Table 4. Percentage rates of Latino lifetime service use.](image)
be estimated via covariates. This loss of information can be measured by the so-called fraction of missing information (FMI), which can be estimated via

\[ FMI = \frac{B_M}{\bar{U}_M + (1 + M^{-1})B_M}, \]

where \( B_M \) is the between-imputation variance and \( \bar{U}_M \) is the within-imputation variance. Specifically, let \( (Y^{(m)}, U^{(m)}) \) be the point and variance estimate of the service rate based on the \( m \)-th imputation. The between and within imputation variances are estimated respectively by

\[
\frac{B_M}{\bar{U}_M + (1 + M^{-1})B_M},
\]

\[
\frac{B_M}{\bar{U}_M + (1 + M^{-1})B_M}.
\]
Table 7. Percentage rates of Asian last year service use.

<table>
<thead>
<tr>
<th>Service Type</th>
<th>Vietnamese New</th>
<th>Imp</th>
<th>Old</th>
<th>Filipino New</th>
<th>Imp</th>
<th>Old</th>
<th>Chinese New</th>
<th>Imp</th>
<th>Old</th>
<th>Other Asian New</th>
<th>Imp</th>
<th>Old</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specialist (1,4,7,11)</td>
<td>3.6</td>
<td>5.7</td>
<td>3.5</td>
<td>3.4</td>
<td>4.6</td>
<td>1.8</td>
<td>6.2</td>
<td>5.6</td>
<td>3.2</td>
<td>2.0</td>
<td>5.8</td>
<td>2.5</td>
</tr>
<tr>
<td>1. Psychiatrist</td>
<td>3.6</td>
<td>4.6</td>
<td>3.3</td>
<td>1.4</td>
<td>1.8</td>
<td>0.9</td>
<td>4.8</td>
<td>2.6</td>
<td>1.4</td>
<td>0.6</td>
<td>4.0</td>
<td>1.5</td>
</tr>
<tr>
<td>4. Psychologist</td>
<td>2.5</td>
<td>1.1</td>
<td>0.2</td>
<td>3.4</td>
<td>2.4</td>
<td>0.4</td>
<td>4.2</td>
<td>3.3</td>
<td>1.8</td>
<td>1.1</td>
<td>2.1</td>
<td>0.9</td>
</tr>
<tr>
<td>7. Other M.H. Prof.</td>
<td>2.5</td>
<td>1.1</td>
<td>0.4</td>
<td>1.4</td>
<td>1.3</td>
<td>0.5</td>
<td>3.9</td>
<td>0.5</td>
<td>0.0</td>
<td>0.9</td>
<td>1.1</td>
<td>0.2</td>
</tr>
<tr>
<td>11. Hotline</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>1.4</td>
<td>0.8</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>0.7</td>
<td>0.4</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Generalist (2,3,8)</td>
<td>16.4</td>
<td>9.2</td>
<td>3.2</td>
<td>12.8</td>
<td>10.7</td>
<td>2.8</td>
<td>5.8</td>
<td>5.1</td>
<td>1.9</td>
<td>5.3</td>
<td>8.0</td>
<td>3.7</td>
</tr>
<tr>
<td>2.3. Other Med. Doc.</td>
<td>16.4</td>
<td>9.1</td>
<td>3.2</td>
<td>12.3</td>
<td>9.9</td>
<td>2.3</td>
<td>5.8</td>
<td>5.0</td>
<td>1.9</td>
<td>5.3</td>
<td>7.5</td>
<td>3.7</td>
</tr>
<tr>
<td>8. Other Professionals.</td>
<td>2.5</td>
<td>0.5</td>
<td>0.0</td>
<td>4.1</td>
<td>1.5</td>
<td>0.8</td>
<td>2.5</td>
<td>0.6</td>
<td>0.0</td>
<td>0.6</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Human Services (5,6,9)</td>
<td>1.2</td>
<td>2.9</td>
<td>1.0</td>
<td>5.5</td>
<td>5.8</td>
<td>1.5</td>
<td>4.1</td>
<td>3.9</td>
<td>1.4</td>
<td>5.8</td>
<td>4.1</td>
<td>1.1</td>
</tr>
<tr>
<td>5. Social Worker</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>2.3</td>
<td>2.0</td>
<td>0.9</td>
<td>2.6</td>
<td>0.4</td>
<td>0.0</td>
<td>3.3</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>6. Counselor</td>
<td>0.7</td>
<td>1.7</td>
<td>0.7</td>
<td>2.9</td>
<td>2.8</td>
<td>0.8</td>
<td>0.6</td>
<td>2.0</td>
<td>0.8</td>
<td>0.0</td>
<td>1.9</td>
<td>0.3</td>
</tr>
<tr>
<td>9. Religious Advisor</td>
<td>1.2</td>
<td>1.2</td>
<td>0.3</td>
<td>5.0</td>
<td>2.0</td>
<td>0.1</td>
<td>2.9</td>
<td>2.1</td>
<td>0.8</td>
<td>2.4</td>
<td>2.3</td>
<td>0.1</td>
</tr>
<tr>
<td>Alt Services (10,12,13)</td>
<td>2.8</td>
<td>2.9</td>
<td>1.0</td>
<td>3.1</td>
<td>3.9</td>
<td>0.9</td>
<td>1.4</td>
<td>3.3</td>
<td>1.9</td>
<td>3.2</td>
<td>5.4</td>
<td>2.7</td>
</tr>
<tr>
<td>10. Other Services</td>
<td>2.4</td>
<td>1.8</td>
<td>0.4</td>
<td>1.3</td>
<td>1.5</td>
<td>0.3</td>
<td>0.4</td>
<td>1.0</td>
<td>0.2</td>
<td>2.7</td>
<td>3.3</td>
<td>1.3</td>
</tr>
<tr>
<td>12. Internet</td>
<td>0.5</td>
<td>0.9</td>
<td>0.2</td>
<td>1.5</td>
<td>1.7</td>
<td>0.7</td>
<td>1.0</td>
<td>1.6</td>
<td>1.1</td>
<td>1.4</td>
<td>2.2</td>
<td>1.6</td>
</tr>
<tr>
<td>13. Self Services</td>
<td>0.0</td>
<td>0.8</td>
<td>0.5</td>
<td>2.7</td>
<td>1.4</td>
<td>0.2</td>
<td>0.0</td>
<td>0.9</td>
<td>0.5</td>
<td>0.0</td>
<td>0.8</td>
<td>0.3</td>
</tr>
<tr>
<td>Formal Services (1–8)</td>
<td>17.9</td>
<td>12.4</td>
<td>6.2</td>
<td>15.4</td>
<td>15.2</td>
<td>5.0</td>
<td>8.5</td>
<td>8.3</td>
<td>4.5</td>
<td>9.5</td>
<td>10.8</td>
<td>5.1</td>
</tr>
<tr>
<td>Any Services (1–10)</td>
<td>20.7</td>
<td>13.6</td>
<td>6.4</td>
<td>16.8</td>
<td>16.8</td>
<td>5.1</td>
<td>9.6</td>
<td>9.9</td>
<td>5.0</td>
<td>12.8</td>
<td>13.2</td>
<td>6.4</td>
</tr>
<tr>
<td>Any Services (1–13)</td>
<td>21.1</td>
<td>14.2</td>
<td>6.5</td>
<td>16.8</td>
<td>17.9</td>
<td>5.7</td>
<td>9.9</td>
<td>11.4</td>
<td>6.6</td>
<td>13.4</td>
<td>14.2</td>
<td>7.8</td>
</tr>
</tbody>
</table>

Figure 2. Estimated fraction of missing information.

\[
B_M = \frac{1}{M-1} \sum_{m=1}^{M} (Y^{(m)} - \bar{Y}_M)^2 \quad \text{and} \quad \bar{U}_M = \frac{1}{M} \sum_{m=1}^{M} U^{(m)},
\]

where \( \bar{Y}_M \) is the average of \( \{Y^{(m)}, m = 1, \ldots, M\} \); see [22].

Figure 2 shows the histograms of 180 FMIs, computed for the 20 services in Table 4 for nine ethnic groups: four Latino groups, four Asian groups, and one white group. The median of the estimated FMI is 43%, the 25% and 75% quantiles are 33% and 53% respectively, which are much less than 75%, indicating that, for the majority of the variables, there is a gain by imputation. We do notice, however, that the maximal FMI is 80%, which seems odd as it exceeds the 75% maximal loss of information. However, we must be mindful that the FMI measure here is based on an asymptotic normality assumption and it is subject to estimation errors and Monte Carlo errors. Therefore, having a few FMI that slightly exceed the 75% limit actually is an indication that the FMIs estimates given here are realistic, especially as our estimates are not numerically constrained in any way other than being positive and bounded above by \( M/(M+1) \), a universal factor due to the finite number of imputations \( M \); see [22].

3.2 A diagnostic statistic

Once multiple imputations are created, one natural question is how do we know if they are good, or even what the meaning of “good” here is. This question is generally hard to answer because usually one does not have a “Gold Standard” to check against. In our current context, however, we do have the observed rates from the new-design group as the benchmark. We then obviously do not want the new design rates to be very different from the imputed rates. If that happens, we may suspect that there is a serious failure of the imputation model, or errors in the computation (e.g., the MCMC failed to converge), or some other problems. Given the challenges, we made an attempt to construct a building block. For a given sub-population, let \( \bar{Z} \) be the observed new design rate of a particular service and \( Y_M \) be the
imputed service rate of the old group, 

\[ \bar{Y}_M = \frac{1}{M} \sum_{m=1}^{M} Y^{(m)}, \]

where \( Y^{(m)} \) is the \( m \)-th imputed rate. We construct our diagnostic statistic based on the usual \( \chi^2 \) like quantity,

\[ D = \frac{(\bar{Z} - \bar{Y}_M)^2}{\text{Var}(\bar{Z} - \bar{Y}_M)}. \]

The central difficulty here is the estimation of \( \text{Var}(\bar{Z} - \bar{Y}_M) \), because it needs to take into account both sampling variability and imputation uncertainty. Technically, the most challenging part is to account for the strong dependence of \( \bar{Y}_M \) on \( \bar{Z} \), especially because of the complexity in both the imputation model and the survey design. Currently, we find it is only feasible and practical to provide an estimate of a lower bound on \( \text{Var}(\bar{Z} - \bar{Y}_M) \).

Underestimating variances is typically unacceptable in statistical analysis and scientific investigations. However, in the current setting where a central goal is to flag problematic imputation results for further investigations, we would rather err on the side of false alarm than miss the real signal, when we cannot do it correctly. Furthermore, the proposed procedure is built upon somewhat heuristic and approximate arguments (see Section C in the supplemental material) and therefore the conservative nature of the proposed screening procedure, in the sense of preferring over-flagging, may help to guard against errors in approximations that head in the direction of under-flagging.

To proceed, let \( S \) be the service variable whose rate is being checked, and \( H \) denote all the covariates and the remaining 12 service variables (not counting those aggregated “any service” variables). Then, as will be argued in Section C in the supplemental material, asymptotically,

\[ \text{Var}(\bar{Z} - \bar{Y}_M) \geq \frac{\text{Var}(E(S^{\text{new}}|H))}{n^{\text{new}}} + \frac{\text{Var}(E(S^{\text{old}}|H))}{n^{\text{old}}} + \frac{E(B_M)}{M}. \]

Here \( B_M \) is given in (7), \( n^{\text{old}} \) and \( n^{\text{new}} \) are the effective sample sizes (which will be estimated via (8) in Section A in the supplemental material) for the old and new groups respectively, and

\[ V^{\text{new}} = \text{Var}(E(S^{\text{new}}|H)), \quad V^{\text{old}} = \text{Var}(E(S^{\text{old}}|H)) \]

are the sampling variances of the conditional expectations of the (single) service variable given \( H \), where the superscript “new” and “old” indicate which design group. We need to treat \( V^{\text{new}} \) and \( V^{\text{old}} \) separately because the service variables are not completely observed in the old group due to under-reporting. Therefore, the information contained in \( H \) is more for the service variable under the new design than under the old design. Indeed, this loss of information causes further
trouble in estimating $V_{old}$, and therefore we will again have to use an estimate of a lower bound on $V_{old}$ in forming an estimator of a lower bound of $Var(\bar{Z} - \bar{Y}_M)$:

$$\hat{V}_{low} = \frac{\hat{V}_{new}}{n_{new}} + \frac{\hat{V}_{old}}{n_{old}} + \frac{B_M}{M},$$

where the subscript “low” indicates that a lower bound is used. The expressions of $\hat{V}_{new}$ and $\hat{V}_{old}$ are given in Section C in the supplemental material, under the assumption that our imputation model is adequate, which can be treated as the null hypothesis for setting up our diagnostic test statistic:

$$\hat{D} = \frac{(\bar{Z} - \bar{Y}_M)^2}{\hat{V}_{low}}.$$

Let $D_1, \ldots, D_N$ be the diagnostic statistics for different strata and services. For instance, if we stratify the population by gender, then $N = 52$ (26 services by 2 strata). See the figures in Section B in the supplemental material for graphical comparisons. If the quality of imputation is acceptable, the empirical distribution of $D_i$’s is expected to resemble that of a $\chi^2_1$ distribution. We assess departures from this expectation by the following procedure. We remove a certain number (as few as possible) of largest $D_i$’s such that the distribution of the remaining $D_i$’s is close to or stochastically dominated by the distribution of $\chi^2_1$. We denote this number by $\eta$. A large value of $\eta$ will raise the warning flag, suggesting further investigations.

Figure 3 shows a number of Q–Q plots of the $D_i$’s against $\chi^2_1$. The Q–Q plots for the stratification by major depression and gender lie approximately on the 45 degree line. But the Q–Q plot for ethnicity shows two extremely large values, while that for insurance has quite a few very large values. Figure 4 shows the Q–Q plot of the $D_i$’s against $\chi^2_1$ after removing the extremely large values. For ethnicity, after removing two extreme values in the Vietnamese group, the distribution of the rest $D_i$’s becomes reasonably close to that of $\chi^2_1$, indicating the problem lies in the Vietnamese group, as we noticed before. For insurance, we had to remove the 20 largest $D_i$’s before the distribution looks approximately like $\chi^2_1$. Out of the 20 extreme values, 16 are in the “other insurance” stratum, which is known to be problematic (see Section B in the supplemental material). This demonstrates that our screening procedure is doing a decent job in flagging trouble spots for further investigation.

3.3 Self-criticism

Of course, our screening procedure is far from perfect, so is our imputation model despite literally years of effort devoted to this project. Much more needs and can be done for developing both of them, but we simply had to complete the project and provide the “deliverable” as a part of our funding requirements. This case study therefore reminds us extremely well the joy and frustration of doing applied statistics, and most importantly the need for developing and reducing response bias in NLAAS via Bayesian imputation.
teaching statistical techniques that take into account time and resource constraints in principled ways.
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