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Inhibition of Cdc42 during mitotic exit is required for cytokinesis in *Saccharomyces cerevisiae*

**Abstract**

Rho GTPases are highly conserved regulators of cell polarity and the actin cytoskeleton. The role of the Rho GTPase Cdc42 and its regulation during cell division is not well understood. Using biochemical and imaging approaches in budding yeast, I demonstrate that Cdc42 activation peaks during the G1/S transition and during anaphase, but drops during mitotic exit and cytokinesis. Cdc5/Polo kinase is an important upstream cell cycle regulator that suppresses Cdc42 activity. Failure to downregulate Cdc42 during mitotic exit prevents the normal localization of key cytokinesis regulators – Iqg1 and Inn1 – at the division site, and results in an abnormal septum. The effects of Cdc42 hyperactivation are largely mediated by the Cdc42 effector p21-activated kinase (PAK) kinase, Ste20. Inhibition of Cdc42 and related Rho GTPases may be a general feature of cytokinesis in eukaryotes.
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1.1 Overview

Nearly all cells are polarized – that is, non-symmetric along at least one axis. This fundamental property is critical for many cellular processes, including motility, membrane trafficking, developmental differentiation, and cell division. Many cells undergo changes in polarity during their cell division cycle, but the underlying molecular mechanisms remain poorly understood. The overall goal of this dissertation is to explore the connection between the cell cycle and cell polarization at a molecular level, and to understand how these connections are important for cell division. Specifically, I will address the cell cycle regulation of Cdc42, a conserved master regulator of cell polarization, as well as the effects of Cdc42 activation on cytokinesis, the final step of cell division.

1.2 Rho GTPases are master regulators of the actin cytoskeleton and cell polarity

One approach to polarize harnessed by most cells is to create organized arrays of cytoskeletal polymers such as actin or microtubules. These arrays can serve as tracks for vesicular trafficking, confer shape and rigidity to cells, and exert force to move or deform cellular structures. Two classic examples of cytoskeletal arrays are the microtubule-based mitotic spindle, which separates the duplicated genetic material into two distinct masses, and the contractile actin ring, which facilitates plasma membrane ingression during cytokinesis to physically divide the cell into two daughter cells (Dumont and Mitchison, 2009; Fededa and Gerlich, 2012).

A family of proteins called Rho guanosine triphosphatases (GTPases) control actin assembly and cell polarity across the eukaryotic lineage. Rho GTPases use the
energy from GTP hydrolysis to cycle between molecular conformations. When bound to GTP, Rho GTPases can interact with and signal to their effector proteins, which typically contain domains such as the Cdc42/Rac Interactive Binding (CRIB) domain that preferentially recognize the GTP-bound conformation (Burbelo et al., 1995). In the canonical ‘switch’ model, the signal is terminated by GTP hydrolysis (Cherfils and Zeghouf, 2013). Most Rho GTPases have slow intrinsic GTPase activity, which must be promoted by GTPase activating proteins (GAPs) to occur on physiologically relevant time scales (Moon and Zheng, 2003). Guanine nucleotide exchange factors (GEFs) activate Rho GTPases by catalyzing the rate-limiting step of release of GDP + inorganic phosphate, which in turn allows GTP to bind due to the higher intracellular concentration of GTP compared to GDP (Rossman et al., 2005).

Most Rho GTPases are peripheral membrane proteins with a post-translationally added hydrophobic lipid tail (Adamson et al., 1992a; Adamson et al., 1992b; Katayama et al., 1991). Rho GTPases can be extracted from the plasma membrane by binding to Rho guanine nucleotide dissociation inhibitor (Rho-GDI) proteins. Rho-GDI binding masks the hydrophobic tail of Rho GTPases and sequesters them in the cytoplasm (Cherfils and Zeghouf, 2013; Garcia-Mata et al., 2011). While Rho GTPases can associate with a number of intracellular membranes, their activity at the plasma membrane is considered to be most important for their function in actin polarization, cytokinesis, and motility. Accordingly, many GEFs, GAPs, and effectors contain phosphoinositide-binding domains or motifs that can promote their localization to the plasma membrane; this localization is often modulated in order to control these Rho regulators in space and time.
(Gulli et al., 2000; Matthews et al., 2012; Shimada et al., 2000; Strochlic et al., 2010; Takahashi and Pryciak, 2007).

Although the human genome encodes approximately twenty Rho GTPases, three in particular – RhoA, Rac1, and Cdc42 -- have been intensively studied since their discoveries more than twenty years ago due their high level of conservation and significant effects on cell function (Didsbury et al., 1989; Johnson et al., 1987; Madaule and Axel, 1985; Polakis et al., 1989a; Polakis et al., 1989b). These proteins often play conserved roles in actin regulation in different systems, as demonstrated by the fact that expression of human Cdc42 or RhoA can complement budding yeast mutants lacking the function of the homologous gene (Munemitsu et al., 1990; Qadota et al., 1994). Because Rho GTPases have both dedicated and shared effectors, proper coordination of their local and temporal activation is required for normal cell polarization, motility, and cytokinesis (Boulter et al., 2012; Etienne-Manneville and Hall, 2002; Ridley and Hall, 1992; Ridley et al., 1992).

1.3 Control of cell polarization by Cdc42 and other Rho GTPases in S. cerevisiae

1.3.1 Cdc42 is essential for actin polarization and bud emergence

The budding yeast *Saccharomyces cerevisiae* is the system where we have perhaps the most detailed understanding of how Cdc42 and other Rho GTPases control cell polarization at a mechanistic level. Pringle and colleagues discovered the *CDC42* gene as a multi-copy suppressor of a temperature-sensitive (ts) *cdc24* mutant amidst a flurry of work showing that *CDC42* was essential for bud formation and actin polarization (Adams et al., 1990; Bender and Pringle, 1989; Johnson and Pringle, 1990).
Figure 1-1: Key Cdc42 regulators, effectors, and functions in *S. cerevisiae*
Subsequent genetic screens and biochemistry identified most of the other players involved in cell polarization and Cdc42 function (including the sole GEF Cdc24 and several GAPs) as well as downstream effectors (Bi and Park, 2012; Cvrckova et al., 1995; Kim et al., 1994; Peterson et al., 1994; Wang and Bretscher, 1995; Zheng et al., 1994; Zheng et al., 1993), Fig1-1.

This section will focus on the mechanism of cell polarization during the mitotic cell division cycle by Cdc42 because Cdc42 is considered the most upstream Rho GTPase for cell polarization in yeast, but the function of the other Rho family members and connections with Cdc42 will be briefly described as well. Cdc42 is also essential for polarization in other contexts, most notably mating and pseudohyphal growth, which are beyond the scope of this chapter. Several recent reviews have explored these topics in detail (Arkowitz and Bassilana, 2011; Bi and Park, 2012; Cullen and Sprague, 2012).

Growth of the daughter cell, or bud, begins at the G1/S transition after cells commit to a new cell cycle and requires polarization of the actin cytoskeleton, which is comprised of actin cables and actin patches (Adams and Pringle, 1984; Bi and Park, 2012; Kilmartin and Adams, 1984). Actin cables are formin-nucleated linear tracks for myosin V (Myo2)-dependent directed trafficking of post-Golgi vesicles, which are also required for bud growth (Evangelista et al., 2002; Pruyne et al., 1998; Sagot et al., 2002). Actin patches are sites of Arp2/3-dependent actin polymerization that are required for endocytosis (Kaksonen et al., 2003; Kubler and Riezman, 1993; Mulholland et al., 1994). Polarized organization of actin cables, actin patches, and exocytosis all depend on Cdc42, suggesting that Cdc42 controls polarization through a multi-pronged approach (Adamo et al., 2001; Adams et al., 1990; Dong et al., 2003), Fig 1-1.
1.3.2 Mechanisms to determine the site of Cdc42-dependent budding

A universal assumption of all models for cell polarization in budding yeast is that activation of Cdc42 at a single site determines the presumptive bud site (Bi and Park, 2012). Cdc42 itself clusters in a polarized fashion at the presumptive bud site prior to bud emergence (Richman et al., 2002; Ziman et al., 1993). Interestingly, Cdc42 localization to the cluster is very dynamic, with a half-life of around 5 seconds (Slaughter et al., 2009; Wedlich-Soldner et al., 2004). How Cdc42 is clustered and activated at bud emergence without being lost by diffusion has therefore been the driving question in the field. The proposed mechanisms discussed below involve localization of the Cdc42-GEF Cdc24 by the bud site selection machinery, extraction of Cdc42 by the Rho-GDI Rdi1, and positive feedback involving an autocatalytic mechanism or polarized trafficking of Cdc42.

The mating type of the cell dictates the site of budding (Freifelder, 1960; Hicks et al., 1977). Haploid cells bud in an axial fashion adjacent to the previous division site, while diploid cells bud in a bipolar fashion, where the mother buds either adjacent to the previous division site or at the opposite pole, and the daughter almost always buds opposite the previous division site (Fig 1-2A, Bi and Park 2012). A set of proteins called the bud site selection machinery is required for this pattern (Bender and Pringle, 1989; Chant and Herskowitz, 1991). These proteins include mating-type specific integral membrane proteins that function as landmarks for the Ras-related GTPase Rsr1/Bud1 and its GEF and GAP (Fig 1-2B). The bud site selection machinery is thought to guide the site of Cdc42 activation through an interaction between GTP-bound Rsr1 and the Cdc42-GEF Cdc24 that promotes localization and perhaps activation of Cdc24 to the presumptive bud site (Fig 1-2B); interactions
Figure 1-2: Bud site selection in *S. cerevisiae*

(A) Haploid (MATa or MATα) cells bud in an axial fashion, with both mother (M) and daughter (D) budding directly adjacent to but not within the previous division site. Diploid (MATa/α) cells bud in a bipolar fashion, where the mother buds either opposite or adjacent to the previous division site, while daughters almost exclusively bud opposite the previous division site (Bi and Park, 2012).

(B) Landmark proteins (the landmark used depends on mating type) are thought to recruit the GEF for the small GTPase Rsr1 to promote local GTP-loading, which interacts with and may activate Cdc24 to promote local Cdc42 GTP-loading at the correct budding site.
between Rsr1 and Cdc42 itself may also contribute (Kozminski et al., 2003; Park et al., 1997; Park et al., 2002; Shimada et al., 2004; Zheng et al., 1995).

Localized GEF activity could explain local Cdc42 GTP-loading but is unlikely to be sufficient for polarity cluster formation due to rapid diffusion of Cdc42 (for a discussion see Howell et al., 2012). Another mechanism proposed to concentrate Cdc42 is through extraction and recycling of Cdc42 from membranes by the Rho-GDI Rdi1. Human Rho-GDI promotes selective extraction of GDP-bound Cdc42 from membranes compared to GTP-Cdc42 (Freisinger et al., 2013; Johnson et al., 2009). Assuming that budding yeast Rdi1 behaves similarly, mathematical modeling suggests that selective extraction of GDP-Cdc42 combined with localized GEF activity is sufficient for formation of a concentrated Cdc42 polarity cluster (Goryachev and Pokhilko, 2008). In this model, localized GEF activity will act as a ‘trap’ by converting the extractable GDP-Cdc42 into less-extractable GTP-Cdc42. Consistently, fluorescence recovery after photobleaching (FRAP) studies have shown that GFP-Cdc42 in the polarity cluster is 4-5 fold less mobile in rdi1Δ cells compared to wild-type (Slaughter et al., 2009). However, this mechanism cannot completely account for Cdc42 polarization, because rdi1Δ cells grow as well as wild-type and are still able to polarize and cluster Cdc42 (Boulter et al., 2010; Masuda et al., 1994; Slaughter et al., 2009; Tiedje et al., 2008).

In the absence of the bud site selection machinery, cells are still able to polarize Cdc42 and form a single bud at a random site (Bender and Pringle, 1989; Chant and Herskowitz, 1991). This process is termed ‘symmetry breaking’, and has become an important model for the mechanism of local Cdc42 activation (Johnson et al., 2011). In the rsr1Δ background, the scaffold protein Bem1 is required for viability and for Cdc42
polarization, which occurs in an actin-independent fashion (Ayscough et al., 1997; Irazoqui et al., 2003). A tri-partite complex between Bem1, the Cdc42-GEF Cdc24, and a PAK kinase (either Cla4 or Ste20) appears to be critical for symmetry breaking (Bose et al., 2001; Gulli et al., 2000; Kozubowski et al., 2008). This complex has been proposed to locally amplify Cdc42 GTP-loading through a positive-feedback mechanism, where a stochastically activated GTP-Cdc42 molecule recruits the complex by binding the CRIB-domain of the PAK kinase (Kozubowski et al., 2008). This binding will localize the complex, and the GEF Cdc24 will activate nearby GDP-Cdc42 molecules, which will in turn recruit more of the Bem1-Cdc24-PAK complex. This model predicts competition for a limiting amount of the complex by nascent polarity foci (Goryachev and Pokhilko, 2008; Howell et al., 2009). This competition has been observed by rapid time lapse microscopy; interestingly, the process appears oscillatory, suggesting the involvement of negative feedback (Howell et al., 2012).

Other models for Cdc42 polarization during symmetry breaking have also been proposed. An alternative positive-feedback pathway through actin-based delivery of Cdc42 on vesicles can function in cells overexpressing GTP-locked Cdc42 or when Bem1 is fused to an integral membrane protein, but the extent to which this pathway contributes to the initial polarization remains a matter of debate (Ayscough et al., 1997; Freisinger et al., 2013; Howell et al., 2009; Irazoqui et al., 2003; Layton et al., 2011; Marco et al., 2007; Orlando et al., 2011; Slaughter et al., 2013; Wedlich-Soldner et al., 2003; Wedlich-Soldner et al., 2004). However, actin-dependent processes such as endocytosis and vesicle trafficking appear to contribute to the maintenance or robustness
of Cdc42 polarization (Irazoqui et al., 2005; Jose et al., 2013; Wedlich-Soldner et al., 2004).

Many questions about the mechanism of Cdc42 polarization and activation are completely unresolved. First, how the bud site selection machinery is integrated with the symmetry breaking module in wild-type cells is poorly studied. For example, how Rsr1 contributes to Cdc42 polarization and activation is unclear (Smith et al., 2013; Wu et al., 2013). The nature of the negative feedback required for Bem1-dependent symmetry breaking remains a mystery – Cdc42-GAPs are obvious candidates but the exact mechanism remains to be elucidated. Whether additional proteins besides Rdi1 have the ability to promote nucleotide-selective membrane extraction of Cdc42 is also unknown. Finally, whether Cdc42 GTP-loading increases during polarization has never been determined experimentally (see Chapter 2). Understanding how these mechanisms are integrated in wild-type yeast cells will likely continue to occupy mathematical modelers and cell biologists for years to come.

1.3.3 Cdc42-dependent bud growth and septin assembly

Current models posit that once Cdc42 becomes activated at the presumptive bud site, it promotes actin polarization and exocytosis through local activation of effector proteins. The PAK kinases Cla4 and Ste20 bind directly to GTP-Cdc42 via CRIB domains, which relieves their intramolecular autoinhibition and allows them to phosphorylate substrates involved in actin polarization, septin assembly (see below in this section), mating, and mitotic exit (Benton et al., 1997; Cvrckova et al., 1995; Gulli et al., 2000; Hofken and Schiebel, 2002; Holly and Blumer, 1999; Leberer et al., 1992;
Moskow et al., 2000; Seshan et al., 2002; Versele and Thorner, 2004). Cdc42 also regulates the actin nucleators Bni1 and the Arp2/3 complex, apparently through indirect mechanisms rather than through direct binding (Chen et al., 2012; Lechler et al., 2001; Lechler et al., 2000), leading to polarization of actin cables and patches. Cdc42 also plays an actin-independent role in regulating the exocyst complex, which tethers post-Golgi vesicles for subsequent fusion with the plasma membrane, via direct interactions with the Sec3 and Exo70 subunits (Adamo et al., 2001; Roumanie et al., 2005; Wu et al., 2009; Zhang et al., 2001). These processes cooperate to promote bud growth.

Cdc42 is also essential for the organization of the septin cytoskeleton at the bud neck. Septins are small GTPases that assemble into rod-shaped hetero-oligomers, which can subsequently organize into higher-order structures such as filaments and rings (Oh and Bi, 2011). During G1/S a cloud of septin subunits localize to the presumptive bud site, which transforms into a nascent ring that matures into a collar after bud emergence (Chen et al., 2011; Iwase et al., 2006). The septin collar is thought to function as a diffusion barrier between the mother and bud and also contributes to normal bud morphology (Barral et al., 2000; Gladfelter et al., 2005; Takizawa et al., 2000). Septins are also essential for cytokinesis; during late anaphase the septin collar splits into two rings that delimit the region of cytokinesis (Cid et al., 2001; Dobbelaere et al., 2003; Hartwell, 1971). During cytokinesis septins are likely to function both as a scaffold for protein recruitment and as a diffusion barrier to define a specialized membrane domain for cytokinesis (Dobbelaere and Barral, 2004; Oh and Bi, 2011; Wloka et al., 2011).

Cdc42 is required for the initial recruitment of septin subunits to a cloud at the presumptive bud site through the CRIB domain-containing effectors Gic1 and Gic2 (Cid
et al., 2001; Iwase et al., 2006). The proper organization of septins into a ring depends on the PAK kinase Cla4, which phosphorylates several septin subunits including Cdc10 and Cdc3 (Cvrckova et al., 1995; Longtine et al., 2000; Schmidt et al., 2003; Versele and Thorner, 2004; Weiss et al., 2000). Interestingly, mutations of Cdc42 that impair GTP hydrolysis or deletion of Cdc42-GAP proteins also lead to defects in septin ring organization (Caviston et al., 2003; Gladfelter et al., 2002; Smith et al., 2002).

Recent work has proposed a model where active Cdc42 recruits septins, which in turn inhibit Cdc42 in a negative feedback loop via Cdc42-GAPs (Okada et al., 2013). Modeling and experimental data suggest that Cdc42-dependent exocytosis generates a hole in the septin cloud, which locally relieves Cdc42 inhibition and allows the formation of a discrete zone of Cdc42 activity centered within the septin cloud. Subsequently, the boundaries of the cloud are refined into a ring (Okada et al., 2013). How the cloud matures into a ring and the septin ultrastructural rearrangements that accompany this process remain a mystery. The growth of the septin ring into a mature collar, as well as the splitting of the septin collar during cytokinesis are poorly understood at a structural level, although polarized microscopy studies indicate the latter step involves a 90° change in septin subunit orientation state (DeMay et al., 2011; Vrabioiu and Mitchison, 2006).

1.3.4 Role of other Rho GTPases in cell polarization in *S. cerevisiae*

The budding yeast genome encodes several additional Rho GTPases besides Cdc42. While loss of *CDC42* function leads to a complete failure to polarize the cell and form a bud, loss of the other Rho GTPases leads to more modest polarity or
morphological defects, suggesting that these Rho GTPases play a contributory role in cell polarization downstream of Cdc42.

Besides Cdc42, Rho1 is the only essential Rho GTPase in budding yeast in most strain backgrounds (Bi and Park, 2012). Rho1 regulates a number of effectors, including the Protein Kinase C homolog Pkc1, the formin Bni1, the exocyst subunit Sec3, and glucan synthase Fks1, to promote cell wall synthesis and actin organization (Dong et al., 2003; Guo et al., 2001; Kamada et al., 1996; Levin, 2011; Qadota et al., 1996). Rho1 is an essential upstream regulator of the Cell Wall Integrity (CWI) Mitogen-Activated Protein Kinase (MAPK) signaling network that promotes survival in the face of numerous environmental stresses (Levin, 2011). Rho1 also plays an essential role in cytokinesis, as described in Section 1.6 and in Chapter 3.

Actin polarization and the formation of tiny buds can occur in cells that lack Rho1 function, suggesting that Rho1 is required after Cdc42 initiates polarization of the cell (Yamochi et al., 1994). However, consistent with Rho1’s essential role in the CWI pathway and in cell wall remodeling, these cells subsequently lyse and die. Consistent with these data, Rho1’s function in actin organization may be most important under stress conditions and for cytokinesis (Dong et al., 2003; Guo et al., 2001; Helliwell et al., 1998; Mazzoni et al., 1993; Yamochi et al., 1994). The highly related paralog Rho2 is a poorly-studied Rho GTPase that is thought to play a redundant role to Rho1 (Bi and Park, 2012).

The other well-studied Rho GTPases in budding yeast are Rho3 and Rho4, which may play overlapping roles in polarization, as judged by the synthetic lethal interaction in \textit{rho3}\textsuperscript{Δ} \textit{rho4}\textsuperscript{Δ} double mutants (Matsui and Toh, 1992). Rho3 and Rho4 have been implicated in activation of formin proteins (Dong et al., 2003). Rho3 interacts with the
Exo70 subunit of the exocyst, and some rho3 mutants accumulate vesicles in medium and large budded cells without obvious effects on actin, suggesting an actin-independent role for Rho3 in promoting exocytosis later in the cell cycle (Adamo et al., 1999; Wu et al., 2009). The function of Rho5 is mysterious, although it may be involved in downregulation of the CWI pathway or in other stress responses (Schmitz et al., 2002; Singh et al., 2008).

1.3.5 Coordination of Rho GTPase activity in budding yeast

A major outstanding question is how Cdc42 activity is coordinated with the activity of other Rho GTPases, especially Rho1. This is likely to be important because Cdc42 and Rho1 share several effector proteins, including Bni1 and Sec3, which could give rise to competition for binding (Guo et al., 2001; Zhang et al., 2001). Consistently, genetic experiments suggest the possibility of antagonism between Cdc42 and Rho1 (Gao et al., 2004). The paxillin homolog Pxl1 may be involved, as PXL1 overexpression suppresses cdc42 mutants but kills rho1 mutants (Gao et al., 2004). We presently lack a detailed understanding of this potential crosstalk or how Pxl1 could relay information between Rho1 and Cdc42. However, by analogy to mammalian paxillin, which coordinates the activity of Rho GTPases at sites of cell adhesion, phospho-regulation of Pxl1 by PAK kinases and phosphatases could create specific docking sites for Rho-GEF and GAP complexes (Deakin and Turner, 2008).

During cytokinesis, the recently-discovered protein Gps1 promotes Rho1 localization to the bud neck during late stages of cytokinesis to promote septum formation but prevents Cdc42-dependent polarization from occurring at the previous site.
of cell division, suggesting that it also coordinates Rho1 and Cdc42 (Meitinger et al., 2013). While it is known that Gps1 can interact with both Rho1 and Cdc42 without nucleotide specificity, further work is required to understand the mechanism by which Gps1 exerts its functions. Interestingly, a high-throughput screen for genetic interactions found a negative interaction in double pxllΔ gps1Δ mutants, suggesting that coordination between Rho1 and Cdc42 could be critical for cell survival (Costanzo et al., 2010).

Overall, the mechanisms that coordinate local and temporal activation of Rho GTPases in yeast are unclear, but are likely to be relevant for our understanding of complex processes such as cell motility and cytokinesis (Jordan and Canman, 2012; Machacek et al., 2009).
Figure 1-3: Actin polarization changes across the *S. cerevisiae* cell cycle

(A) Cartoon courtesy of Dr. Satoshi Yoshida. See Section 1.4 for details.

(B) Model for how Cln/Cdk1 promotes polarization at the commitment to a new cell cycle at START. Yellow circles indicate Cln/Cdk1-dependent phosphorylation *in vivo*. Proteins with double lines have been found in a complex (McCusker *et al.* 2007). Note that the exact function of any phosphorylation event shown is not understood.
1.4 Cell cycle regulation of cell polarization in budding yeast

As shown in Figure 1-3A, a number of actin reorganizations occur to promote proper bud growth and cell division as a budding yeast cell traverses through the cell cycle (Adams and Pringle, 1984; Kilmartin and Adams, 1984; Novick and Botstein, 1985). Early G₁ cells have an unpolarized actin cytoskeleton, with randomly distributed actin cables and patches. After commitment to a new cell cycle, which is termed START in budding yeast, the actin cytoskeleton becomes polarized, and approximately 10-15 minutes later bud emergence occurs (Lew and Reed, 1993). Actin polarization and cell growth remain tightly focused to the tip of the emerging bud until the apical-to-isotropic switch at the G₂/M transition, at which point growth occurs along the whole surface of the bud (Farkas et al., 1974; Lew and Reed, 1993). Late in mitosis during anaphase the actin cytoskeleton becomes briefly depolarized until mitotic exit, when actin patches and cables repolarize to the site of cell division at the bud neck (Bi and Park, 2012).

These rearrangements in actin polarization are under the control of the key driver of cell cycle progression, cyclin-dependent kinase (Cdc28, henceforth Cdk1), and its activating cyclin proteins (Fig 1-3A). Actin polarization at G₁/S requires the activation of Cdk1 by late G₁ cyclins (Cln1, 2, or 3), whereas depolarization during mitosis requires activation of Cdk1 by mitotic cyclins (Clb1 or Clb2). The repolarization to the bud neck during mitotic exit requires inactivation of Clb/Cdk1 activity (Lew and Reed, 1993). These observations suggest a link between the cell cycle machinery and Rho GTPases in controlling the actin rearrangements that occur during the cell division cycle.

Cdk1 activity is required for both initiation and maintenance of cell polarization (McCusker et al., 2007). Recent work has identified multiple substrates whose Cdk1-
dependent phosphorylation could be involved in polarization during G1/S phase; as expected, many of these targets are regulators of Cdc42 (Fig 1-3B). In haploid cells, phosphorylation of Far1 by Cln/Cdk1 leads to its proteasome-dependent degradation, allowing the Cdc42-GEF Cdc24 to escape its sequestration in the nucleus and relocalize to the presumptive bud site (Gulli et al., 2000; Shimada et al., 2000). Cdc24 is also a direct substrate of Cdk1; however, the exact function of these modifications remains unclear (Moffat and Andrews, 2004; Wai et al., 2009). During polarization Cdc24 is in a complex with a Cdc42-GAP Rga2 and several other proteins, including Boi1 and Boi2; these proteins are phosphorylated by Cln/Cdk1 which at least in the case of Boi1 appears to promote its function (McCusker et al., 2007). Finally, the Cdc42-GAP proteins Bem2, Bem3, and Rga2 are phosphorylated in a Cln/Cdk1-dependent manner, which appears to inhibit their activities (Knaus et al., 2007; Sopko et al., 2007). Importantly, the exact function of Cdk1-dependent phosphorylation remains unclear due to the lack of clear phenotypes from the phospho-site mutants.

Overall, these data suggest that Cln/Cdk1 activity promotes normal localization (and perhaps activity) of the Cdc42-GEF Cdc24, while concurrently inhibiting the activity of Cdc42-GAP proteins, which is expected to have the combined effect of local Cdc42 activation at the G1/S transition. Importantly, this hypothetical increase in Cdc42 activation has never been directly measured, but is a critical aspect of current models for cell polarization (see Chapter 2). By contrast, Rho1 GTP-loading is known to increase at this time in the cell cycle, at least in part due to Cln/Cdk1-dependent phosphorylation of the Rho1-GEF Tus1 (Kono et al., 2008). Thus, it is likely that Cln/Cdk1 promotes cell polarization and bud growth at G1/S through activation of multiple Rho GTPases.
While we are beginning to understand how Cdk1 promotes cell polarization at 
G₁/S, we have less insight into how the cell cycle machinery controls later actin 
rearrangements, in particular the apical-to-isotropic switch at G₂/M and actin 
depolarization during mitosis. Deletion of the phospholipid flippase _LEM3_ causes a delay 
in the apical-to-isotropic switch (Saito et al., 2007). Intriguingly, Lem3 promotes the 
accumulation of phosphatidylethanolamine on the inner leaflet of the plasma membrane, 
and this lipid stimulates the activities of two Cdc42-GAPs _in vitro_, suggesting that Lem3 
may promote inactivation of Cdc42 _via_ GAPs (Saito et al., 2007). Lem3’s binding partner 
Dnf2 is an _in vitro_ substrate of Clb2-Cdk1, suggesting that this module may be an 
important target of Cdk1 for the apical-to-isotropic switch (Ubersax et al., 2003, Saito et 
al., 2007). During mitosis, other important cell-cycle regulators such as Cdc5/Polo kinase 
are activated. Importantly, during late anaphase Cdc5/Polo promotes local and global 
activation of Rho1 to promote CAR assembly and cytokinesis (Yoshida et al., 2006). It 
remains unknown whether Cdc5/Polo regulates Cdc42, although it is tempting to 
speculate, as Cdc5 interacts with the Cdc42-GAP Bem3 (Yoshida et al., 2006, Chapter 2).

**1.5 Function of Cdc42 during mitosis**

In part due to the dearth of information on how Cdc42 activity changes later 
during the cell cycle, the function of Cdc42 during mitosis remains unclear. Cdc42 has an 
upstream role in regulating the Mitotic Exit Network (MEN) signaling pathway that 
controls Cdk1 inactivation _via_ activation of the Cdc14 phosphatase during late anaphase 
(Hofken and Schiebel, 2002; Hofken and Schiebel, 2004; Monje-Casas and Amon, 2009; 
Stegmeier and Amon, 2004). Cdc14 is sequestered in the nucleolus prior to anaphase, but
is released in two waves that are controlled by the Cdc14 early anaphase release (FEAR) network in early anaphase and the MEN during late anaphase (Rock and Amon, 2009; Stegmeier and Amon, 2004). The MEN is a kinase cascade downstream of the spindle-pole body (SPB)-localized small GTPase Tem1. Current evidence supports a zone model where the MEN becomes active during late anaphase when the daughter-bound SPB escapes the mother compartment containing the MEN inhibitor Kin4 into the bud compartment containing the MEN activator Lte1 (Bardin et al., 2000; Chan and Amon, 2010). Lte1 functions by preventing Kin4 localization to the daughter SPB (Bertazzi et al., 2011; Falk et al., 2011).

The most clearly established target of Cdc42 involved in mitotic exit is the MEN activator Lte1, which requires Cdc42 and the PAK kinase Cla4 for phosphorylation and localization to the bud cortex, which initiates in S phase (Hofken and Schiebel, 2002; Seshan and Amon, 2005; Seshan et al., 2002). The PAK Ste20 appears to function in parallel, with potential inputs into the Cdc14 early anaphase release (FEAR) network through upstream activation of the high osmolarity glycerol (HOG) pathway, but the actual targets of Ste20 in mitotic exit are not defined (Hofken and Schiebel, 2002; Reiser et al., 2006; Rock and Amon, 2009). Finally, the Cdc42 effectors Gic1 and Gic2 have also been proposed to be involved in mitotic exit, possibly by inhibiting the interaction of the bipartite Tem1-GAP complex Bfa1/Bub2 with Tem1 (Hofken and Schiebel, 2004).
Figure 1-4: Role of Cdc42 in mitotic exit signaling networks.

(A) Spatial organization of the Mitotic Exit Network (MEN). In the mother compartment, Kin4 kinase inhibits Tem1 at spindle pole bodies through Bub2/Bfa1. When the anaphase spindle enters the bud, Lte1 can act to inhibit Kin4 binding to the daughter SPB, freeing Tem1 from inhibition.

(B) Wiring diagram of the Cdc14 early anaphase release (FEAR) and MEN (adapted from Rock and Amon, 2009). These networks promote release of the phosphatase Cdc14 from its sequestration in the nucleolus by promoting phosphorylation of the inhibitor Net1. Released Cdc14 promotes mitotic exit via dephosphorylation of Cdk1 targets. Green boxes show Cdc42 effectors. The exact roles of Ste20 and Gic1/2 are unclear.
These data suggest a possible function for Cdc42 during mitosis, but the active contribution of Cdc42 to MEN signaling during mitosis as opposed to simply determining the polarity axis required for asymmetric partitioning of MEN components remains unclear. Indeed, inactivation of Cdc42 using ts or degron mutants does not block completion of mitosis or cytokinesis, suggesting that Cdc42 activity is dispensable during mitosis (Iwase et al., 2006; Tolliday et al., 2002). As cells finish cytokinesis and enter G₁, local inhibition of Cdc42 by the GAP Rga1 and Gps1 is required to prevent rebudding in the next cell cycle into the old division site (Meitinger et al., 2013; Tong et al., 2007). Rebudding into the previous division site appears to be deleterious to cells, especially under conditions where septum formation is partially defective, as gps1Δ cells frequently undergo lysis after attempting to rebud through the old division site (Meitinger et al., 2013). Overall, these data indicate that Cdc42 activity may be under tight regulation during the M-to-G₁ transition.

In summary, we are only beginning to understand how the cell cycle machinery controls cell polarization at a mechanistic level. It is clear that Rho GTPase modules are critical targets of the cell cycle machinery, but many important questions remain, such as whether Cdc42 activity changes during the cell cycle, and which proteins are involved in this potential regulation (see Chapter 2). Furthermore, little is known about the function of Cdc42 during mitotic exit or how Cdc42 and Rho1 (or other Rho GTPases) are coordinated during the cell division cycle (see Chapter 3). These questions will be central topics of this study.
1.6 Control of cytokinesis by Rho GTPases

Cytokinesis is the process by which a mitotic cell that has completed chromosome segregation physically divides to produce two daughter cells. Broadly, in fungi and animals this process involves determination of a division site, formation of a contractile actin ring (CAR), contraction of the ring coupled with plasma membrane ingression, and finally abscission of the plasma membrane to resolve the daughter cells. This section provides a brief introduction to cytokinesis, with a focus on the regulation and function of Rho GTPases in yeast and animal cells. Additional details on mechanisms of cytokinesis in budding yeast that are relevant to this dissertation are provided in the introduction to Chapter 3. For reasons of clarity the unifying and conserved themes of cytokinesis in these systems will be highlighted, but it is important to keep in mind that different organisms have evolved different mechanisms to cope with their own unique requirements.

1.6.1 Rho1/RhoA activation at the division site is required for cytokinesis

Cytokinesis requires determination of a division plane that will bisect the segregated chromosome masses. This determination is one of the more divergent aspects of cytokinesis across different species. In budding yeast the division site is pre-determined by the site of budding, and the mitotic spindle must align along this axis in order for equal chromosome segregation to occur (Bi and Park, 2012). In fission yeast, the position of the nucleus in interphase defines the region of the cortex that will form the division site (Pollard and Wu, 2010; Rincon and Paoletti, 2012). In animal cells, it is thought that two mechanisms control the site of cleavage furrow formation; one
emanating from the central spindle, a region of microtubule overlap at the cell equator, and the other originating from the spindle asters (Green et al., 2012).

Despite the different mechanisms used to define the division site, work in both budding yeast and animal cells have shown that the positioning, formation, and function of the contractile actin ring (CAR) require Rho1/RhoA activation at the cell equator during late anaphase (Bement et al., 2005; Drechsel et al., 1997; Jantsch-Plunger et al., 2000; Jordan and Canman, 2012; Kishi et al., 1993; Tolliday et al., 2002; Yoshida et al., 2006). The cell cycle cue for Rho1/RhoA activation in both budding yeast and mammals is provided by Polo-like kinase. In budding yeast, Cdc5/Polo binds and phosphorylates the Rho1-GEFs Tus1 and Rom2, thereby targeting them to the bud neck, where they recruit and activate Rho1 itself (Yoshida et al., 2006). This GEF-dependent mechanism accounts for early Rho1 localization and activation during contractile ring assembly; during later stages of cytokinesis the membrane lipid phosphatidylinositol 4,5-bisphosphate and Gps1 maintain Rho1 at the bud neck to promote septum formation (Meitinger et al., 2013; Yoshida et al., 2009).

A conceptually similar module operates in mammals, where Plk1 phosphorylates the centralspindlin component Cyk-4/MgcRacGAP to create a binding site for the Rho-GEF Ect2, which recruits it to the central spindle (Burkard et al., 2009; Petronczki et al., 2007; Wolfe et al., 2009). Ect2 subsequently localizes to the underlying plasma membrane upon Cdk1 inactivation, which is required for cleavage furrow formation (Su et al., 2011). Ect2 recruitment is thought to control the local activation of RhoA at the cell equator that defines the site of contractile ring assembly and cleavage furrow formation (Bement et al., 2005; Kimura et al., 2000; Yoshizaki et al., 2003). In
metazoans additional Rho-GEFs such as GEF-H1 may play contributory roles in RhoA activation; it will be interesting to test whether these Rho-GEFs are also Plk1 substrates (Birkenfeld et al., 2007). A recently-discovered Rho-GAP, MP-GAP, appears to cooperate with a mysterious aster-derived signal to limit RhoA activation to the cell equator during cytokinesis (Zanin et al., 2013). Overall, these studies suggest that a conserved Polo kinase-RhoGEF axis controls local activation of Rho1/RhoA during cytokinesis.

1.6.2 Rho-dependent contractile actin ring assembly

Contractile actin ring assembly requires several downstream Rho effectors. Formins, which nucleate linear actin filaments, are conserved Rho1/RhoA effectors from yeasts to humans that are required for CAR assembly (Chang et al., 1997; Coffman et al., 2009; Coffman et al., 2013; Kovar et al., 2003; Tolliday et al., 2002; Vallen et al., 2000; Watanabe et al., 2010). In animal cells two RhoA effector kinases, Rho kinase (ROCK) and Citron kinase, stimulate myosin II contractility during cytokinesis via activating phosphorylation of the myosin regulatory light chain (Amano et al., 1996; Kosako et al., 2000; Yamashiro et al., 2003).

Despite our knowledge of several Rho effectors, the actual mechanism of contractile actin ring assembly remains mysterious. The best-elaborated model comes from the fission yeast Schizosaccharomyces pombe. In this system, the anillin-like protein Mid1 promotes formation of approximately 65 nodes at the cell equator that contain cytokinesis proteins including IQGAP, type II myosin, myosin light chains, and formins at the cell equator at G2/M (Pollard and Wu, 2010; Wu et al., 2006). Live cell
imaging and mathematical modeling support a ‘search-capture-pull-release’ model where a broad band of interconnected nodes coalesce into an organized ring via iterative transient cycles of capture of formin-nucleated actin filaments from one node by myosin motors in a neighboring node followed by myosin motor-dependent contraction (Laporte et al., 2011; Vaylonis et al., 2008). Importantly, the MEN-related Septation Initiation Network (SIN) signaling pathway controls a parallel pathway that redundantly promotes contractile ring assembly and maintenance (Bohnert et al., 2013, Hachet and Simanis, 2008; Huang et al., 2008).

The role of Rho1 or other Rho GTPases in controlling contractile ring assembly in fission yeast is less clear than in other systems. Notably, the formin Cdc12 may not require Rho-dependent release of autoinhibition as is common for other formins; instead phospho-regulation may play a major role in Cdc12 regulation (Bohnert et al., 2013; Yonetani et al., 2008). The Rho-GEF Gef2 cooperates with Plo1/Polo kinase to promote Mid1 localization to the cell equator and also contributes to contractile ring stability; Gef2 interacts with Rho1 in vitro but further work is required to determine its targets in vivo (Ye et al., 2012; Zhu et al., 2013). Overall, the ‘search-capture-pull-release’ model serves as a useful conceptual starting point to address Rho-dependent CAR assembly in higher eukaryotes.

1.6.3 CAR contraction and furrow ingress

After the CAR has been assembled at the division site it undergoes contraction, causing the underlying plasma membrane to ingress. For this step, the major Rho-dependent input is thought to be myosin contractility. A ‘purse-string’ model analogous
to muscle sarcomeres where myosin II-dependent sliding of actin filaments provides the force for contraction has been the most commonly assumed mechanism (Schroeder, 1973). An alternative model proposes that actin filament disassembly coupled with end-tracking cross-linkers can provide force even in the absence of myosin motor activity (Dickinson et al., 2004; Mogilner and Oster, 2003; Zumdieck et al., 2007). In this scenario myosin could be most important for actin filament cross-linking or alignment (Fang et al., 2010; Ma et al., 2012). Further, myosin II can promote turnover or disassembly of actin filaments (Guha et al., 2005; Mendes Pinto et al., 2012; Murthy and Wadsworth, 2005; Wilson et al., 2010). These models are not mutually exclusive, and it is possible that both operate to promote efficient CAR contraction and disassembly.

Another outstanding question is how the contracting CAR physically deforms the plasma membrane to promote cleavage furrow ingression. While several candidate proteins including anillin, F-BAR proteins, septins, and ezrin-radixin-moesin (ERM) family members can interact with membrane phospholipids as well with components of the contractile ring, so far the specific linkages that are required for cleavage furrow ingression are unclear (Bertin et al., 2010; Fehon et al., 2010; Frost et al., 2008; Heath and Insall, 2008; Liu et al., 2012; Roberts-Galbraith and Gould, 2010). It is possible that these proteins, which individually interact weakly with the plasma membrane, act cooperatively to ensure that the force from CAR contraction is transduced to the plasma membrane (Echard, 2012).

1.6.4 Does Rho function in abscission?
The last step in cytokinesis is the final scission of the plasma membrane to generate two daughter cells (Fededa and Gerlich, 2012). This step occurs after the contractile actin ring has undergone contraction and has largely disassembled. In budding yeast, abscission is not well understood in part due to the very small size of the bud neck. The exocyst component Sec3, which promotes tethering of Golgi-derived vesicles to the plasma membrane prior to fusion, is required for abscission (Dobbelaere and Barral, 2004; VerPlank and Li, 2005). Sec3 is a Rho1 effector protein, so in this sense Rho1 could promote the final abscission event (Guo et al., 2001). Rho1 and Sec3 could promote abscission through septum formation (Onishi et al., 2013).

In mammalian cells, after cleavage furrow ingression the contractile actin ring transitions into a midbody ring that directly apposes the midbody. This transition requires anillin, Citron kinase, and septins (Bassi et al., 2013; El Amine et al., 2013; Kechad et al., 2012; Watanabe et al., 2013). Next, a secondary ingression leads to further narrowing of the intercellular bridge between the two cells, which involves actin depolymerization via delivery of FIP3 endosomes, recruitment of the endosomal sorting complex required for transport-III (ESCRT-III) complex and regulators to the midbody, and spastin-dependent microtubule severing (Agromayor and Martin-Serrano, 2013). The final scission event that resolves the daughter cell membranes occurs in an ESCRT-III dependent manner at a position on either side of the midbody bulge (Guizetti et al., 2011).

Besides its essential role in the prerequisite step of furrow ingression, RhoA has been considered to be dispensable for the final events of abscission. However, several recent studies suggest that RhoA may play a greater role than currently appreciated. Interestingly, tension on the intercellular bridge delays ESCRT-III assembly and
abscission, so RhoA-dependent cortical contractility or cell spreading could control the timing of abscission (Lafaurie-Janvore et al., 2013). Additionally, local RhoA regulation at the midbody could also contribute to abscission. The Rho-GAP p50RhoGAP is delivered to the midbody by FIP3 endosomes and is required for actin depolymerization, suggesting that RhoA inactivation could be important for secondary ingression (Schiel et al., 2012). Furthermore, the RhoA-GEF LARG appears to be important for a late stage in abscission after midbody formation (Martz et al., 2013). Perhaps most strikingly RhoA and anillin localize both to the midbody but also to the presumptive abscission site that flanks the midbody (Hu et al., 2012). The functional significance of this recruitment as well as the other findings will require additional experiments to specifically inactivate RhoA after cleavage furrow ingression is complete.

1.6.5 Role of other Rho family GTPases in cytokinesis

In contrast to the conserved positive role of Rho1/RhoA in cytokinesis described above, the role of other Rho-family GTPases, including Rac1 and Cdc42, is less clear and the subject of ongoing debate. Rac1 is active at the cell poles but is inactivated at the cell equator during cytokinesis in mammalian cells (Yoshizaki et al., 2003). Expression of dominant-active GTP-locked Rac1 can block cytokinesis in several cell types, whereas Rac1 inactivation has little effect on successful cytokinesis (Jordan and Canman, 2012). Biochemical and genetic data suggest that Rac1 is a critical target of the Rho GTPase activating protein (GAP) Cyk-4’s GAP activity, and that Rac1 inactivation may prevent inappropriate PAK1-dependent cell matrix adhesion at the division site or relaxation of cortical stiffness (Bastos et al., 2012; Canman et al., 2008; D'Avino et al., 2004).
However, Cyk-4 may instead (or in addition) act on RhoA to restrict its activation to the equatorial region (Loria et al., 2012; Miller and Bement, 2009). In sum, an accumulating body of evidence suggests that inappropriate Rac1 activation inhibits cytokinesis.

The role of Cdc42 in cytokinesis is not well defined, with both positive and negative roles proposed. Cdc42 is required for polar body extrusion during oogenesis in *Xenopus* and mice (Ma et al., 2006; Na and Zernicka-Goetz, 2006), but is dispensable for cytokinesis in budding yeast and most somatic animal cells (Canman et al., 2008; Iwase et al., 2006; Jantsch-Plunger et al., 2000; Tolliday et al., 2002). In fission yeast, a Cdc42-GEF (Gef1) and an interacting Bin/Amphiphysin/Rvs (BAR) domain protein (Hob3) recruit Cdc42 to the division site, and this recruitment may contribute to cytokinesis or septation (Rincon et al., 2007). Potentially at odds with these results, or suggesting fine tuned temporal regulation, the Cdc42 effector PAK kinase Pak1/Orb2 has been proposed to inhibit cytokinesis via phosphorylation of myosin regulatory light chain (Loo and Balasubramanian, 2008). In animal cells, overexpression of dominant-active GTP-locked Cdc42 can inhibit cytokinesis (Jordan and Canman, 2012). However, overexpression of GTP-locked GTPases can be difficult to interpret because of indirect effects on multiple GTPases via sequestration of Rho guanine nucleotide dissociation inhibitor (GDI) proteins (Boulter et al., 2010). Overall, the function of Cdc42 during cytokinesis remains to be defined (see Chapter 3).

### 1.7 Goals of this dissertation

I have three major goals in this study. The first is to determine whether Cdc42 activation changes across the cell cycle. This will contribute to a fuller understanding of
how Cdc42 activation is controlled during polarization at G1/S, and will also define the
activation state of Cdc42 at later stages in the cell cycle (Chapter 2). The second goal is
to understand how the cell cycle machinery controls Cdc42 activation, especially during
mitosis (Chapter 2). The final goal is to understand the function of Cdc42 during mitosis,
especially during the last step of cell division, cytokinesis (Chapter 3).
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2.1 Summary

Current models of cell polarization by Cdc42 in budding yeast assume that GTP-loading of Cdc42 increases at the presumptive bud site during G\textsubscript{1}/S. Surprisingly, this has never been directly measured. Additionally, we have little understanding of how Cdc42 activity changes later during the cell cycle, which has hampered progress in studying Cdc42’s potential functions (or lack thereof) after the initial polarization of the cell.

In this chapter I present evidence that activation of Cdc42 oscillates across the cell cycle. Using a biochemical assay I found that total GTP-Cdc42 levels indeed peak slightly prior to bud emergence at G\textsubscript{1}/S, as expected. I observed another unexpected peak of Cdc42 GTP-loading that coincided with anaphase. Interestingly, at the onset of mitotic exit Cdc42 GTP-loading dramatically decreased, remaining low throughout cytokinesis and early G\textsubscript{1}. In collaboration with Chi-Fang Wu and Daniel Lew (Duke University), we found that local Cdc42 activation at the site of cytokinesis (the bud neck) is indeed much lower than at the site of polarization in G\textsubscript{1}/S. In collaboration with Satoshi Yoshida (now at Brandeis University), we found that Cdc5/Polo kinase is one upstream cell cycle regulator that suppresses Cdc42 activation, likely though regulation of Cdc42-GAP proteins. The data presented in this chapter was published in the Journal of Cell Biology (Atkins et al., 2013).

2.2 Introduction

As described in Chapter 1, budding yeast has been used extensively as a model to study the mechanisms of Cdc42-dependent cell polarization (Bi and Park, 2012; Johnson et al., 2011). Surprisingly, although current models and indirect evidence suggest that
Cdc42 is activated during bud emergence, this has never been measured experimentally (Bi and Park, 2012; McCusker et al., 2007; Moffat and Andrews, 2004; Sopko et al., 2007). Likewise, although the Cdc42 effector PAK kinase Cla4 appears to undergo periodic changes in activation, peaking during mitosis (Benton et al., 1997; Tjandra et al., 1998), how Cdc42 activity changes during mitosis has not been defined.

Defining how Cdc42 activity changes across the cell cycle would be of value not only to test the major assumption of a large body of literature indicating that GTP-Cdc42 levels rise at the G1/S transition but will also be useful in generating hypotheses to test the function of Cdc42 in later stages of the cell cycle, including roles in actin polarization rearrangements, mitotic exit, and cytokinesis. Budding yeast is an ideal model to address these questions, due to the availability of excellent synchronization procedures and a large collection of well-characterized cell cycle mutants. Because the cell cycle regulators and timing of Rho1/RhoA activation have been found to be largely conserved between fungi and higher eukaryotes, it is likely that cell cycle changes in Cdc42 activity in budding yeast could be relevant to understanding changes in the activity of Cdc42 or related Rho GTPases in other systems (Bement et al., 2005; Kimura et al., 2000; Kono et al., 2008; Yoshida et al., 2006; Yoshizaki et al., 2003).

As with other Rho GTPases, both the global amount of active GTP-bound Cdc42 and the localization of this fraction of Cdc42 are of interest. During polarization, it is possible that total Cdc42 GTP-loading in the cell increases along with clustering of Cdc42 at the presumptive bud site, or that a small but constant pool of GTP-Cdc42 undergoes changes in localization to concentrate at the bud site. A fluorescent biosensor for active Cdc42, Gic2-CRIB-tdTomato, shows a polarized localization throughout most
of the cell cycle and has proven useful for understanding control of local Cdc42 activation; however, this construct also contains a polybasic region that binds to phosphoinositides in the plasma membrane, and could potentially also interact with septins (Iwase et al., 2006; Takahashi and Pryciak, 2007; Tong et al., 2007). Thus, this marker might not be totally sensitive to changes in Cdc42 activation that could occur during the cell cycle. Therefore, I decided to directly measure GTP-Cdc42 levels using a biochemical assay that has been widely used in other cell types, utilizing the CRIB domain of a Cdc42 effector to selectively pull down GTP-Cdc42 from yeast cell lysates (Benard and Bokoch, 2002; Burbelo et al., 1995; Pellegrin and Mellor, 2008). Similar approaches have been used in budding yeast, but the signal of GTP-Cdc42 in unperturbed wild-type cells has been difficult to detect (Boulter et al., 2010; Knaus et al., 2007; Wai et al., 2009).

Here I refined a CRIB pulldown assay to determine how Cdc42 GTP-loading changes across the cell cycle in budding yeast. I found that Cdc42 GTP-loading peaks at G₁/S and during anaphase, but is low during cytokinesis, early G₁, and G₂. Imaging of the CRIB-tdTomato biosensor corroborated my biochemical data and indicated that local Cdc42 activity at the bud neck during cytokinesis is low compared to the presumptive bud site during polarization. We identified the Polo-like kinase homolog Cdc5 as one upstream cell cycle regulator that inhibits Cdc42 activity during mitotic exit, likely acting at least in part through the Cdc42-GAP proteins Bem2 and Bem3.
2.3 Results

2.3.1 Development of an assay to measure Cdc42 activity in yeast cell lysates

To determine how Cdc42 GTP-loading changes throughout the cell cycle, I first developed conditions to reliably monitor GTP-loading of Cdc42 from yeast cell lysates using a GST-CRIB pulldown assay. CRIB domains promote selective binding of Cdc42 effectors to GTP-Cdc42 (Burbelo et al., 1995). After testing several yeast Cdc42 effector CRIB constructs, I found that the CRIB domain of the well-characterized Cdc42 effector Ste20 could pull down Cdc42 from yeast cell extracts, as shown in Fig 2-1A (Ash et al., 2003; Burbelo et al., 1995; Lamson et al., 2002). To test the specificity of GST-Ste20-CRIB for GTP-Cdc42, I inactivated the sole Cdc42-specific GEF Cdc24 using a temperature-sensitive allele. As expected, GTP-Cdc42 levels were reduced approximately four-fold in lysates from cdc24-4 cells grown at the restrictive temperature compared to lysates from isogenic wild-type controls (Fig 2-1A). Qualitatively similar results were obtained using an independent CRIB domain from human PAK1 (Fig 2-1B).

This assay also distinguished between overexpressed activated mutant versions of Cdc42 (i.e. GTP-locked Cdc42\textsuperscript{Q61L} and dominant-negative GDP-locked Cdc42\textsuperscript{T17N}, as shown in Figure 2-1C. Figure 2-1D shows that the assay pulls down more of a mutant version of Cdc42 (Cdc42\textsuperscript{G60D}) that was previously shown to be hyperactive compared to wild-type Cdc42 (Caviston et al., 2002). Finally, the assay could also detect the decrease in GTP-Cdc42 levels caused by overexpression of the Cdc42-GAP Bem3 (Fig 2-1E). Together, these data indicate that the CRIB pulldown assay faithfully reports Cdc42 GTP-loading \textit{in vivo}. 
**Figure 2-1: GST-CRIB pulldown detects active GTP-Cdc42 from yeast lysates**

(A) Wild-type and cdc24-4 ts cells were shifted to 37°C for 2.5 hr, and lysates were assayed for GTP-Cdc42 levels by GST-Ste20-CRIB binding. GST serves as a negative control. Graph: mean +/- SEM from 3 experiments, p<0.01 by unpaired two-tailed t test.

(B) Similar ability of GST-PAK1-CRIB to detect GTP-Cdc42 as for GST-Ste20-CRIB. Cells were grown as in (A) and lysates were assayed for GTP-Cdc42 levels by GST-PAK1-CRIB binding. Similar results were obtained in at least 3 experiments.

(C) GST-Ste20-CRIB binds to activated (Cdc42<sup>Q61L</sup>, Cdc42<sup>G60D</sup>) but not dominant-negative (Cdc42<sup>T17N</sup>) Cdc42 mutants. Cells were transformed with the indicated plasmids, grown to early log phase, induced to express the Cdc42 variants for 1 hr, and processed for Cdc42 GTP-loading.

(D) GST-Ste20-CRIB pulls down more Cdc42<sup>G60D</sup> than wild-type Cdc42. Wild-type cells were transformed with the indicated plasmids, grown to early log phase, and processed for Cdc42 GTP-loading.

(E) Bem3 overexpression reduces Cdc42 GTP-loading. Cells were transformed with the indicated plasmids, grown to early log phase, shifted to media containing galactose for 3 hr, and processed for Cdc42 GTP-loading.
2.3.2 Cdc42 GTP-loading is low during early G₁ but rises prior to bud emergence

To examine Cdc42 activity in cells progressing from early G₁ through START, the time of actin polarization in budding yeast, I arrested cells in G₁ using the mating pheromone α-factor, released the cells into a synchronous cell cycle by washing out the mating pheromone, and measured Cdc42 GTP-loading at various time intervals following release from the G₁ block. Cells deleted for the secreted α-factor protease BAR1 were used to facilitate synchronization of a large culture volume (Amon, 2002). I monitored cell cycle progression by determining the percentage of budded cells at each time point (Amon, 2002). Cdc42 GTP-loading peaked 30 min after release, which was approximately 15 min prior to bud emergence (Fig 2-2A). This correlates well with the known timing of Cdc42 and actin polarization at START (Lew and Reed, 1993; Ziman et al., 1993). A similar peak was observed in cells released from a metaphase block (see below). Furthermore, cells arrested in G₁ by depletion of all late G₁ cyclins (cln1 cln2 cln3-arrested cells) had lower Cdc42 activity than an asynchronously growing culture, independently supporting the idea that cells in early G₁ have low Cdc42 activity (Fig 2-2B). Overall these data suggest that GTP-Cdc42 levels increase coincident with cell polarization in late G₁.

2.3.3 Cdc42 GTP-loading rises in anaphase but drops during mitotic exit

To determine whether Cdc42 activity changes in cells progressing through mitosis and cytokinesis, I arrested cells in metaphase by repression of the essential Anaphase Promoting Complex/Cyclosome (APC/C) cofactor CDC20,
**Figure 2-2: GTP-Cdc42 levels peak at G_1/S and anaphase but fall during mitotic exit**

(A) Cdc42 GTP-loading peaks at G_1/S. bar1Δ cells were released from an α-factor block and Cdc42 GTP-loading was measured at the indicated timepoints.

(B) Cells arrested in early G_1 have lower Cdc42 GTP-loading than an asynchronous culture. cln1,2,3Δ GAL1-CLN3 cells were split into media containing either galactose or glucose, where CLN3 expression is repressed. The example is representative of 3 experiments.

(C) Cdc42 GTP loading peaks at anaphase but drops at the onset of mitotic exit and cytokinesis. GALL-CDC20 GFP-TUB1 MYO1-GFP cells were arrested at metaphase and released. Samples were processed to measure GTP-Cdc42 activation and for microscopy to determine cell cycle stage. The example is representative of 3 experiments.
released the cells into a synchronous mitosis by re-induction of \textit{CDC20}, and measured Cdc42 activity at intervals following the release. Mitotic progression was monitored by visualization of the mitotic spindle (GFP-Tub1) and cytokinesis was monitored by visualization of type II myosin (Myo1-GFP), which have distinct and non-overlapping localization patterns to the spindle and bud neck as previously described (VerPlank and Li, 2005). Cdc42 GTP-loading rose transiently coincident with anaphase (10-15 min after release), followed by a striking drop at the onset of mitotic exit and cytokinesis (20-25 min), as judged by the breakdown of anaphase spindles, contraction of the Myo1 ring, and degradation of cyclin B Clb2 (Fig 2-2C). Cdc42 GTP-loading remained low through early \(G_1\) until cells entered into the next cell cycle (50 min after release).

2.3.4 Local Cdc42 activity is suppressed at the bud neck during cytokinesis

As a parallel approach to corroborate the biochemical data, we monitored the localization of a marker for active Cdc42, CRIB-tdTomato, and the polarity regulator Bem1 in live cells released from a hydroxyurea-induced S-phase arrest (Howell et al., 2012; Tong et al., 2007). Bem1, Cdc42, and the Cdc42-GEF Cdc24 are all known to localize to the bud neck during cytokinesis (Richman et al. 2002; Gulli et al. 2000), whereas other effectors such as Cla4 do not (Holly and Blumer, 1999). However, whether the bud neck pool of Cdc42 is active during cytokinesis is unclear. We compared the localization of the CRIB-tdTomato probe
Figure 2-3: Local Cdc42 activity at the bud neck during cytokinesis is low compared to the site of polarization during G1/S

(A) Time-lapse imaging of a CRIB-ttdTomato BEM1-GFP cell undergoing mitotic exit. 00:00 (min:sec) is 1 hr after release from hydroxyurea (S-phase arrest). During cytokinesis little CRIB-ttdTomato (arrow) localizes to the bud neck relative to Bem1-GFP (arrowhead); both localize to the subsequent bud sites (asterisks). Bar, 5 µm.

(B) Quantification of CRIB-ttdTomato/Bem1-GFP intensity ratio during cytokinesis and polarization. Line is median, top and bottom edges indicate 25th and 75th quartiles, and whiskers are the highest and lowest measurements.
at the bud neck during cytokinesis to that at the polarization site in the next cell cycle. Bem1-GFP was included as an overall marker of polarization. Strikingly, in every cell relatively little CRIB-tdTomato localized to the bud neck during cytokinesis compared to Bem1. By contrast, both fluorescent proteins robustly localized at the new budding site (n=17, Fig 2-3A,B). A similar pattern was observed comparing CRIB-tdTomato to GFP-Cdc42 (i.e. active versus total Cdc42, data not shown), however, we focused on Bem1-GFP because GFP-Cdc42 is only partially functional.

These data indicate that although Cdc42 localizes to the bud neck following mitotic exit, Cdc42 is predominantly inactive at this site during cytokinesis and only becomes activated at the subsequent bud site when cells polarize during the next cell cycle (Meitinger et al., 2013b; Tong et al., 2007). We also infer that the bud neck recruitment of Bem1 during cytokinesis is largely independent of active Cdc42, unlike the case at polarization to the presumptive bud site during G1/S (Butty et al., 2002).

Together, our data support the idea that both total Cdc42 GTP-loading as well as local Cdc42 activation are cell cycle regulated, with global peaks around the time of bud emergence and anaphase, and troughs during G2, mitotic exit/cytokinesis, and early G1.

2.3.5 Cdc5/Polo kinase inhibits Cdc42 activity

Because Cdc5/Polo controls Rho1 activation during late anaphase, and because we found that the Cdc42 GTPase activating proteins (GAPs) Bem2 and Bem3 interact with the Polo-box domain of Cdc5 in a canonical manner for Cdc5 substrates (Fig 2-4A), we hypothesized that Cdc5/Polo could regulate Cdc42 reciprocally with its regulation of Rho1 (Elia et al., 2003; Yoshida et al., 2006). To determine if loss of Cdc5 affects the
activation of Cdc42, cells were arrested at the end of mitosis by conditional inactivation of Cdc15 (cdc15-2 cells, which arrest with high Cdc5 kinase activity) (Cheng et al., 1998) or Cdc5 (cdc5-2) and GTP loading of Cdc42 was measured. For comparison, GTP-Cdc42 was also measured in control asynchronous cells or cells arrested in metaphase by conditional inactivation of Cdc20 (cdc20-3). At the mitotic exit block, cells that contain active Cdc5 (cdc15-2) had significantly lower levels of GTP-Cdc42 relative to cells lacking functional Cdc5 (cdc5-2, Fig 2-4B), suggesting that Cdc5/Polo suppresses Cdc42 activity during mitotic exit.

A N-terminal fragment of Bem3, Bem3(1-500), was sufficient to bind the Polo-box domain of Cdc5 (Fig 2-4C). Interestingly, this fragment of Bem3 was phosphorylated in a Cdc5-dependent manner (Fig 2-4D-E, detected by SDS-PAGE and Phos-tag gels), suggesting that Bem3 may be a Cdc5 substrate. We were unable to detect a mobility shift for Bem2, possibly because of its large (~250 kD) size (data not shown). Overall, these data suggest that Cdc42-GAP proteins could be direct substrates of Cdc5/Polo kinase during mitotic exit.
Figure 2-4: Cdc5/Polo kinase suppresses Cdc42 activity, likely through Cdc42-GAPs

(A) Bem2 and Bem3 interact with the Polo-box domain of Cdc5. Lysates from the indicated strains were incubated with GST, GST-PBD, or a control ‘pincer’ mutant PBD* (Elia et al., 2003). Bound GAPs were detected by Western blotting.

(B) *cdc5-2* mutants have elevated Cdc42-GTP loading compared to asynchronous controls or *cdc15-2* mutants. Log phase wild-type, *cdc20-3, cdc5-2*, and *cdc15-2* cells were shifted to 37°C for 3 hr and processed for Cdc42 activation. The example is representative of three experiments. Graph: mean +/- SEM from 3 experiments. The difference between *cdc5-2* and *cdc15-2* was statistically significant (p<0.05 by unpaired two-tailed t test).

(C) The N-terminal 500 amino acids of Bem3 is sufficient to bind the Polo-box domain of Cdc5. Lysate from a *Bem3(1-500)-13myc cdc15-2* strain (arrested 2.5 hr, 35°C) was incubated with purified PBD or PBD* as in Fig 2-4A.

(D) *Bem3(1-500)* undergoes a Cdc5/Polo-dependent mobility shift in vivo. The indicated strains were arrested as in Fig 2-4C; shown is a Western blot to detect altered mobility of *Bem3(1-500)-3HA*. In the lower panel Phos-tag SDS-PAGE was used for increased resolution of phosphorylated bands. Asterisk marks a non-specific band.

(E) The Cdc5-dependent mobility shift of *Bem3(1-500)* depends on phosphorylation. *Bem3(1-500)-3HA* was immunoprecipitated from *cdc15-2* cell lysates arrested in telophase as in Fig 2-4C and incubated with Calf intestinal phosphatase (CIP) and/or phosphatase inhibitors.
2.4 Discussion

2.4.1 Coordinating mitotic exit with cytokinesis

I identified two peaks of Cdc42 activation during the cell cycle in budding yeast during the G1/S transition and anaphase, with troughs during G2 and cytokinesis/early G1. Although current models of cell polarization all assume that GTP-loading of Cdc42 increases during polarization, this has never been directly measured. My biochemical data provide a direct demonstration of this idea. These results are relevant to models of how Cdc42 becomes activated and polarized at the presumptive bud site. Rather than having a small but constant pool of active GTP-Cdc42 relocalize to the presumptive bud site, my data suggests that there is a burst of Cdc42 GTP-loading that accompanies Cdc42 clustering at the presumptive bud site. These biochemical data from cell populations are also consistent with a recent study that examined CRIB-tdTomato signal intensity at the polarization site starting from cytokinesis to bud emergence, where the signal progressively increased at the polarization site until septins began to be recruited (Okada et al., 2013).

The anaphase peak of Cdc42 GTP-loading was somewhat unexpected, but Cdc42 has been proposed to promote Mitotic Exit Network (MEN) signaling, which occurs in anaphase, through several effectors including Cla4 and Ste20 (Hofken and Schiebel, 2002; Hofken and Schiebel, 2004; Monje-Casas and Amon, 2009; Seshan et al., 2002). This peak of Cdc42 GTP-loading could therefore explain the peak of Cla4 kinase activity observed during mitosis (Benton et al., 1997; Tjandra et al., 1998). This potential function of Cdc42 during mitotic exit could require transient activation, which is
followed by the suppression that occurs during and is required for normal cytokinesis (shown in Chapter 3 of this dissertation)

The fact that Cdc42 promotes MEN signaling but inhibits cytokinesis (see Chapter 3) could reflect a function for Cdc42 in ordering these cell cycle events, which must occur sequentially in the yeast cell cycle. That is, Cdc42 could inhibit later steps in cytokinesis and septum formation (Chapter 3) until the cell is ready to perform them through sufficient Cdc14-dependent reversal of Cdk1 phosphorylation and activation of MEN kinases that promote cytokinesis (Meitinger et al., 2013a; Meitinger et al., 2011; Nishihama et al., 2009; Oh et al., 2012; Zhang et al., 2006). Alternatively, although Cdc42’s role in exocytosis is thought to be most important early in the cell cycle during polarized bud growth (Adamo et al., 2001), the anaphase peak of Cdc42 activity could be involved in isotropic cell growth. Interestingly, cell growth rates appear to increase during anaphase (Goranov et al., 2009).

2.4.2 A connection between Cdc5/Polo kinase and Cdc42

Rho1/RhoA is known to undergo changes in GTP-loading and local activation in budding yeast and mammalian cells. In particular, Rho GTP-loading and local activation at the site of division peak in late anaphase/telophase (Bement et al., 2005; Kimura et al., 2000; Kono et al., 2008; Yoshida et al., 2006; Yoshizaki et al., 2003). Polo kinase is responsible for Rho1/RhoA activation during mitotic exit in both budding yeast and mammals (Petronczki et al., 2008; Yoshida et al., 2006). In this work, I show that Cdc42 activity also changes during mitosis, with a sharp drop at the onset of mitotic exit that persists through cytokinesis (Fig 2-2C). Importantly, while Cdc5/Polo mutants have
reduced Rho1 GTP-loading compared to controls, Cdc42 is hyperactive under the same conditions (Yoshida et al., 2006 and Fig 2-4B). Overall these data suggest that Polo kinase is an important cell cycle regulator that coordinates the activities of Rho GTPases during mitotic exit, which is functionally important for cytokinesis (Chapter 3).

A previous study in HeLa cells suggested that Cdc42 GTP-loading oscillated during a coarse synchronization, with a transient rise near metaphase and a decrease during telophase, although the relevance of these findings have been unclear due to the controversial nature of the function of Cdc42 during mitosis in mammalian cells (Narumiya and Yasuda, 2006; Oceguera-Yanez et al., 2005). The results from my synchronization studies in yeast are broadly in agreement with the results from HeLa cells, suggesting that a decrease in Cdc42 GTP-loading during mitotic exit is a conserved feature of cell division. Additionally, the activity of the related Rho GTPase Rac1 is suppressed at the cell equator in mammalian cells, which is important for cytokinesis in part through inhibition of inappropriate adhesion at the division site (Bastos et al., 2012; Canman et al., 2008; Yoshizaki et al., 2003). Therefore, testing the role of Polo kinase in regulation of Cdc42 and Rac1 activity during mitotic exit in mammalian cells will be an interesting topic of future research.

Intriguingly, loss of Polo kinase function in *Candida albicans* leads to highly polarized hyphal-like growth, suggesting that Polo kinase may also control polarization in other contexts beyond cell division (Bachewich et al., 2003). Although our findings suggest negative regulation of Cdc42 by Cdc5/Polo during mitotic exit, Polo kinases may impact on cell polarization and Cdc42 in other ways at different times during the cell division cycle. For example, the fission yeast homolog of Cdc5/Polo kinase, Plo1, is
required for the resumption of cell tip growth after stress in G₂-phase cells (Petersen and Hagan, 2005).

Details of the mechanism linking Cdc5/Polo to Cdc42 remain to be elucidated, but our results suggest that Cdc42-GAP regulation is likely to be an important element. A previous study found that the Cdc42-GAP Bem3 binds the Polo-box domain of Cdc5 like canonical Cdc5/Polo substrates (Yoshida et al., 2006). In this study, we found that Bem3 is phosphorylated in a Cdc5-dependent and Polo-box binding motif-dependent manner, suggesting that Bem3 is a Cdc5/Polo substrate \textit{in vivo}. We also found that the major Cdc42-GAP Bem2 also binds the Polo-box domain, which suggests redundant control of Cdc42-GAPs by Cdc5/Polo.

Another known negative regulatory input for Cdc42 during mitotic exit is the Cdc42-GAP Rga1, which localizes to the division site and prevents budding from occurring into the old bud by local inactivation of Cdc42 (Tong et al., 2007). While we cannot exclude the possibility that Cdc5/Polo also regulates Rga1, we did not detect an interaction between Rga1 and the Cdc5 Polo box domain. Cdc5/Polo regulation of Cdc42-GAPs could increase their GAP activity, promote their local recruitment to the bud neck, or promote their stability during mitotic exit. Cdc5/Polo could also regulate Cdc42 at other levels, such as by inactivation of its GEF, Cdc24, or by regulation of the recently-discovered protein Gps1 that inhibits Cdc42-dependent polarization at the bud neck to promote normal bud site selection (Meitinger et al., 2013b).

Importantly, these findings indicate that negative regulation of Cdc42 during mitotic exit is integrated into the cell cycle circuitry that controls cytokinesis. Of course, mitotic exit is a time when Cdk1 activity drops while other cell cycle-dependent signaling
pathways, such as the Mitotic Exit Network and its downstream target Cdc14, as well as the Regulation of Ace2 and morphogenesis (RAM) network, become sequentially activated; it is tempting to speculate that these other pathways could also regulate Cdc42 activity at this stage in the cell cycle.

2.4.3 Implications for changes in polarization during mitosis

The actin cytoskeleton undergoes dramatic rearrangement during mitosis; actin cables and patches are depolarized due to Clb2/Cdk1 activation and subsequently reorganized under the regulation of Cdc5/Polo kinase and Rho1 to form the contractile actin ring at the division site (Lew and Reed, 1993; Tolliday et al., 2002; Yoshida et al., 2006). After contractile actin ring assembly, actin cables and patches repolarize towards the bud neck, enabling polarized secretion and endocytic recycling of proteins involved in septum formation and cell separation (Bi and Park, 2012). Because Cdc42 plays an essential role in polarization early in the cell cycle and localizes to the bud neck, it has widely been assumed that it may also control this repolarization during mitotic exit and thus perhaps contribute in an indirect way in promoting cytokinesis.

However, the following evidence suggests that Cdc42 is unlikely to be the relevant Rho GTPase that controls repolarization during mitotic exit: Cdc42 is inactivated upon the onset of mitotic exit (this chapter), cell division occurs mostly normally in the absence of Cdc42 (Iwase et al., 2006; Tolliday et al., 2002), and mutant versions of Cdc42 that impair exocyst regulation have defects in vesicle accumulation early, but not late, during the cell cycle (Adamo et al., 2001). Because Rho1 is activated at the bud neck during both early and late stages of cytokinesis (Kono et al., 2008; Meitinger et al., 2001).
2013b; Onishi et al., 2013; Yoshida et al., 2006), and can control formin activation and exocyst function (Guo et al., 2001; Kohno et al., 1996; Tolliday et al., 2002), Rho1 seems likely to be the main regulator of actin repolarization during mitotic exit. Of course, it is possible that other Rho GTPases such as Rho3 and Rho4 also contribute to actin polarization and polarized exocytosis during cytokinesis, consistent with the fact that rho3 mutants that are specifically defective for regulation of the exocyst display abnormal accumulation of Golgi-derived vesicles in large-budded cells (Adamo et al., 1999; Wu et al., 2009).

2.4.4 Conclusions

Overall, in this chapter I showed that Cdc42 activation undergoes periodic changes across the cell cycle, with peaks at G1/S and anaphase, and troughs during G2, mitotic exit/cytokinesis, and early G1. In particular, Cdc42 activation at the bud neck, the site of cytokinesis in budding yeast, was strongly suppressed compared to at the polarization site at G1/S. Cdc5/Polo kinase is an upstream negative regulator of Cdc42 GTP-loading that connects the cell cycle machinery to Cdc42 inactivation during mitotic exit, likely though the Cdc42-GAPs Bem2 and Bem3.

2.5 Materials and Methods

2.5.1 Strains, media, and molecular biology

Standard approaches were used for molecular biology and genetic manipulation of yeast (Sherman, 1991). All yeast strains are isogenic or congenic with the S288c-derived BY4741 (MATa his3Δ leu2Δ met15Δ ura3Δ). Gene deletion or modification was
confirmed by PCR. For a list of yeast strains and plasmids used in this chapter see Table 2-1 and Table 2-2.

Table 2-1: Yeast strains used in Chapter 2

<table>
<thead>
<tr>
<th>Strain</th>
<th>Relevant Genotype</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PY3295</td>
<td>BY4741 his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 MATα</td>
<td>Pellman lab</td>
</tr>
<tr>
<td>PY7205</td>
<td>YEF473a S288c his3 leu2 trp1 ura3 MATα</td>
<td>E. Bi (Penn)</td>
</tr>
<tr>
<td>PY7206</td>
<td>YEF473a S288c his3 leu2 trp1 ura3 cdc24-4 MATα</td>
<td>E. Bi (Penn)</td>
</tr>
<tr>
<td>PY7207</td>
<td>BY4741 cln1::natMX cln2::hygR GAL1-CLN3-kanR MATα</td>
<td>This study</td>
</tr>
<tr>
<td>PY3665</td>
<td>BY4741 bar1::kanR MATα</td>
<td>Pellman lab</td>
</tr>
<tr>
<td>PY7208</td>
<td>BY4741 GALL-CDC20-kanR GFP-TUB1-URA3 MYO1-GFP-HIS3 MATα</td>
<td>This study</td>
</tr>
<tr>
<td>PY6573</td>
<td>BY4741 GAL1-CDC20-kanR GFP-TUB1-URA3 SHS1-GFP-HIS3 MATα</td>
<td>This study</td>
</tr>
<tr>
<td>DLY13157</td>
<td>YEF473a BEM1-GFP-LEU2 Gic2(CRIB)-tdTomato-URA3 MATα/α</td>
<td>Howell et al., 2012</td>
</tr>
<tr>
<td>PY7209</td>
<td>cdc5-2::URA3 5x backcross to BY4741 MATα</td>
<td>Pellman lab</td>
</tr>
<tr>
<td>PY5220</td>
<td>cdc15-2 5x backcross to BY4741 MATα</td>
<td>Pellman lab</td>
</tr>
<tr>
<td>PY6200</td>
<td>BY4741 cdc20-3::kanR MATα</td>
<td>C. Boone (U. Toronto)</td>
</tr>
<tr>
<td>SY1108</td>
<td>BY4741 Bem3(1-500)-13myc-HIS3 cdc15-2 MATα</td>
<td>This study</td>
</tr>
<tr>
<td>SY940</td>
<td>BY4741 Bem3(1-500)-3HA-HIS3 cdc5-2::URA3 MATα</td>
<td>This study</td>
</tr>
<tr>
<td>SY944</td>
<td>BY4741 Bem3(1-500)-3HA-HIS3 cdc15-2 MATα</td>
<td>This study</td>
</tr>
<tr>
<td>SY938</td>
<td>BY4741 Bem3(1-500)-3HA MATα</td>
<td>This study</td>
</tr>
</tbody>
</table>

Table 2-2 Plasmids used in Chapter 2

<table>
<thead>
<tr>
<th>Plasmid</th>
<th>Relevant Genotype</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB3050</td>
<td>pRS415 GAL1-HA-CDC42 LEU2 CEN AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3051</td>
<td>pRS415 GAL1-HA-CDC42Δ61L LEU2 CEN AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3052</td>
<td>pRS415 GAL1-HA-CDC42Δ17/17 LEU2 CEN AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3053</td>
<td>pRS415 GAL1-HA-CDC42Δ49/49 LEU2 CEN AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB1622</td>
<td>pGEX-5X-1 GST AmpR</td>
<td>Pellman lab</td>
</tr>
<tr>
<td>PB3056</td>
<td>pGEX-5X-1 GST-STE20(332-411) AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB2680</td>
<td>GST-PAK1 AmpR</td>
<td>Y. Zheng (Cincinnati)</td>
</tr>
<tr>
<td>pMK187</td>
<td>GALS-BEM3-GFP CEN URA3 AmpR</td>
<td>M. Peter (ETH Zurich)</td>
</tr>
</tbody>
</table>
2.5.2 Biochemical methods

Protein isolation and Western blotting were performed using standard approaches. Rat anti-alpha tubulin antibody (Accurate Chem), rabbit anti-Cdc42 antibody (y191, Santa Cruz), and rabbit anti-Clb2 antibody (y-180, Santa Cruz) were obtained from commercial sources. Densitometry was performed using ImageJ software (NIH).

For phosphatase treatment, cell lysates were prepared in ice-cold phospho-buffered saline (PBS) supplemented with phosphatase inhibitor cocktail (Roche). Bem3-3HA was immunoprecipitated from the lysates by addition of anti-HA antibody (12CA5) followed by protein A-sepharose beads (Amersham). The beads were split into three aliquots; one was mock treated, the second was treated with Calf intestinal alkaline phosphatase (CIAP, NEB), and the third was treated with CIAP and phosphatase inhibitor cocktail. After 30 min incubation at 37°C, samples were boiled and analyzed by Western blotting using the anti-HA antibody (12CA5).

2.5.3 Cdc42 activation assay (CRIB pulldown)

GST-CRIB was expressed in 200ml cultures grown to OD_{600} ~0.4 by addition of 1mM IPTG at 30°C for 3 h. Cell pellets were washed twice with Lysis Buffer A (50 mM Tris-HCl, pH 7.5, 150 mM NaCl, 5 mM MgCl$_2$) and stored at -80°C before purification. Pellets were typically stored for no longer than a month at -80°C. GST-CRIB was purified from *E. coli* by lysing cell pellets in 5ml Lysis Buffer A + 5 mM dithiothreitol (DTT), 0.2 mM phenylmethanesulfonylfluoride (PMSF), and 1% Triton X-100 (Triton X-100 was added after sonication to minimize foaming). Lysates were cleared by
centrifugation at 17,000 rcf for 20 min. The clarified lysates were incubated with pre-equilibrated glutathione-sepharose 4B (Amersham) for 1-2 h. The beads were then washed five times with Wash Buffer A (same as Lysis Buffer A but with 0.5% Triton X-100), and twice with Wash Buffer A + 10% glycerol. The beads were resuspended as a 1:1 slurry and snap frozen in small aliquots, and stored at -80°C until use (usually the next day).

The CRIB pulldown assay was adapted for use in yeast based on previous methods (Benard and Bokoch, 2002; Pellegrin and Mellor, 2008). Yeast lysates were prepared by bead beating in lysis buffer (50mM Tris-HCl pH 7.5, 500mM NaCl, 12mM MgCl₂, 1mM DTT), using a Mini BeadBeater-16 (BioSpec Products), followed by addition of 1% Nonidet P-40. Clarified lysates were incubated with purified GST-CRIB for 30min at 4°C. The beads were washed three times, boiled in SDS sample buffer, and subjected to Western blotting. Wild-type and cdc24-4 control samples were always processed in parallel as a quality control for the beads.

2.5.4 Quantification of CRIB-tdTomato and Bem1-GFP signal

For quantification of CRIB-tdTomato and Bem1-GFP fluorescence intensity, cells were released from a hydroxyurea arrest for ~1 hr, and imaged using 30 z-planes per time point. Images were deconvolved, and for each cell in a movie, we picked two timepoints: (1) when the neck Bem1-GFP signal was brightest ("cytokinesis") and (2) when the subsequent polarized Bem1-GFP was brightest ("polarization"). Whichever daughter polarized first was used for the analysis. A region of interest (neck or polarity site) was
selected and the average intensity of the Gic2 CRIB-tdTomato probe was divided by the average intensity of the Bem1-GFP probe (after subtracting background in each case).

2.5.4 Cell synchronization methods

Synchronization experiments were performed essentially as described (Amon, 2002). For alpha factor block/release, 0.5 µg/ml of alpha factor (Zymo Research) was added to log phase cultures until >90% of cells were arrested. To release the cells from the arrest, the cells were washed and resuspended in media containing 50 µg/ml protease type XIV (Sigma). For the \textit{GALL-CDC20} block/release, cultures grown to log phase in YEP-Raffinose/Galactose (2% each) media were transferred to YEP-Raffinose supplemented until >90% of cells were large-budded. To release the cells into the cell cycle, 2% galactose (v/v final) was added directly to the culture.
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3.1 Summary

In Chapter 2, I presented evidence that Cdc42 activation is suppressed during mitotic exit, and that Cdc5/Polo is one upstream cell cycle regulator that inhibits Cdc42 activation. The finding that Cdc42 inhibition is wired into the budding yeast cell cycle suggests that it could have functional relevance. This chapter addresses the consequences of persistent Cdc42 activation during mitotic exit. I tested the novel hypothesis that Cdc42 may inhibit some aspect of cytokinesis. My genetic and cell biological data support this idea; cytokinesis mutants are very sensitive to Cdc42 activation, and inactivation of a Cdc42-GAP causes a cell separation defect. I found that cells with persistent Cdc42 activation during mitotic exit were defective for normal septum formation, and exhibited a partial defect in localization of two important cytokinesis regulators, Iqg1 and Inn1. Interestingly, many of these phenotypes depended on the Cdc42 effector PAK kinase Ste20, strongly supporting the idea that Cdc42 activation is the underlying cause, and that PAK kinases are conserved negative regulators of cytokinesis. I performed all the experiments in this chapter except for isolation of the bem2-ts allele, which was done by Koji Saito in Daniel Lew’s laboratory; most of the data was published in the Journal of Cell Biology (Atkins et al., 2013).

3.2 Introduction

As introduced in Chapter 1, a number of rearrangements of the actin cytoskeleton and secretory system occur to facilitate cytokinesis, allowing the newly formed daughter cells to physically dissociate. Because cell polarization and cytokinesis make use of many of the same proteins to remodel actin and polarized secretion, mechanisms to properly
coordinate these processes in time and space seem likely to be important. Indeed, an emerging theme first shown in fission yeast is that normal cytokinesis requires inhibition of interphase polarity by the signaling networks that promote mitotic exit (Ray et al., 2010; Sanchez-Diaz et al., 2012). Interestingly, defects in cytokinesis can also affect polarization in the subsequent cell cycle (Bohnert and Gould, 2012). However, the relevant Rho GTPases involved that could impair cytokinesis have not been determined.

As described in Chapter 1, the Rho GTPase Rho1/RhoA is a highly conserved positive regulator of cytokinesis in both fungi and animal cells (Green et al., 2012). By contrast, the role of other Rho family GTPases such as Rac1 and Cdc42 during cytokinesis remains unclear and a matter of debate, in part due to complications from the typical experimental approaches used to manipulate Rho GTPase activity (Jordan and Canman, 2012). In this chapter, I will address the role of Cdc42 in cytokinesis in budding yeast. Budding yeast offers a number of advantages as a system to address this question. First, in budding yeast the Rac1 homologue has been lost during evolution, allowing studies on Cdc42 function to be free of potential redundancy (Boureux et al., 2007). Second, as discussed below, most budding yeast strains can survive in the absence of the contractile actin ring (CAR), enabling the interrogation of Cdc42 function on multiple aspects of cytokinesis. Finally, the genetic and cell biological tools available enable careful cell cycle synchronization and loss-of-function genetic analysis of components of the Cdc42 network.

Budding yeast cytokinesis has both similarities and differences with cytokinesis in metazoans (Bi and Park, 2012). The contractile actin ring (CAR) guides the centripetal deposition of a primary septum (PS) synthesized by the chitin synthase Chs2; CAR
contraction and PS formation are interdependent processes (Fang et al., 2010; Nishihama et al., 2009; Schmidt et al., 2002b; Shaw et al., 1991; VerPlank and Li, 2005). Subsequently, a secondary septum (SS) is deposited surrounding the PS (Bi and Park, 2012). Both CAR assembly and septum deposition are dependent upon the assembly of the septin scaffold, which splits into two rings during mitotic exit that delimit the area of cytokinesis (Dobbelaeere et al., 2003; Hartwell, 1971). While a chitin-based septum is not found in higher eukaryotes, extracellular matrix deposition occurs during cytokinesis in animals and in some cases makes a functional contribution to the process (Hwang et al., 2003; Mizuguchi et al., 2003; Xu and Vogel, 2011).

In budding yeast, CAR assembly starts at G1/S, when the type II myosin Myo1 localizes as a ring at the presumptive bud site in a septin-dependent fashion (Bi et al., 1998; Lippincott and Li, 1998). However, the final assembly of the CAR occurs in late anaphase in a similar manner as in higher eukaryotes, requiring Rho1 activation, the myosin light chain Mlc1, the IQGAP homologue Iqg1, Myo1, and the formin Bni1 (Bi and Park, 2012). By comparison to fission yeast, little is known about how the CAR is formed, or the structural orientation of the proteins involved, although the localization hierarchies of key cytokinesis proteins are conserved (Fang et al., 2010; Laporte et al., 2011; Pollard and Wu, 2010). Interestingly, the motor domain of Myo1 is dispensable for cytokinesis, and motor domain truncation mutants undergo relatively normal CAR contraction and primary septum formation (Fang et al., 2010; Lord et al., 2005). However, loss of the CAR causes defects in PS orientation, consistent with the idea that its main function is to serve as a guide during centripetal primary septum deposition (Fang et al., 2010). Finally, the CAR is disassembled near the end of cytokinesis in a manner that
depends on the myosin regulatory light chain Mlc2, Myo1 motor activity, and APC/C-mediated degradation of Iqg1 (Fang et al., 2010; Ko et al., 2007; Luo et al., 2004; Tully et al., 2009).

Primary septum formation is catalyzed by the chitin synthase II Chs2, a transmembrane protein that is delivered to the bud neck at mitotic exit via polarized exocytosis (Chuang and Schekman, 1996; Shaw et al., 1991; VerPlank and Li, 2005; Zhang et al., 2006). Chs2 likely requires activation at the bud neck, which appears to involve the proteins Inn1 and Cyk3 (Devrekanli et al., 2012; Jendretzki et al., 2009; Korinek et al., 2000; Meitinger et al., 2011; Nishihama et al., 2009). Iqg1 also contributes to PS formation, likely functioning upstream of Inn1 (Epp and Chant, 1997; Ko et al., 2007; Lippincott and Li, 1998; Meitinger et al., 2013; Nishihama et al., 2009). Recent EM data suggest that a tiny gap remains in the center of the primary septum of most wild-type cells, which may be filled in by deposition of the secondary septum, which requires Rho1 and the glucan synthase Fks1 (Cabib and Arroyo, 2013; Meitinger et al., 2013; Onishi et al., 2013; Yoshida et al., 2009).

In most strain backgrounds the CAR is not essential for cytokinesis but the cells survive because of septum formation genes (Bi et al., 1998; Vallen et al., 2000). However, cells cannot survive simultaneous loss of the CAR and defects in septum formation. In situations where PS formation is defective because of the absence of a CAR or Chs2, a thick, misorganized remedial septum is formed as a backup survival mechanism (Schmidt et al., 2002b). The unique genetic architecture of cytokinesis in budding yeast enabled us to interrogate Cdc42’s effect on aspects of cytokinesis and septum formation that do or do not require the CAR.
Here I take both genetic and cell biological approaches to test the effect of Cdc42 activation on cytokinesis in the budding yeast *Saccharomyces cerevisiae*. I found that persistent Cdc42 activation during cytokinesis causes defects in septum formation and cell separation, likely due to inefficient localization of two important septum formation proteins, the IQGAP homolog Iqg1 and Inn1, to the bud neck. The PAK kinase Ste20, a well-characterized Cdc42 effector protein, mediates Cdc42’s inhibitory effect on cytokinesis. Overall these findings show that inhibition of Cdc42 activity during mitotic exit by Cdc5/Polo is functionally critical for normal cell division.

### 3.3 Results

#### 3.3.1 Genetic evidence that Cdc42 inhibits cytokinesis

Cdc42 is dispensable for CAR assembly and cytokinesis (Iwase et al., 2006; Tolliday et al., 2002). As total GTP-loading and bud neck Cdc42 activity was suppressed at the onset of cytokinesis (Chapter 2), we wondered whether inactivation of Cdc42 might be important for normal cytokinesis. To test this idea I generated a series of centromeric plasmids to express Cdc42 or mutant variants; these constructs included a N-terminal haemagglutinin (HA) tag, which did not appear to affect Cdc42 functionality, as the construct complemented *cdc42Δ* even at 37°C (Fig 3-1A). Consistent with the hypothesis that Cdc42 inhibits cytokinesis, cytokinesis mutants but not wild-type strains were extremely sensitive to *CDC42* overexpression (Fig 3-1B). As a positive control I also overexpressed Cdc42 in cells deleted for the Cdc42-GAPs *BEM2* or *BEM3*. As expected for Cdc42-GAP proteins, *bem2Δ* cells were very sensitive to *CDC42* dosage, and *bem3Δ* cells were mildly sensitive (Fig 3-1B).
Figure 3-1: Genetic evidence that Cdc42 inhibits cytokinesis

(A) HA-Cdc42 complements cdc42Δ at both 25°C and 37°C. Five-fold dilutions of cells transformed with the indicated plasmids were grown on the indicated media (3 days). Complementation of cdc42Δ by HA-Cdc42 is detected on 5-FOA media as a counterselection for the CDC42 CEN URA3-containing plasmid.

(B) Cytokinesis mutants are sensitive to CDC42 dosage. Cells transformed with vector or GAL1-HA-CDC42 plasmids were spotted in 5-fold dilutions on the indicated media (3 days, 25°C).

(C) myo1Δ cells are sensitive to expression of cdc42G60D from the CDC42 promoter on a CEN plasmid (1-3 copies per cell). Cells were grown on the indicated media (3 days, 25°C). Synthetic lethality is detected on 5-FOA media as a counterselection for the indicated URA3-containing plasmids: VEC, control vector; WT, CDC42; G60D, cdc42G60D

(D) myo1Δ cells are sensitive to overexpression of the Cdc42-GEF Cdc24. myo1Δ cells transformed with a control (VEC) or CDC24 2µ plasmids were grown on plates as in Fig 3B.
More intriguingly, cells deleted for the type II myosin \textit{MYO1} were very sensitive to a recessive but biochemically hyperactive allele of \textit{CDC42}, \textit{cdc42}^{G60D}, expressed from its native promoter from a centromeric plasmid (Caviston et al., 2002) (Fig 3-1C). This genetic interaction was specific because both wild-type cells and \textit{hof1}Δ cells, defective for CAR-independent cytokinesis (Vallen et al., 2000), did not show significant sensitivity to \textit{cdc42}^{G60D} expression (Fig 3-1C). Moreover, \textit{myo1}Δ cells were also sensitive to overexpression of the Cdc42-GEF Cdc24 (Fig 3-1D). Finally, I confirmed a previously reported synthetic lethal interaction between \textit{MYO1} and the Cdc42-GAP \textit{BEM2} in our strains (data not shown; Wang and Bretscher, 1995). Overall, these genetic data suggest that active Cdc42 interferes with cytokinesis, especially in cells that lack a contractile ring and rely on septum formation for survival.

\textbf{3.3.2 Activation of Cdc42 during mitosis causes a cell separation defect}

Septins are essential for cytokinesis in budding yeast and Cdc42 hyperactivation can impair septin assembly (Gladfelter et al., 2002). It was therefore possible that the synthetic genetic interaction observed when Cdc42 is activated in \textit{myo1}Δ cells could be an indirect consequence of abnormal septin assembly early in the cell cycle, manifesting later as a cytokinesis defect. To directly test whether Cdc42 activation affects cytokinesis after bud formation and septin assembly is complete, I synchronized cells in metaphase by conditional depletion of the APC/C coactivator Cdc20, hyperactivated Cdc42 using two independent approaches, and monitored cell cycle progression after release from the metaphase block.
First, I conditionally expressed the dominant GTP-locked \( CDC42^{Q61L} \) mutant in metaphase-arrested cultures. \( CDC42^{Q61L} \) expression was limited to 1 hr, a time frame that did not lead to obvious morphological defects or significant effects on cell viability (Irazoqui et al., 2003). I then released the cells into the cell cycle and followed cell cycle progression and bud morphology. Mitotic progression was monitored by visualization of the mitotic spindle (GFP-Tub1) and septins were monitored by visualization of the non-essential septin subunit Shs1-GFP (Iwase et al., 2006). These proteins exhibit non-overlapping localization to the spindle and bud neck respectively, allowing unambiguous scoring. Strikingly, many of the cells expressing \( CDC42^{Q61L} \) remained connected after mitotic exit (Fig 3-2A). Other cell cycle events such as the appearance of elongated anaphase spindles and septin ring splitting occurred on schedule, indicating that \( CDC42^{Q61L} \) does not significantly alter mitotic exit timing (Fig 3-2A,B). The connected cells in the \( CDC42^{Q61L} \)-expressing strain were resolved by treatment with zymolyase, demonstrating that the cells were defective in cell separation (Fig 3-2C). This experiment was consistent with the idea that increased GTP-Cdc42 levels could inhibit completion of cell division.

Next, I used an orthogonal approach to activate Cdc42 during mitosis utilizing a novel temperature-sensitive allele of the gene encoding the Cdc42-GAP \( BEM2 \). This was done because even moderate expression of GTP-locked \( CDC42^{Q61L} \) is lethal to cells and because overexpression of one Rho GTPase can have indirect effects on multiple GTPases by titrating Rho-GDI (Boulter et al., 2010; Irazoqui et al., 2003). Bem2 appears
Figure 3-2: \(\text{CDC}42^{Q61L}\) expression causes a cell separation defect

(A) Expression of GTP-locked Cdc42 at metaphase causes a cell separation defect. \textit{GALL-CDC20 GFP-TUB1 SHS1-GFP} cells were transformed with the indicated plasmids, arrested in metaphase for \~3 hr by depletion of Cdc20, shifted to media lacking methionine for 1 hr to express Cdc42 or the indicated variants, and then released into the cell cycle by addition of galactose. Cells were sampled at the indicated time points, fixed, and scored by fluorescence microscopy. The percentage of cells displaying the indicated bud, spindle, or septin morphology is plotted. \%Large indicates the percentage of cells that were large budded. Data are representative of two experiments.

(B) No obvious septin rearrangement defect in cells expressing \(\text{CDC}42^{Q61L}\). Cells from (A) were imaged with bright field (left panels) and for GFP-Tub1/Shs1-GFP (right panels).

(C) Cells expressing GTP-locked Cdc42 have a cell separation defect. Samples from an experiment in (A) were treated with zymolyase. The percentage of cells that were large budded or connected was scored at each time point.
to be the major Cdc42-GAP, at least in terms of regulating global Cdc42 activity (Knaus et al., 2007; Marquitz et al., 2002; Okada et al., 2013). Importantly, metaphase-arrested bem2-ts cells had a modest (~1.5-fold) increase in GTP-Cdc42 that is comparable in magnitude to downregulation of Cdc42 that occurs during cytokinesis and is also comparable to the degree of inhibition of Cdc42 by Cdc5 (Fig 3-3A).

Similar to expression of \( \text{CDC42}^{Q61L} \), I observed a strong cell separation defect in synchronized bem2-ts cultures released from a mitotic CDC20 arrest; approximately four-fold more cells remained connected after mitotic exit by comparison with control cells (Fig 3-3B). Other aspects of cell cycle timing, such as anaphase, as monitored by GFP-Tub1, or the initiation of septin ring splitting, as monitored by Shs1-mCherry, occurred on schedule. The bem2-ts cells had a strong defect in axial budding in the next cell cycle; approximately 90% of bem2-ts cells rebudded in a bipolar fashion, compared to 5-10% of wild-type cells (Fig 3-3C and data not shown). Because previous studies have found that bem2 mutants have defects in bud site selection (Kim et al., 1994), this shows that \( BEM2 \) was inactivated in my experimental regimen. The connected bem2-ts cells were resolved by treatment with zymolyase, indicating that the cells were defective for cell separation (Fig 3-3D). Importantly, cell separation was normal in bem2-ts cells grown at the permissive temperature (25°C, Fig 3-3E). The fact that either conditional expression of GTP-locked Cdc42 or conditional inactivation of a Cdc42-GAP causes a similar defect in cell separation argues that increased Cdc42 activation is the basis for this phenotype.
Figure 3-3: Inactivation of the Cdc42-GAP Bem2 causes a cell separation defect

(A) bem2-ts cells have elevated Cdc42 GTP-loading. Wild type and bem2-ts cells were arrested in metaphase by CDC20 depletion, shifted to the restrictive temperature (37°C, 1.5 hr), and processed for Cdc42 activation. Graph is mean +/- SEM from 3 independent experiments, p<0.01 by unpaired two-tailed t-test.

(B) bem2-ts cells remain connected after cytokinesis. Cells were arrested in metaphase, shifted to 37°C for 1 hr, and released at 37°C. The percentage of cells with the indicated morphology is plotted as mean +/- SEM from 3 experiments. Connected indicates two adjacent cell bodies showing evidence of rebudding or repolarization.

(C) Bright field image of cells 50 min after release; bar, 15µm.

(D) bem2-ts cells have a cell separation defect. Cells from Fig 3-3B were treated with zymolyase to digest the cell wall, and the percentage of large-budded or connected cells was scored.

(E) bem2-ts cells undergo normal cell separation at the permissive temperature. Cells were arrested in metaphase for ~3 hr by depletion of Cdc20, then released into the cell cycle at 25°C, and processed and scored as in Fig 3-3B.
I also tested the effect of Cdc42 activation in other genetic contexts. Because deletion of \textit{BEM2} is synthetic lethal with deletion of the type II myosin \textit{MYO1}, I examined \textit{myo1Δ bem2-ts} double mutants undergoing mitotic exit and cytokinesis. As expected, \textit{myo1Δ} cells were defective for cell separation after mitotic exit to a degree comparable to \textit{bem2-ts} mutants, and \textit{myo1Δ bem2-ts} cells had a nearly complete failure in cell separation (Fig 3-4A). However, more than 90\% of daughter cells rebudded in a bipolar fashion after mitotic exit, and the percentage of large budded or connected cells after zymolyase treatment was indistinguishable from single mutants, suggesting that the daughter cells were able to partition their cytoplasms (data not shown).

The Cdc42-GAP Rga1 inhibits Cdc42 activity within the old division site to promote normal axial bud site selection in the next cell cycle (Tong \textit{et al.}, 2007). \textit{rga1Δ} cells exhibited a cell separation defect comparable in magnitude to \textit{bem2-ts} cells, and \textit{rga1Δ bem2-ts} double mutants were only moderately if at all worse than the single mutants (Fig 3-4B). Interestingly, approximately 8-12\% of \textit{rga1Δ bem2-ts} double mutants exhibited a multi-budded phenotype, suggestive of a cytokinesis defect. However, after visualizing the plasma membrane using GFP-Ras2, I unexpectedly observed a pattern where one cell appeared to have lost GFP fluorescence (Fig 3-4C). I hypothesized that one of the cells lost viability due to cell lysis during or after cytokinesis. Consistently, adding 1M sorbitol as an osmotic support suppressed this abnormal multi-budded phenotype, reducing the percentage of cells with the phenotype to approximately 2-6\%.
Figure 3-4: *bem2-ts* inactivation in sensitized genetic backgrounds

(A) *bem2-ts myo1Δ* cells fail cell separation. Cells of the indicated genotype were arrested, released, and scored as in Fig 3-3B.

(B) *bem2-ts rga1Δ* cells are defective for cell separation. Cells of the indicated genotype were arrested, released, and scored as in Fig 3-3B.

(C) Example of abnormal multi-budded cell with apparent loss of viability of one daughter cell in *bem2-ts rga1Δ* cells (arrow). Green: GFP-Ras2/GFP-Tubulin. Red: Shs1-mCherry.
The exact basis for this phenotype remains unclear, but a potentially similar phenomenon was reported recently in cells lacking the protein Gps1 where cells attempt to rebud into the previous division site (i.e. the bud neck) and subsequently lyse (Meitinger et al., 2013). Because RGA1 functions in parallel to GPS1 to prevent rebudding at the previous division site, it is likely that a minority of rga1Δ bem2-ts cells exhibit the same behavior (Meitinger et al., 2013; Tong et al., 2007). These data underscore the importance of proper regulation of Cdc42 activity during mitotic exit.

### 3.3.3 bem2-ts cells are defective for septum formation

The cell separation defect of bem2-ts cells could be explained by several non-exclusive hypotheses. First, a partial defect in septum formation could manifest as a cell separation defect if the septum is incorrectly formed and refractory to digestion by chitinase and other cell wall hydrolases. Aberrant septa have been observed in bem2 mutants (Cid et al., 1998). Second, misregulation of the Regulation of Ace2 and Morphogenesis (RAM) signaling network could cause a defect in daughter-cell specific expression of genes involved in cell separation (Weiss, 2012). Finally, disruption of Cdc42-dependent exocytosis might cause a defect in delivery of chitinase or other cell wall hydrolases to their site of action at the bud neck (Weiss, 2012).

To distinguish among these possibilities, I examined the distribution of chitin in synchronized bem2-ts cells using Calcofluor-White (CFW) staining. I observed a strikingly aberrant accumulation of chitin at the bud necks of many connected bem2-ts cells (Fig 3-5A). This suggests that there may be a defect during cytokinesis or septum formation in bem2-ts cells that leads to formation of aberrant septa. Localization of the
Figure 3-5: *bem2-ts* cells have altered chitin deposition but not chitin synthase or Ace2 localization

(A) Abnormal chitin deposition at the bud neck in *bem2-ts* cells. Cells sampled 45min after release from a *CDC20* arrest were stained with calcofluor white (CFW) to visualize chitin. Bar, 10μm

(B) Chs2-GFP localizes normally in *bem2-ts* cells undergoing mitotic exit. *MET3-CDC20 GFP-TUB1 SHS1-mCherry CHS2-GFP +/- bem2-ts* cells were synchronized as in Fig 3-3B. Graph shows percentage of cells with the indicated spindle or septin morphology; ‘%Chs2 Neck’ indicates the percentage of cells with Chs2-GFP localized to the bud neck. Right, representative image of cells from 20 min after release. Bar, 5μm. Example is representative of two independent experiments.

(C) Chs3-GFP localizes normally in *bem2-ts* cells undergoing mitotic exit. Similar strains as in (B) except with Chs3-GFP. Example is representative of two independent experiments.

(D) Ace2-GFP localizes to the nucleus in an asymmetric fashion in *bem2-ts* cells undergoing mitotic exit. Similar strains as in (B) except with Ace2-GFP. ‘%Ace2 Nuclear’ indicates the percentage of cells displaying asymmetric nuclear localization of Ace2. Right; montage of representative cells (a single focal plane is shown for clarity), Scale bar, 5μm. Example is representative of two independent experiments.
Figure 3-5 (continued): *bem2-ts* cells have altered chitin deposition but not chitin synthase or Ace2 localization
trans-membrane chitin synthases Chs2 and Chs3 was normal in \textit{bem2-ts} cells, suggesting that polarized vesicular trafficking of these proteins from internal membrane stores to the bud neck was unaffected (Figs 3-5B,C). Furthermore, the RAM target Ace2 properly localized to the nucleus in an asymmetric fashion in \textit{bem2-ts} cells undergoing mitotic exit, suggesting that this signaling network was functional and unlikely to be the cause of the observed cell separation defect (Fig 3-5D). These findings prompted me to study the process of cytokinesis and septation in \textit{bem2-ts} cells in more detail.

Early work implicated Bem2 as a Rho1-GAP protein due to its ability to promote GTP hydrolysis by Rho1 \textit{in vitro} (Peterson et al., 1994). To test whether the cell separation defect observed in \textit{bem2-ts} mutants was due to hyperactivation of Rho1, I took two parallel approaches. First, I examined the Rho1 and Pkc1-dependent phosphorylation of Mpk1 as a readout of Rho1 activity in synchronized \textit{bem2-ts} cells at 37°C. In wild-type cells Mpk1 phosphorylation peaked 10 min after the release from a \textit{MET3-CDC20} arrest, which in other experiments coincided with anaphase (Fig 3-6A). Consistent with earlier work (Schmidt et al., 2002a), there was no obvious difference in Mpk1 phosphorylation in \textit{bem2-ts} cells undergoing anaphase or mitotic exit, although the Mpk1 phosphorylation in the metaphase arrest (0 min) was reproducibly reduced in \textit{bem2-ts} mutants (Fig 3-6A). Overall, these data suggest that during mitotic exit Mpk1 phosphorylation is largely unaffected in \textit{bem2-ts} mutants.

Next I examined the localization of a marker for active Rho1 (Denis and Cyert, 2005; Kono et al., 2012) in cells released from a metaphase arrest. Mitotic progression was monitored by visualization of the mitotic spindle (GFP-Tub1) and septins were monitored by visualization of Shs1 (Shs1-mCherry). As expected based on previous
Figure 3-6: Rho1 activation and Myo1 contraction appear normal in bem2-ts cells

(A) Mpk1 phosphorylation is unaffected in synchronized bem2-ts cells. Cells were synchronized as in Fig 3-3B, and samples taken from the indicated time points were processed for Western blotting. Graph: mean +/- SEM from 2 independent experiments.

(B) The percentage of cells displaying bud neck localization of Pkc1(HR1-C2) is moderately reduced in bem2-ts cells. Cells expressing Pkc1(HR1-C2)-GFP were synchronized as in Fig 3-3B. ‘% Active Rho1 Neck’ indicates the percentage of cells showing bud neck localization of Pkc1(HR1-C2)-GFP. The data is representative of two independent experiments. Right panel; example GFP-TUB1 SHS1-mCherry +/- bem2-ts cells expressing Pkc1(HR1-C2)-GFP are shown. Bar, 5µm.

(C) Myo1 contraction appears normal in bem2-ts cells. MET3-CDC20 GFP-TUB1 SHS1-mCherry MYO1-GFP strains with or without bem2-ts were synchronized as in Fig 3-3B. Graph: mean +/- SEM from three independent experiments; ‘Myo1 ring’ indicates a ring-like Myo1 localization while ‘Myo1 Dot’ indicates a contracted appearance (cytokinesis).
work, this marker localized transiently to the bud neck during the time of cytokinesis in wild-type cells (20 min after release from \textit{CDC20} arrest, Fig 3-6B). The percentage of cells showing bud neck localization of this marker was not elevated (indeed, it was mildly reduced) in \textit{bem2-ts} cells (Fig 3-6B), suggesting that loss of Bem2 does not result in excessive Rho1 activation.

The type II myosin Myo1 localizes as a ring at the bud neck from the \textit{G1/S} transition until initiation of cytokinesis, when it undergoes contraction and finally disassembly (Bi et al., 1998; Lippincott and Li, 1998). I observed Myo1-GFP localization in cells released from a \textit{CDC20} arrest. Mitotic progression was monitored by visualization of the mitotic spindle (GFP-Tub1) and septins were monitored by visualization of Shs1 (Shs1-mCherry). Myo1-GFP, if present at the bud neck, was scored as either being a ring or contracted ‘dot’. Myo1 underwent apparent contraction followed by disassembly with normal kinetics during mitotic exit in synchronized \textit{bem2-ts} cells compared to wild-type, arguing that Myo1 function is unlikely to be impaired by Cdc42 activation during cytokinesis (Fig 3-6C). This finding is consistent with the conclusion from our genetic experiments suggesting that Cdc42 predominantly inhibits the CAR-independent mechanisms that promote cytokinesis.

Our observations above suggested that a defect in CAR-independent septum formation in \textit{bem2-ts} cells was likely responsible for the cell separation defect of these cells. To directly test this idea, I examined the ultrastructure of septa in wild type and \textit{bem2-ts} cells using transmission electron microscopy. To increase the number of cells undergoing cytokinesis, I pooled samples from 20 min and 30 min after the release from a metaphase arrest.
Wild-type cells displayed well-organized trilaminar septa, with an electron-lucent primary septum sandwiched by secondary septa (Fig 3-7A, [n=34/36]), as previously described (Cabib et al., 1974). Interestingly, approximately 31% of the bem2-ts cells had misorganized primary septa [n=11/35] that were misaligned, bifurcated, and/or contained extra primary septa (Fig 3-7B). In some cases, the adjacent secondary septa appeared to be thickened or enlarged (e.g. Fig 3-7Biii). These data indicate that septum formation is indeed partially defective in bem2-ts cells. Connected bem2-ts cells 50 min after the release from the arrest exhibited similar structures at the connection between the two daughter cells, suggesting that these defective septa could be difficult to remodel to achieve normal cell separation (data not shown).
Figure 3-7: *bem2-ts* cells have a defect in septum formation

(A) Wild-type cells have trilaminar septa, with a primary septum (white line marked by arrowhead) sandwiched by secondary septal material. Scale bar indicates 500nm

(B) *bem2-ts* cells have aberrant septa. Approximately 31% of *bem2-ts* cells exhibited misaligned, multiple or abnormal primary septa in the section examined. The primary septum often appeared bifurcated near the center of the bud neck (arrowheads in panels ii and iv). Occasionally ectopic primary septa structures were observed (arrowhead in panel iii). Scale bar, 500nm.
3.3.4 Inefficient localization of Iqg1 and Inn1 in bem2-ts cells

Like the chitin synthases Chs2 and Chs3, the F-BAR protein Hof1 localized normally in bem2-ts cells (data not shown). However, the IQGAP homologue Iqg1, a protein involved in both CAR formation and septum formation (Fang et al., 2010; Osman and Cerione, 1998; Shannon and Li, 1999), and Inn1, a protein involved in primary septum formation (Devrekanli et al., 2012; Meitinger et al., 2011; Nishihama et al., 2009; Sanchez-Diaz et al., 2008), were inefficiently localized to the bud neck in synchronized bem2-ts cells undergoing mitotic exit compared to wild-type controls. These strains also contain GFP-Tub1 and Shs1-mCherry to monitor cell cycle progression. For Iqg1, the initial localization as a ring at the bud neck during anaphase appeared normal in bem2-ts cells, but the protein was localized to bud neck of approximately two-fold fewer cells during the cytokinesis peak of 20 min after release, when Iqg1 localization appears as a contracted ‘dot’ at the bud neck (Fig 3-8A). The defect in Iqg1 localization was even more apparent after measurement of the fluorescence intensity of Iqg1 at the bud neck in IQG1-GFP SHS1-mCherry strains 20 min after release from the CDC20 block (a ~ 20-fold effect, Fig 3-8C). A similar pattern was observed for Inn1-GFP in bem2-ts cells (Fig 3-8B,D), although the defect in localization was more modest. This suggests that aberrant Cdc42 activation during mitotic exit leads to a failure to maintain normal amounts of two key proteins required for septation.
Figure 3-8: Inefficient localization of Iqg1 and Inn1 to the bud neck in bem2-ts cells

(A) Iqg1 localizes inefficiently to the bud neck during cytokinesis in bem2-ts cells. MET3-CDC20 GFP-TUB1 SHS1-mCherry IQG1-GFP were synchronized as in Fig 3-3B. IQG1-GFP, if present at the bud neck, was scored as either being a ring or contracted ‘dot’. The percentage of cells with the indicated localization pattern is plotted as mean +/-SEM from 3 experiments. Right: representative images of cells. Arrowheads show Iqg1 bud neck localization. Bar, 5µm.

(B) Inn1 localizes inefficiently to the bud neck during cytokinesis in bem2-ts cells. Similar strains as in (A) but with INN1-GFP. % Inn1 Neck represents percentage of cells with Inn1-GFP at the bud neck. Right; representative images of cells from the indicated time points. Arrowheads show Inn1 bud neck localization; bar, 5 µm.

(C) Fluorescence intensity of Iqg1-GFP at the bud neck is reduced in bem2-ts cells. Scatter plot of Iqg1-GFP and Shs1-mCherry background-corrected fluorescence intensity at the bud neck in bem2-ts cells 20 min after release from CDC20 arrest in SHS1-mCherry IQG1-GFP cells. Note that negative values after background subtraction indicate either increased cytoplasmic background or completion of cytokinesis with a corresponding loss of background signal in the bud neck area. Line indicates mean, error bars represent SEM, n>60 cells. The difference for Iqg1-GFP intensity between WT and bem2-ts was statistically significant (p < 0.0001 by unpaired two-tailed t test), whereas the difference for Shs1-mCherry was not.

(D) Fluorescence intensity of Inn1-GFP at the bud neck is reduced in bem2-ts cells. Inn1-GFP fluorescence intensity at the bud neck was measured as in Fig 4D, n>50 cells. The difference for Inn1-GFP was significant (p < 0.05 by unpaired two-tailed t test).
Figure 3-8 (Continued): Inefficient localization of Iqg1 and Inn1 to the bud neck in bem2-ts cells
To more directly test the significance of Iqg1 and Inn1 mislocalization during cytokinesis in \textit{bem2-ts} cells, I determined whether overexpression of these genes could rescue the cell separation defect of this strain. Indeed, overexpression of Iqg1 could suppress the cell separation defect observed in synchronized \textit{bem2-ts} cells to nearly wild-type levels (Fig 3-10A). Overexpression of Iqg1 has previously been shown to be sufficient for bud neck localization (Epp and Chant, 1997). Overall these data suggest that aberrant Cdc42 activation during mitotic exit leads to inefficient localization of key components of the septum formation machinery, aberrant septum formation, and ultimately a cell separation defect.

\textbf{3.3.5 The Cdc42 effector Ste20 mediates Cdc42’s inhibitory effect on cytokinesis}

How does Cdc42 activation during cytokinesis affect the localization of Iqg1 and Inn1? Neither protein has recognizable CRIB domains for binding GTP-Cdc42. Like other family members, Iqg1 is missing critical residues from its Rho-GAP domain, and is inactive as a Cdc42-GAP (Shannon, 2012). Cdc42 and Iqg1 can interact by two-hybrid analysis, but fragments of Iqg1 bind very weakly to Cdc42, and the significance of these interactions is not known (Osman and Cerione, 1998; Shannon and Li, 1999). As a first step towards identifying the signaling mechanism linking Cdc42 to Iqg1 and Inn1, I determined whether known
Figure 3-9: Ste20 and Iqg1 mediate the inhibitory effect of active Cdc42 on cytokinesis and cell separation

(A) Iqg1 overexpression suppresses the cell separation defect of bem2-ts cells. Cells transformed with 2µ IQG1 or a control vector were synchronized as in Fig 3-3B, and the percentage of large budded or connected cells was determined 50 min after release. Graph: mean +/- SEM from 3 experiments using independent 2µ-containing isolates.

(B) Deletion of the PAK kinase STE20 suppresses the cell separation defect of bem2-ts cells. Cells were synchronized and scored as in (A). Graph: mean +/- SEM for 3 experiments; bar, 10 µm.

(C) Deletion of STE20 partially rescues the localization defect of Iqg1-GFP to the bud neck during cytokinesis. Percentage of cells with contracting Iqg1-GFP ‘dot’ 20 min after release from CDC20 arrest. Data are representative of 2 experiments.

(D) Model for how Cdc5/Polo controls Rho GTPases to control cytokinesis.
Cdc42-effectors are required to mediate the effect of persistent Cdc42 activation on cytokinesis.

I focused on the Cdc42-effector PAK kinases because of their known role in mitotic exit and cytokinesis. Deletion of the PAK kinase CLA4 caused a cytokinesis and cell separation defect as well as abnormal septin organization, as previously reported (Dobbeelaere et al., 2003; Longtine et al., 2000; Versele and Thorner, 2004). The cell separation defect was stronger than bem2-ts cells and did not appear additive (data not shown). By contrast, deletion of the gene for the other major PAK kinase, STE20, significantly reversed the cell separation defect of bem2-ts cells (Fig 3-9B), suggesting that excess GTP-Cdc42 may act through Ste20 to impair cytokinesis and cell separation. Moreover, loss of Ste20 in bem2-ts cells largely restored Iqg1 localization to the bud neck as a contracted ‘dot’ during cytokinesis (Fig 3-10C). Overall these data indicate that Ste20 mediates the inhibitory effect of Cdc42 on cytokinesis.

3.4 Discussion

3.4.1 Cdc42 is a novel inhibitor of cytokinesis in budding yeast

Cytokinesis requires fine-tuned coordination between small GTPases, which regulate the cortical actin cytoskeleton, and the cell cycle machinery. Previous work from the Pellman laboratory found one major link between these two signaling mechanisms, where the budding yeast Polo kinase ortholog Cdc5 promotes the activation of Rho1 to promote cytokinesis (Yoshida et al., 2009; Yoshida et al., 2006). Subsequent work by many groups uncovered a broadly similar regulatory mechanism in mammalian cells (Petronczki et al., 2008). In Chapter 2 we identified a major limb of this pathway that
operates in parallel: Cdc5/Polo kinase promotes the inactivation of Cdc42 during cytokinesis.

Inhibition of Cdc42 is critical for normal septum formation (Fig 3-10D). Persistent Cdc42 activity during mitotic exit prevents efficient localization of the IQGAP ortholog Iqg1 as well as Inn1 to the division site during cytokinesis. The Cdc42 effector Ste20 mediates these negative effects of Cdc42 to a large extent. These results highlight the importance of Polo kinase as a regulator of small GTPases and the cortical cytoskeleton. They are also consistent with an emerging general theme in eukaryotes that Rho family GTPases such as Rac1 and Cdc42, and cell polarization in general, need to be inhibited during cytokinesis (Bastos et al., 2012; Canman et al., 2008; Ray et al., 2010; Sanchez-Diaz et al., 2012).

3.4.2 Active Cdc42 interferes with septum formation

My results, especially in light of earlier indirect genetic data (Caviston et al., 2002; Gandhi et al., 2006; Gao et al., 2004), suggest that Cdc42 interferes with proper septum formation. Several lines of evidence support this conclusion. Cells lacking the budding yeast type II myosin Myo1, and thus lacking contractile rings, were very sensitive to genetic manipulations resulting in Cdc42 activation. Conversely, cells compromised for septum formation without impairing CAR assembly were less sensitive to Cdc42 activation. A caveat for this result, as well as for previous genetic experiments, is that inappropriate Cdc42 activation might impair normal septin assembly early in the cell cycle and then later cause cytokinesis defects indirectly. Such septin defects could be present but not strong enough to produce visibly abnormal septin structures. I addressed
this concern by synchronizing cells in metaphase, after septin assembly is complete, when maintenance of the septin collar are no longer requires Cdc42 (Gladfelter et al., 2002). I then activated Cdc42 either through expression of GTP-locked Cdc42 or inactivation of the GAP Bem2. These experiments demonstrate that Cdc42 activation interferes with normal cytokinesis, independent of Cdc42’s role in septin assembly. These data agree with recent work from the Pringle lab showing that overexpression of Cdc42-GAP proteins can suppress mutants defective in primary septum formation (Onishi et al., 2013).

Several lines of evidence support the idea that Bem2’s effect on cytokinesis is due to activation of Cdc42 and not other Rho-family GTPases. In vitro, a fragment of Bem2 has GAP activity for both Cdc42 and Rho1 (Marquitz et al., 2002; Peterson et al., 1994). Phenotypic analysis and biochemical pulldown experiments strongly suggest that Bem2 is the major Cdc42-GAP, at least in terms of total Cdc42 activity (Knaus et al., 2007; Marquitz et al., 2002; Wang and Bretscher, 1995). Consistently, the growth of bem2Δ cells is markedly impaired by increased CDC42 dosage. This contrasts with Rho1 overexpression, which is reported to partially suppress bem2 mutants (Kim et al., 1994). Moreover, examining Mpk1 phosphorylation and the localization of a Rho1 biosensor, I saw no evidence for Rho1 hyperactivation in bem2 cells. Finally, the fact that deletion of the well-established Cdc42-effector Ste20 suppresses the cell separation defect of bem2-ts cells provides strong support for the conclusion that the effects of Bem2 inactivation are primarily mediated by Cdc42 activation.

My data indicate that Cdc42 activation interferes with the bud neck localization of specific proteins involved in septum formation—Iqg1 and Inn1—during cytokinesis, with
downstream consequences of aberrant chitin accumulation and abnormal septum formation. This likely explains the cell separation defect of cells with elevated Cdc42 activity because cells with abnormal septa are refractory to cell wall hydrolases that mediate cell separation (Weiss, 2012). Overexpression of Iqg1 could suppress the cell separation phenotype of bem2-ts cells, further supporting the conclusion that a defect in cytokinesis gives rise to a cell separation defect and that inefficient Iqg1 localization contributes to the defect. Although Inn1 localization is under complex controls (Meitinger et al., 2011; Nishihama et al., 2009), in some strain backgrounds Inn1 localization depends on Iqg1p (Sanchez-Diaz et al., 2008). Thus, inappropriate activation of Cdc42 during mitotic exit could affect Inn1 indirectly via effects on Iqg1 localization.

I found that bem2-ts cells often had bifurcated or misaligned primary septa (Fig 3-7B). Additionally, I also observed ectopic or multiple primary septa in some cases. Interestingly, Iqg1 mutants lacking the calponin-homology domain have a reminiscent phenotype, with both defects in primary septum orientation and the presence of additional primary septal structures (Fang et al., 2010). Therefore, the partial mislocalization of Iqg1 during cytokinesis in bem2-ts cells (Fig 3-8A,C) could explain the defect in primary septum formation. Since secondary septum deposition has been suggested to contribute to the final closure of the bud neck, it is also possible that Cdc42 could affect the coordination between primary and secondary septum formation (Onishi et al., 2013).

Another function for inhibition of Cdc42 during the M-to-G1 transition is to ‘clear the slate’ to prevent rebudding into the previous division site, the bud neck (Meitinger et al., 2013; Tong et al., 2007). Notably, cells lacking GPS1 undergo defective secondary septum formation due to reduced Rho1 localization and also often exhibit
rebudding of one of the daughter cells into the bud neck due to inappropriate Cdc42-dependent polarization at this site, which leads to cell lysis (Meitinger et al., 2013). I observed a similar phenomenon in approximately 10% of rga1Δ bem2-ts cells (Fig 3-4B,C and data not shown). Since rga1Δ cells are also biased to rebud into the previous division site (Tong et al., 2007), I hypothesize that bud emergence through abnormally-formed septa presents a formidable challenge for the active remodeling that is required to maintain cell wall integrity (Levin, 2011). These data emphasize the importance of proper inhibition of Cdc42 during mitotic exit not only for cytokinesis but also for bud site selection and cell viability.

3.4.3 PAK kinases are evolutionarily conserved negative regulators of cytokinesis

Inappropriate Cdc42 signaling during mitotic exit impairs cytokinesis via the Cdc42-effector PAK kinase Ste20. Loss of Ste20 significantly restored both normal cell separation and the localization of Iqg1 to the bud neck of bem2-ts cells. Defining how Ste20 regulates Iqg1 will be an interesting topic for future research. The regulatory effect could be mediated by direct phosphorylation of Iqg1 or by other more indirect mechanisms. Although Ste20 is clearly a major target of this regulation, other Cdc42 effectors, such as Gic1 and Gic2, could also be in the regulatory circuit. Because of the previously described interaction between Cdc42 and Iqg1, we do not exclude the possibility of direct effects of Cdc42 on Iqg1 (Osman and Cerione, 1998; Shannon and Li, 1999). Finally, I cannot absolutely exclude a role for the other PAK kinase, Cla4. Although deletion of CLA4 did not bypass the effect of Cdc42 hyperactivation, Cla4 has an important positive role in septin formation that could have obscured a negative role
late in the cell cycle. My data, along with previous work in S. pombe and mammalian cells, suggest that negative regulation of cytokinesis by PAK kinases is a conserved process (Bastos et al., 2012; Loo and Balasubramanian, 2008).

### 3.5 Materials and methods

#### 3.5.1 Strains, media, and molecular biology

Standard approaches were used for molecular biology and genetic manipulation of yeast (Sherman, 1991). All yeast strains are isogenic or congenic with the S288c-derived BY4741 (MATa his3Δ leu2Δ met15Δ ura3Δ). Gene deletion or modification was confirmed by PCR. GST-CRIB pulldowns were performed as in Chapter 2. For a list of yeast strains and plasmids see Table 3-1 and Table 3-2.

**Table 3-1: Yeast strains used in Chapter 3**

<table>
<thead>
<tr>
<th>Strain</th>
<th>Relevant Genotype</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PY3295</td>
<td>BY4741 his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 MATa</td>
<td>Pellman perms</td>
</tr>
<tr>
<td>PY7205</td>
<td>YEF473a S288c his3 leu2 trp1 ura3 MATa</td>
<td>E. Bi (U. Penn)</td>
</tr>
<tr>
<td>PY7206</td>
<td>YEF473a S288c his3 leu2 trp1 ura3 cdc24-4 MATa</td>
<td>E. Bi (U. Penn)</td>
</tr>
<tr>
<td>PY6573</td>
<td>BY4741 GALL-CDC20-kanR GFP-TUB1-URA3 SHS1-GFP-HIS3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY6545</td>
<td>BY4741 hof1::his3MX6 [HOF1 CEN URA3] MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY5453</td>
<td>BY4741 myo1::his3MX6 [MYO1 CEN URA3] MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY5039</td>
<td>BY4741 bem2::kanR MATa</td>
<td>Pellman perms</td>
</tr>
<tr>
<td>PY5032</td>
<td>BY4741 cyk3::kanR MATa</td>
<td>Pellman perms</td>
</tr>
<tr>
<td>PY5033</td>
<td>BY4741 bem3::kanR MATa</td>
<td>Pellman perms</td>
</tr>
<tr>
<td>PY7210</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7211</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR bem2-ts(#84)-HIS3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7212</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR MYO1-GFP-kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7213</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR MYO1-GFP-kanR bem2-ts(#84)-HIS3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7214</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR IQG1-GFP-kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7215</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR IQG1-GFP-kanR bem2-ts(#84)-HIS3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7216</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR INN1-GFP-kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7217</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR INN1-GFP-kanR bem2-ts(#84)-HIS3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7218</td>
<td>BY4741 MET3-CDC20-TRP1 SHS1-mCherry-hygR IQG1-GFP-kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7219</td>
<td>BY4741 MET3-CDC20-TRP1 SHS1-mCherry-hygR IQG1-GFP-kanR bem2-ts(#84)-LEU2 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7220</td>
<td>BY4741 MET3-CDC20-TRP1 SHS1-mCherry-hygR INN1-GFP-kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7221</td>
<td>BY4741 MET3-CDC20-TRP1 SHS1-mCherry-hygR INN1-GFP-kanR bem2-ts(#84)-LEU2 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7222</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR ste20::kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7223</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR bem2-ts(#84)-HIS3 ste20::kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7224</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR IQG1-kanR ste20::URA3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7225</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR IQG1-kanR bem2-ts(#84)-HIS3 ste20::URA3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7226</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR CHS2-GFP-kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7227</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR CHS2-GFP-kanR bem2-ts(#84)-HIS3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7228</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR CHS3-GFP-kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7229</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR CHS3-GFP-kanR bem2-ts(#84)-HIS3 MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7230</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR ACE2-GFP-kanR MATa</td>
<td>This study</td>
</tr>
<tr>
<td>PY7231</td>
<td>BY4741 MET3-CDC20-TRP1 GFP-TUB1-LEU2 SHS1-mCherry-hygR ACE2-GFP-kanR bem2-ts(#84)-HIS3 MATa</td>
<td>This study</td>
</tr>
</tbody>
</table>
### Table 3-2: Plasmids used in Chapter 3

<table>
<thead>
<tr>
<th>Plasmid</th>
<th>Relevant features</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB70</td>
<td>pRS316 URA3 CEN AmpR</td>
<td>Pellman perms</td>
</tr>
<tr>
<td>PB72</td>
<td>pRS415 LEU2 CEN AmpR</td>
<td>Pellman perms</td>
</tr>
<tr>
<td>PB158</td>
<td>2µ URA3</td>
<td>Pellman perms</td>
</tr>
<tr>
<td>PB3050</td>
<td>pRS415 GAL1-HA-CDC42 LEU2 CEN AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3054</td>
<td>pRS415 HA-CDC42 LEU2 CEN AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3055</td>
<td>pRS415 HA-cdc42&lt;sup&gt;Q61L&lt;/sup&gt; AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3056</td>
<td>pGEX-5X-1 GST-STE20(332-411) AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3057</td>
<td>pRS415 MET3-HA-CDC42 CEN LEU2 AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3058</td>
<td>pRS415 MET3-HA-CDC42&lt;sup&gt;Q61L&lt;/sup&gt; CEN LEU2 AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>YE251-CDC24</td>
<td>CDC24 LEU2 2µ AmpR</td>
<td>D. Johnson (1)</td>
</tr>
<tr>
<td>pAJ044</td>
<td>IQG1 2µ URA3</td>
<td>J. Heinisch (2)</td>
</tr>
<tr>
<td>E735</td>
<td>pRS316-HOF1 HOF1 CEN URA3 AmpR</td>
<td>E. Bi (3)</td>
</tr>
<tr>
<td>pVD63</td>
<td>PKC1(HR1-C2)-GFP URA3 CEN AmpR</td>
<td>M. Cyert (5)</td>
</tr>
<tr>
<td>PB3063</td>
<td>pRS316 MYO1 CEN URA3 AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3064</td>
<td>pMET3-CDC20-TRP1 AmpR</td>
<td>F. Uhlmann (7)</td>
</tr>
<tr>
<td>PB3065</td>
<td>pDLB3138 bem2-ts(#84)::LEU2 Integrative AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>PB3066</td>
<td>bem2-ts(#84)::HIS3 Integrative AmpR</td>
<td>This study</td>
</tr>
<tr>
<td>pEL45</td>
<td>ste20::URA3 Integrative</td>
<td>M. Whiteway (8)</td>
</tr>
</tbody>
</table>

Source:


### 3.5.2 Cell synchronization

Synchronization experiments were performed essentially as described (Amon, 2002). For *MET3-CDC20* block/release, cultures grown to log phase in SD-Met media were transferred to YEPD supplemented with 2 mM methionine until >90% of cells were large-budded. For temperature shift experiments, cells were transferred to fresh pre-
warmed media. To release the cells into the cell cycle, the cells were washed with 3 culture volumes of SD-Met and resuspended in SD-Met.

### 3.5.3 Isolation of bem2-ts mutants

Temperature-sensitive bem2 mutants were isolated by a mutagenic PCR and gap-repair strategy similar to that used for cdc42 mutants (Moskow et al., 2000). In brief, mutants were generated using error-prone PCR of the Bem2 GAP domain, and recombined into a low-copy plasmid by gap repair (homologous recombination in yeast). Mutants were screened for those that could complement the synthetic lethality of cla4Δ bem2Δ and rga1Δ bem2Δ strains at 24°C but not 37°C. The tight bem2-84 mutant was sequenced and found to carry two amino acid substitutions (K1986R and I2041N) in the GAP domain.

### 3.5.4 Microscopy and image analysis

Cells were imaged using an automated Zeiss AX10 microscope equipped with a 63x 1.4 NA Plan-Apochromat objective at room temperature. Images were acquired with a CoolSnap HQ (Roper Scientific) camera. The microscope and camera were controlled by Slidebook (Intelligent Imaging Innovations) software, which was also used for image analysis. Photoshop (Adobe) was used for assembling figures. Cells were fixed by addition of 3.7% formaldehyde directly to the culture for 5-10 min, followed by washing three times with phosphate-buffered saline. Fixed cells were vortexed for 90 sec before imaging. Cells were imaged at 0.3 µm intervals in the Z-plane to characterize localization of proteins. For scoring cell morphology, cells were considered connected if two
equivalent-sized cell bodies were directly adjacent and showed evidence of repolarization or rebudding. More than 200 cells were scored for each time point for each synchronization experiment. Zymolyase treatment and Calcofluor White staining were performed as described (Pringle, 1991; Tolliday et al., 2002). Briefly, for zymolyase treatment, cells were fixed for 1 hr with 3.7% formaldehyde, washed three times with PBS, twice with KS buffer (1.2M sorbitol 50mM KHPO₄), and then resuspended in KS containing 0.2 mg/ml zymolyase (Zymo Research) and 2 mM DTT until >90% of cells lost their refractive appearance. To visualize chitin, cells were fixed with 3.7% formaldehyde, washed three times with PBS, incubated with 1 mg/ml calcofluor white (Fluorescent brightener 28, Sigma) for 5 min, and then washed three times with PBS before imaging. For fluorescence microscopy images, unless otherwise noted a maximum-intensity projection of a Z-stack is shown.

For transmission electron microscopy cells were released from a metaphase arrest, and samples from 20 and 30 min after release were pooled and fixed with 2.5% glutaraldehyde for 1 hr, washed twice with water, resuspended in 4% potassium permanganate, washed twice with water, and incubated with 7% uranylacetate for 30 min, followed by dehydration and embedding, as described previously (Meitinger et al., 2011).
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## 4.5 References
4.1 Cdc42 activity changes across the cell cycle

In Chapter 2 I presented data that Cdc42 undergoes changes in GTP-loading and local activation as *Saccharomyces cerevisiae* cells traverse the cell division cycle, with peaks at G1/S and at anaphase and troughs during G2, cytokinesis, and early G1 (Fig 2-2). Furthermore, and consistent with previous studies that Cdc42 activity needs to be suppressed at the bud neck to ‘clear the slate’ after cytokinesis for normal bud site selection (Meitinger et al., 2013; Tong et al., 2007), our data indicate that Cdc42 activity at the bud neck during cytokinesis is markedly reduced compared to at the budding site during polarization in the next cell cycle (Fig 2-3). Overall, these data indicate that Cdc42 activation is under tight control by the cell cycle machinery in order to promote actin polarization at the correct site and at the correct time. These changes in Cdc42 activity are functionally critical for normal cell division, as demonstrated by the cytokinesis defects caused by persistent and inappropriate Cdc42 activation during mitotic exit (Chapter 3). While the current work has identified the major changes in Cdc42 GTP-loading across the cell cycle, it also raises new and interesting questions about how Cdc42 activity is regulated in time and space.

4.1.1 Upstream cell cycle regulation of Cdc42 GTP-loading at G1/S

The CRIB pulldown assay I developed to measure Cdc42 GTP-loading from budding yeast lysates could potentially shed light on several interesting questions. While it is widely assumed that late G1 cyclin/Cdk1 activity controls Cdc42 activation and cell polarization, this could be formally tested by measuring Cdc42 GTP-loading in synchronized *cdkl-as* analog-sensitive mutants, where kinase activity is blocked by
addition of an ATP analog (Bishop et al., 2000). The CRIB pulldown assay could also be useful in future studies examining the effect of Cdk1-dependent phosphorylation of cell polarity regulators, in particular of the Cdc42-GEF Cdc24 and Cdc42-GAPs. So far no obvious phenotypes have been observed when known or predicted Cdk1 sites in these proteins (such as Cdc24, Rga2, and Bem2) have been mutated \textit{in vivo}, likely due to redundancy, but perhaps combining these mutant alleles in a single strain would cause detectable differences in Cdc42-GTP loading at the G_{1}/S transition (Knaus et al., 2007; McCusker et al., 2007; Sopko et al., 2007; Wai et al., 2009). Overall, the GST-CRIB pulldown assay should prove to be a useful tool to assess how Cdc42 GTP-loading is regulated not only during cell polarization but also in other contexts, including mating and stress responses.

4.1.2 What is the function of active Cdc42 during anaphase?

Other questions raised by this work regard the Cdc42 activation that I observed during anaphase (Fig 2-2C). The first question is which cell cycle regulators are involved. Mitotic Clb/Cdk1 is one cell cycle regulator that retains activity at early anaphase (Rahal and Amon, 2008). Since mitotic Clb/Cdk1 complexes are generally thought to inhibit polarization, it is non-intuitive that they would promote Cdc42 GTP-loading (Lew and Reed, 1993). One possibility is that Clb/Cdk1 promotes a short burst of GTP-loading (or inhibition of GAP activity) across the entire cell cortex, which would be consistent with the complete depolarization of actin patches and cables that occurs prior to mitotic exit (Bi and Park, 2012). Alternatively, other cell cycle regulators or pathways, such as the
Cdc14 early anaphase release (FEAR) network, could promote Cdc42 activity during anaphase, either directly or indirectly.

The function of Cdc42 during anaphase remains to be elucidated. While genetic data indicate that Cdc42 promotes the Mitotic Exit Network (MEN) through several effector proteins, including Cla4 and Ste20, so far it is unclear whether Cdc42 activation during mitosis is required for normal functioning of this pathway. In support of an active role for Cdc42 during anaphase, the kinase activity of the Cdc42 effector PAK kinase Cla4 peaks during late mitosis (Benton et al., 1997). On the other hand, while cells that lack MEN components arrest in late anaphase, cells that lack the function of Cdc42 or the GEF Cdc24 arrest as unbudded cells, so it is likely that Cdc42 plays at most a contributory or fine-tuning role to promote MEN signaling during mitosis (Adams et al., 1990; Adams and Pringle, 1984; Iwase et al., 2006; Johnson and Pringle, 1990; Stegmeier and Amon, 2004; Tolliday et al., 2002). The role of Cdc42 in MEN signaling during mitosis could be tested using GALL-CDC20 synchronization of tight cdc42-ts mutants or using the Cdc42 temperature-degron mutant and monitoring cell cycle progression and Cdc14 release from the nucleolus as readouts for the Mitotic Exit Network (Iwase et al., 2006; Lu and Cross, 2009).

4.2 Cdc5/Polo inhibits Cdc42 activity during mitotic exit

4.2.1 Regulation of Cdc42-GAPs Bem2 and Bem3

My data indicate that the conserved mitotic regulator Cdc5/Polo kinase is one upstream inhibitor of Cdc42 GTP-loading during mitotic exit, likely acting through the Cdc42-GAP proteins Bem2 and Bem3 (Fig 2-4). Understanding the exact mechanism by
which Cdc5/Polo controls Cdc42 inactivation will be an interesting topic. By analogy to previous work from the Pellman laboratory investigating the Cdc5/Polo-dependent regulation of Rho1-GEFs, mass spectrometry could identify the exact Polo-dependent phosphorylation sites in both of these proteins (Dephoure et al., 2012; Yoshida et al., 2006). The large (approximately 250 kD) size of Bem2 may impede this effort, but since Bem2 only has one canonical Polo-box binding motif (S[S/T]P), an alternative approach would be to construct a mutant that is defective for binding to Cdc5/Polo similar to the bem3-ST mutant described in Chapter 2 (Elia et al., 2003a; Elia et al., 2003b; Yoshida et al., 2006). Subsequent experiments could determine the localization, stability, and activity of phosphosite mutants, along with whether the mutants possess any polarization or cytokinesis defects. Overall, based on our model I predict that Cdc5/Polo-dependent phosphorylation will promote the function of Bem2 and Bem3 to downregulate Cdc42 during mitotic exit.

4.2.2 Other potential targets of Cdc5/Polo kinase during mitotic exit

While so far only the Rho-family GEFs and GAPs have been screened for binding to the Polo-box domain of Cdc5 (Yoshida et al., 2006), it is possible that other Cdc42 regulators or downstream effectors could be targets of Cdc5/Polo to inhibit Cdc42 activation and downstream signaling during mitotic exit and cytokinesis. Bem1, the scaffold protein proposed to be involved in an autocatalytic positive feedback of Cdc42 activation during symmetry breaking (Kozubowski et al., 2008), is one attractive target that is known to undergo Cdk1-dependent phosphorylation in vitro and in vivo, which often primes for further phosphorylation by Cdc5/Polo (Elia et al., 2003a; Elia et al.,
Bem1 contains three canonical Polo-box binding motifs in its N-terminus (Yeast Genome Database). In a simple scenario, Cdc5/Polo phosphorylation could lead to disruption of the tri-partite Bem1-PAK-GEF complex. Consistent with this notion, expression of an artificial fusion of Cdc24 to the PAK kinase Cla4 to bypass Bem1 led to hyperpolarized growth in approximately 10% of cells, suggesting that this complex could interfere with normal actin depolarization during mitosis (Kozubowski et al., 2008).

Another appealing potential target of Cdc5/Polo is Gps1, which sustains Rho1 localization but inhibits Cdc42-dependent polarization at the division site during the M-to-G1 transition (Meitinger et al., 2013). Although the phosphorylation state of Gps1 is unknown, the protein does contain two canonical Polo-box binding motifs (Yeast Genome Database). The exact function of Gps1 is unclear, but it appears to interact directly with Cdc42, and in the absence of Gps1 cells polarize Cdc42 and rebud within the old division site following cytokinesis, leading to cell lysis (Meitinger et al., 2013). Therefore, the hypothetical Cdc5/Polo-dependent regulation may affect the ability of Gps1 to interact with Cdc42 or otherwise promote its function.

Another plausible approach to inactivate Cdc42 during mitotic exit is to increase the activity of the Rho-GDI Rdi1, which is expected to reduce the amount of Cdc42 able to be activated at the plasma membrane via sequestration in the cytoplasm. One way to test this idea is to determine whether the membrane association of Cdc42 in lysates from synchronized cell populations changes during mitotic exit and cytokinesis and then determining whether any changes depend on Cdc5/Polo (Tiedje et al., 2008). This experiment could also address whether Rdi1 activity changes during polarization at G1/S,
where Rdi1 has been proposed to play a role in Cdc42 clustering and recycling at the presumptive bud site (Freisinger et al., 2013; Slaughter et al., 2009).

If none of these proteins are involved in inhibition of Cdc42 activity during mitotic exit, another way to address this question is to take an unbiased approach, such as by comparing the phospho-proteomes of cdc5-2 cells to cdc15-2 cells that contain high Cdc5/Polo activity by stable isotope labeling by amino acids in cell culture (SILAC) or other mass spectrometry-based approaches (Wu et al., 2011). Since both mutants arrest at a similar point in the cell cycle, proteins that exhibit decreased phosphorylation in cdc5-2 mutants are potential Cdc5 substrates. Proteins involved in cell polarization or Rho GTPase regulation identified by this approach would be strong candidates for further testing.

4.3 Cdc42 inhibits cytokinesis and cell separation in S. cerevisiae

As presented in Chapter 3, I found that Cdc42 activation impairs the growth of cytokinesis mutants, especially in cells that lack a contractile actin ring and thus rely on septum formation for survival (Fig 3-1). Importantly, failure to inactivate Cdc42 during cytokinesis causes a defect in septum formation (Fig 3-7) and cell separation (Fig 3-2, 3-3) that requires the PAK kinase Ste20 (Fig 3-9B) and appears to involve mislocalization of the septum formation proteins IQG1 and INN1 (Fig 3-8). These findings open up a number of future avenues for research to understand how Cdc42 interferes with cytokinesis.

4.3.1 How does Cdc42 affect IQG1 during cytokinesis?
I found that the IQGAP homologue Iqg1 had a partial localization defect during cytokinesis in bem2-ts cells (Fig 3-8A,C). Several important outstanding questions remain regarding how Cdc42 affects Iqg1 during cytokinesis. The first question is the nature of the localization defect. Because my experiment analyzed fixed cells released from a metaphase arrest, it is not clear if the localization defect and decreased fluorescence intensity during cytokinesis is an issue of mislocalization to a cytoplasmic pool, premature contraction of the ring, or premature degradation of Iqg1 (Ko et al., 2007). These questions could be addressed by live-cell fluorescence microscopy of synchronized MET3-CDC20 SHS1-mCherry IQG1-GFP bem2-ts cells using a microfluidic chamber that can maintain the cells at the restrictive temperature of 37°C, along with Western blotting to assess Iqg1 protein levels.

Another question is whether active Cdc42 directly interacts with Iqg1 to cause the inefficient localization during cytokinesis via sequestration. At present the physical interaction between GTP-Cdc42 and Iqg1 is not clear; by yeast two-hybrid Iqg1 interacts with GTP-Cdc42 but not GDP-Cdc42, while so far only very weak protein binding interactions have been observed (Osman and Cerione, 1998; Shannon and Li, 1999). A first step would be to test whether GTP-locked GST-Cdc42Q61L is able to pull down Iqg1 from yeast cell lysates to a greater extent than GDP-locked GST-Cdc42T17N. If an interaction were detected, then it would be interesting to test whether mutational disruption of the interaction with Cdc42 can suppress the cell separation defect of bem2-ts cells. Consistent with a possible sequestration of Iqg1 by active GTP-Cdc42, my preliminary unpublished data suggests that Iqg1-GFP can localize ectopically to the tips of polarized bud projections that form after extended incubation of cdc5-2 mutants at the
restrictive temperature. These polarized projections depend on Cdc42, and GTP-Cdc42 is enriched at their tips (S. Yoshida and D. Pellman, unpublished data).

4.3.2 Targets of Ste20 during cytokinesis

The PAK kinase Ste20 is required for the cell separation defect caused by Cdc42 activation in bem2-ts cells (Fig 3-9B). Taken together with previous work in fission yeast and mammalian cells, this finding strongly suggests that PAK kinases are evolutionarily conserved negative regulators of cytokinesis (Bastos et al., 2012; Loo and Balasubramanian, 2008). In fission yeast, the PAK homolog Pak1/Orb2 phosphorylates the myosin II regulatory light chain Rlc1 at two residues, which appears to inhibit premature contractile actin ring (CAR) constriction especially in conditions where anaphase is delayed (Loo and Balasubramanian, 2008). The budding yeast homolog Mlc2 does not play a major role in CAR contraction but instead functions in CAR disassembly, so it is unclear if a similar mechanism would operate in budding yeast (Luo et al., 2004). In mammalian cells, inhibition of PAK1 is proposed to limit inappropriate adhesion at the cell division site, although the exact target is not clear (Bastos et al., 2012). Therefore, understanding how Ste20 interferes with cytokinesis will be an interesting future direction of research.

Despite many years of study, only a few bona fide Ste20 substrates are known. Ste20 has a well-known role as an upstream activating kinase for several MAPK pathways, including the mating, pseudohyphal growth, and high osmolarity glycerol (HOG) pathways (Cullen and Sprague, 2012; Dohlman and Slessareva, 2006; Saito and Posas, 2012). While these pathways are unlikely to inhibit cytokinesis, deletion of
downstream kinases could be tested for suppression of the cell separation defect of *bem2-ts* cells. The HOG pathway is especially unlikely to inhibit cytokinesis, as the upstream osmosensor Sho1 was recently reported to be involved in normal septum formation (Labedzka et al., 2012). Another clear substrate is the type I myosin Myo3, which activates the Arp2/3 complex that is required for actin nucleation in actin patches (Lechler et al., 2000; Wu et al., 1997). The non-phosphorylatable *myo3-S357A* mutant could be tested for suppression of the *bem2-ts* cell separation defect.

A targeted *in vitro* screen identified a modest number of candidate Ste20 substrates, including the formin Bni1 and the polarisome component Bud6, and Ste20 is partially required for Bni1 phosphorylation *in vivo* (Annan et al., 2009; Goehring et al., 2003). Only a few proteins related to polarization (*Bem1, Boi1*), exocytosis (*Sec2, Exo84, Sro7*), and cell wall integrity (*Ssd1*) were identified as potential Ste20 targets in a large scale *in vitro* screen for kinase substrates (Ptacek et al., 2005). While these proteins are candidates to be involved in Ste20’s inhibition of cytokinesis, it would also be interesting to define novel *in vivo* substrates of Ste20, perhaps by constructing an analog-sensitive allele of Ste20 and performing quantitative phosphoproteomic analysis after inhibition, similar to the approach taken by the Morgan lab to identify *in vivo* Cdk1 phosphorylation sites (Holt et al., 2009). A parallel screen using the analog-sensitive *cla4-as* mutant could be used to subtract out targets of the partially overlapping PAK kinase Cla4 (Weiss et al., 2000). This screen could identify Ste20 targets involved in cytokinesis, but could also identify targets involved in mitotic exit, which remain unknown (Hofken and Schiebel, 2002; Reiser et al., 2006). Overall, understanding the role of Ste20 in cytokinesis may require broadening our list of Ste20 substrates.
4.3.3 Potential connection of the ‘NoCut’ pathway to Cdc42

The ‘NoCut’ pathway is a signaling network involving the Ipl1/Aurora B kinase that is proposed to inhibit abscission in response to spindle defects or the presence of chromatin across the bud neck (Mendoza et al., 2009; Norden et al., 2006). Interestingly, the most downstream effectors implicated in the process are the polarity scaffolds Boi1 and Boi2, which were compared by the authors to anillin due to the presence of a PH-domain and the fact that they have multiple binding partners (Norden et al., 2006).

Based on these reports, and the fact that Boi1/Boi2 are considered effectors of Cdc42 during cell polarization (Bender et al., 1996; Matsui et al., 1996; McCusker et al., 2007), it would be interesting to test whether manipulations that cause the NoCut-dependent abscission delay affect Cdc42 activation. Future experiments could also test whether Boi1/2 are required for the cell separation defect of bem2-ts cells. Since a similar Aurora B-dependent pathway operates in mammalian cells to delay abscission, understanding whether the ability of Cdc42 to interfere with or delay cytokinesis is exploited by cells under conditions where cytokinesis could be deleterious would be of broad interest (Steigemann et al., 2009).

4.4 Final Conclusions

Overall, this work shows that Cdc42 activity changes across the Saccharomyces cerevisiae cell cycle, with peaks at G1/S and anaphase, and troughs during G2 and cytokinesis/early G1. In particular, Cdc42 activity is suppressed at the bud neck during cytokinesis compared to at the polarization site during G1/S. The conserved mitotic
regulator Cdc5/Polo kinase is one upstream negative regulator of Cdc42 activity, which likely functions through Cdc42-GAPs. Failure to inactivate Cdc42 during cytokinesis causes septum formation and cell separation defects, likely due to partial mislocalization of two proteins required for normal septum formation, the IQGAP homolog Iqg1 and Inn1. The PAK kinase Ste20 is required to mediate Cdc42’s inhibitory effect on cytokinesis. Overall, this work not only identified the major changes in Cdc42 activity across the cell cycle but also identified a novel inhibitory effect of Cdc42 during cytokinesis in S. cerevisiae. I anticipate that many of the elements of regulation described in this work could be conserved in other systems.
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