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Abstract

Extreme Value Theory (EVT) is used to analyze the peak sidelobe level distribution for array element positions with arbitrary probability distributions. Computations are discussed in the context of linear antenna arrays using electromagnetic energy. The results also apply to planar arrays of random elements that can be transformed into linear arrays.

Before EVT is introduced, the number of times a beampattern crosses a certain level in an upward direction is considered. For this upward-crossing method, the evaluation of the probability of exceeding a given peak sidelobe is investigated as a function of the antenna array spatial position variance in the asymptotic limit of a large number of array elements.

For sparse arrays with small number of elements, Gaussian approximations to the beampattern distribution at a particular angle introduce inaccuracies to the probability calculations. EVT is applied without making these Gaussian approximations. A bound is given for how close using a certain number of beampattern samples will get to the true peak sidelobe level of a random array. It is shown that the peak sidelobe level distribution converges to a Gumbel distribution in the limit of a large number of beampattern samples when the number of elements is larger than ten. It is also shown that being in the domain of attraction of the Gumbel distribution occurs under weak convergence as the number of elements increases. An expression for the beampattern distribution at a particular angle is given for any number of array elements, and simulations show that it is in the domain of attraction of the Weibull
distribution.
This work was sponsored by the United States Air Force under United States Air Force Contract FA8721-05-C-0002. Opinions, interpretations, conclusions, and recommendations are those of the authors and are not necessarily endorsed by the United States Government.
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Introduction

The way arrays of elements, such as antenna arrays, radiate energy into space is dependent on the spatial distribution of their elements. Usually, the positions and phases at each element is known, and the topography of the radiation can be determined. However, there are applications and conditions where the positions and phases are not known or not known precisely. The positions and phases are described by a probability distribution. Consequently, quantities in the topography of the radiation, or radiation pattern, surrounding an array of elements can also be described by probability distributions.

One such quantity is the beampattern, which is the normalized radiation pattern in the power domain. The main beam is the location of maximum beampattern intensity. Sidelobes are peaks in the beampattern outside of the main beam. Chapter 1 discusses the beampattern and sidelobes in more detail. Chapter 2 then explains the beampattern for linear arrays.

Researchers have long been interested in the peak sidelobe level distribution, which is the distribution of the maximum sidelobe value. Early investigations into this probability distribution was motivated by the need for high resolution and full-scanning capability in space applications. Other applications, which are detailed in Chapter 3, include analysis of communication and target detection systems where antenna arrays with unknown or random element positions can interfere with performance or form the system under analysis. The peak sidelobe level distribution can also help design antenna arrays since elements spaced unequally apart can obtain a narrow main beam but avoid grating lobes. The narrow main
beams become important where direction finding is important, and so the peak sidelobe level distribution is also needed for angle estimation that radiate and receive electromagnetic energy.

Methods used to calculate the peak sidelobe level distribution were to sample the beampattern at equally spaced intervals and to use the number of times the beampattern crosses a certain level in an upward direction. In Chapter 4, we investigate these methods of calculating the peak sidelobe level distribution and make the following contributions:

- A closed form expression for the peak sidelobe level distributions is determined in terms of the element position distribution for beampatterns with angle-independent statistics given an arbitrary antenna location probability density. The conditions in which this closed form expression can be found from angle-independent statistics are discussed.
- The limit of peak sidelobe level distributions as the aperture and number of nodes increases is investigated.

When using the sample and upcrossing methods in previous research, the quadrature components of the antenna array factor were approximated as Gaussian random variables. However, these Gaussian approximations cause the beampattern probability distribution calculations for arrays with a small number of elements to become inaccurate, especially for sparse arrays. In Chapter 5, we attempt to calculate the peak sidelobe level distribution without making the Gaussian approximations by using Extreme Value Theory (EVT). With the EVT approach in this thesis, samples of the beampattern are taken, and we give a bound to how close the EVT peak sidelobe level distribution gets to the true distribution. An expression for the beampattern distribution at a particular angle is given. It is shown that with a large number of elements, the beampattern distribution is in the domain of attraction of the EVT Gumbel distribution. We also show that the domain of attraction of the Gumbel distribution occurs under weak convergence as the number of elements is increased. When
the number of elements is less than ten, the calculations become non-trivial, and simulations show that the beampattern distributions are in the domain of attraction of the Weibull distribution. We calculate the EVT distribution parameters from the number of samples taken of the beampattern. Tables are given to determine the number of samples for different number of elements and element position variances.

The peak sidelobe level probability distribution computations are done for arrays with independent and identically distributed (iid) element positions. The work is motivated by antenna arrays utilizing electromagnetic energy, but the computations may be applied to any array system whose power output is a function of the sum of phase differences in its elements. We concentrate on analyzing the peak sidelobe level for linear arrays. This work also applies to planar arrays whose element position distributions allow a transformation of the beampattern equation to make it similar to linear arrays.

Chapter 6 shows how calculating the peak sidelobe level distribution using EVT can be applied to radar where the equation for the beampattern introduces correlated random variables.
Chapter 1

Antenna Radiation Pattern and Sidelobes

1.1 Antenna Introduction

The IEEE definition of an antenna in Ref. [2] is the part of a transmitting or receiving system that radiates or receives electromagnetic energy. The spatial distribution of the electromagnetic energy around an antenna forms its radiation or antenna pattern. An individual antenna’s radiation pattern is the same whether it is transmitting or receiving energy, a property known as the reciprocity of antennas. Antennas do not need an external power source to operate. If an antenna is powered, it is done to operate associated electronics such as low-noise amplifiers.

Transducers used in sonar may also be called antennas. Analysis of the radiation pattern of these acoustic sensors is similar to that of antennas using electromagnetic energy. In this thesis, we will discuss the radiation pattern using the IEEE definition of antenna, but the computations can be applied to acoustic antenna radiation patterns.

Antennas are mostly used in the radio wave and microwave portions of the electromagnetic
spectrum, which include frequencies below 300 GHz. For the infrared, visible, and higher frequency portions of the spectrum, other methods of transmission and reception such as lasers, lenses, and photodetectors are used [3]. There has been research in using optical antennas [4]. An example is nanotenna development for the infrared frequency region [5]. The material properties of these optical antennas are investigated in much of the research, but a discussion of the state-of-the-art of this technology is beyond the scope of this thesis. The equations in this thesis may be used with any wavelength in the electromagnetic spectrum.

Many different types of antennas exist. Each has performance properties that make them desirable to certain situations. When the operating frequency is relatively narrow, antennas such as dipoles and microstrip patches may be used. Conical or planar spiral antennas can be used when a wide range of operating frequencies is desired. When size constraints relative to the operating wavelength are issues, then helical or rhombic antennas may be used. In aperture antennas such as the horn and reflector, the size of the physical aperture or opening over which the electric and magnetic fields are distributed defines the antenna radiation properties. Aperture antennas may be useful in applications where the antenna needs to be flush with a surface.

In this thesis, we are concerned with antenna arrays, which are interconnected antennas arranged in space. Antenna arrays combine power from many antennas to improve signal strength. Their radiation pattern can be electronically steered. The ability to manipulate the radiation pattern with the positions or phase centers of each array element allows spatial signal processing.

There are several metrics to measure antenna performance. The ones usually used are:

- Voltage standing wave ratio (VSWR)
- Polarization
- Radiation patterns
• Directivity and gain

• Sidelobe levels.

VSWR and polarization will be explained here briefly. It is the last item, sidelobe levels, which is the focus in this thesis. A discussion of radiation patterns, directivity, and gain is needed to understand sidelobe levels.

1.1.1 VSWR

VSWR characterizes the mismatch between antenna and transmission line impedances. Antennas are connected to the rest of the transmitting or receiving system through a transmission line. Both the antenna and transmission line have complex impedances made up of their electrical resistance and reactance. If the impedance of the antenna does not match the impedance of the transmission line, then energy will be lost between the antenna and the rest of the transmitter or receiver. The frequency bandwidth of an antenna may be specified using the frequencies where $VSWR < 2.0 : 1$ [6].

1.1.2 Polarization

Polarization describes the orientation of a radiated wave’s electric field as it propagates in time. The orientations are taken with respect to the Earth’s surface. An example is horizontal polarization where the electrical field oscillates right and left in time. Another orientation is left-hand elliptical polarization where the electric field direction and magnitude oscillates clockwise as it propagates to the observer. Maximum energy transfer between a transmit and a receive antenna will occur when both antennas have the same polarization.
1.2 Coordinate System Specification

Before radiation pattern is discussed, we will define the coordinate system used. Fig. 1.1 shows the orientations of the cartesian \((x, y, z)\) and spherical \((r, \phi, \theta)\) coordinates. The unit vectors for the cartesian and spherical directions are orthogonal. The relationships among the coordinates are:

\[
\begin{align*}
    x &= r \cos(\theta) \\
    y &= r \sin(\theta) \cos(\phi) \\
    z &= r \sin(\theta) \sin(\phi)
\end{align*}
\]

and the unit vectors for the spherical coordinate system are:

\[
\begin{align*}
    \mathbf{\hat{r}} &= \cos(\theta)\mathbf{\hat{x}} + \cos(\phi)\sin(\theta)\mathbf{\hat{y}} + \sin(\theta)\sin(\phi)\mathbf{\hat{z}} \\
    \mathbf{\hat{\theta}} &= -\sin(\theta)\mathbf{\hat{x}} + \cos(\theta)\cos(\phi)\mathbf{\hat{y}} + \cos(\theta)\sin(\phi)\mathbf{\hat{z}} \\
    \mathbf{\hat{\phi}} &= -\sin(\phi)\mathbf{\hat{y}} + \cos(\phi)\mathbf{\hat{z}}
\end{align*}
\]

where \(\mathbf{\hat{x}}, \mathbf{\hat{y}}, \) and \(\mathbf{\hat{z}}\) are the unit vectors for the \(x, y,\) and \(z\) cartesian coordinate directions, respectively.

\[\text{Figure 1.1: Cartesian }(x, y, z)\text{ and spherical }(r, \phi, \theta)\text{ coordinate system definition}\]
1.3 Radiation Pattern

The radiation pattern shows how electromagnetic energy is transmitted or received in angle around an antenna. Electromagnetic wave propagation around an antenna can be divided into three regions: reactive near field, radiating near field, and the far field. When radiation pattern is mentioned, it typically refers to a quantity from electromagnetic wave propagation in the far-field.

Electric and magnetic fields produced or reached by an antenna form the transmitted or received electromagnetic energy. Let there be a small antenna, or dipole, of length $\Delta x$ oriented in the $\hat{x}$ direction and centered at the origin with current $I$. For the dipole, $\Delta x << \lambda$ where $\lambda$ is the operating wavelength. The antenna is shown in Fig. 1.2.

![Figure 1.2: Dipole antenna of length $\Delta x$ with current $I$](image)

The electric field at some point a distance $r = \sqrt{x^2 + y^2 + z^2}$ from the antenna is given in phasor notation with time dependence not being shown by

$$E(r, \theta, \phi) = \frac{I \Delta \eta \cos(\theta)e^{-j\beta r}}{4\pi \beta r^3} \hat{r} + \frac{I \Delta \eta \sin(\theta)e^{-j\beta r}}{4\pi \beta r^3} \hat{\theta}$$  \hspace{1cm} (1.1)
where $\beta$ is the wave number corresponding to wavelength $\lambda$, or

$$\beta = \frac{2\pi}{\lambda},$$

and $\eta$ is the intrinsic impedance of the medium. The magnetic field is given by

$$\mathbf{H}(r, \theta, \phi) = \left( \frac{I\Delta x \sin(\theta)e^{-j \beta r}}{4\pi r^2} + \frac{j\beta I\Delta x \sin(\theta)e^{-j \beta r}}{4\pi r^2} \right) \hat{\phi}. \quad (1.2)$$

Derivations of Eqs. (1.1) and (1.2) from Maxwell’s equations can be found in Ref. [7]. Ref. [7] also gives in more detail the following discussion in calculating and interpreting the time-average power density.

The reactive near field is close to the antenna. Here, $r \ll \lambda$. From Eqs. (1.1) and (1.2), the electric and magnetic field vectors may be approximated by

$$\mathbf{E}(r, \theta, \phi) \approx -\frac{jI\Delta x \eta \cos(\theta)e^{-j \beta r}}{4\pi \beta r^3} \hat{r} - \frac{jI\Delta x \eta \sin(\theta)e^{-j \beta r}}{2\pi \beta r^3} \hat{\theta} \quad (1.3)$$

and

$$\mathbf{H}(r, \theta, \phi) \approx \frac{I\Delta x \sin(\theta)e^{-j \beta r}}{4\pi r^2} \hat{\phi}. \quad (1.4)$$

The power flow density, or Poynting vector, is given by

$$\mathbf{S}(r, \theta, \phi) = \frac{1}{2} \mathbf{E}(r, \theta, \phi) \times \mathbf{H}^*(r, \theta, \phi). \quad (1.5)$$

In Eq. (1.5), the Poynting vector is the time-average power density. Using Eqs. (1.3) and (1.4), we have

$$\mathbf{S}(r, \theta, \phi) \approx -\frac{jI^2 \Delta x^2 \eta \sin^2(\theta)}{16\pi^2 \beta^5} \hat{r} + \frac{jI^2 \Delta x^2 \eta \sin(\theta) \cos(\theta)}{32\pi^2 \beta^5} \hat{\theta}. \quad (1.6)$$

We see that the time-average power density vector contains only imaginary parts. The imaginary parts indicate reactive energy and the presence of standing waves. The propagating real radial power is not as dominant.
As $r$ increases, the radiating near field is reached, and the electric and magnetic field vectors can be approximated by

$$
\mathbf{E}(r, \theta, \phi) \approx \frac{I\Delta x \eta \cos(\theta)e^{-j\beta r}}{4\pi^2} \hat{r} \\
+ \left(\frac{I\Delta x \eta \sin(\theta)e^{-j\beta r}}{2\pi^2} + \frac{j\beta I\Delta x \eta \sin(\theta)e^{-j\beta r}}{4\pi r}\right) \hat{\theta}
$$

and

$$
\mathbf{H}(r, \theta, \phi) \approx \frac{j\beta I\Delta x \sin(\theta)e^{-j\beta r}}{4\pi r} \hat{\phi}
$$
giving a time-average power density vector approximated by:

$$
\mathbf{S}(r, \theta, \phi) \approx \frac{\beta^2 I^2 \Delta x \sin^2(\theta) e^{-2j\beta r}}{32\pi^2 r^3} \hat{r} + \frac{j\beta^2 I^2 \Delta x \eta \sin(\theta) \cos(\theta) e^{-2j\beta r}}{32\pi^2 r^3} \hat{\theta}
$$

In the radiating near field, the real part of the radial component of the time-average power density becomes more dominant, but there is still some reactive energy. The real part indicates the propagating energy. The boundary between the reactive near field and the radiating near field may be taken as:

$$
r = 0.62 \sqrt{\frac{\Delta x^3}{\lambda}}, [6]
$$

As $r$ increases beyond

$$
r = \frac{2\Delta x^2}{\lambda}, [6]
$$

the far-field region is reached. Here, the electric and magnetic field vectors may be approximated by

$$
\mathbf{E}(r, \theta, \phi) \approx \frac{j\beta I\Delta x \eta \sin(\theta)e^{-j\beta r}}{4\pi r} \hat{\theta}
$$

$$
\mathbf{H}(r, \theta, \phi) \approx \frac{j\beta I\Delta x \sin(\theta)e^{-j\beta r}}{4\pi r} \hat{\phi}.
$$

In the far-field, the relationship between the electric and magnetic field vectors can be stated
as
\[ H(r, \theta, \phi) = \frac{1}{\eta} \mathbf{r} \times \mathbf{E}(r, \theta, \phi). \]

The time-average power density is approximated by:
\[
S(r, \theta, \phi) = \frac{1}{2} \mathbf{E}(r, \theta, \phi) \times H^*(r, \theta, \phi)
\approx \frac{1}{2} \mathbf{E}(r, \theta, \phi) \times \left( \frac{1}{\eta} \mathbf{r} \times \mathbf{E}(r, \theta, \phi) \right)^* \nonumber
\approx \frac{1}{2\eta} (|E_\theta(r, \theta, \phi)|^2 + |E_\phi(r, \theta, \phi)|^2) \mathbf{r}
\approx \frac{\beta^2 R^2 \Delta x^2 \eta \sin^2(\theta)}{32\pi^2 r^2} \mathbf{r}. \tag{1.6}
\]

\( E_\theta(r, \theta, \phi) \) and \( E_\phi(r, \theta, \phi) \) represent the components of the electric field vector in the \( \hat{\theta} \) and \( \hat{\phi} \) directions, respectively. The radial portion of the electric field is zero in the far-field. In the far-field, only the real part, representing the propagating energy, of the time-average power density is dominant.

### 1.3.1 Field Pattern

The radiation pattern is generally discussed in the context of the far-field. When the quantity measured by the radiation pattern is a component of the electric field vector, the radiation pattern may be called the field pattern [2]. If we assume that the electric field vector has only the \( E_\theta(r, \theta, \phi) \) component or the \( E_\phi(r, \theta, \phi) \) component, the field pattern is normalized and is given by
\[
F_i(r, \theta, \phi) = \frac{E_i(r, \theta, \phi)}{E_i(r, \theta_{\text{max}}, \phi_{\text{max}})}
\]
where \( i = \theta \) or \( i = \phi \) depending on whether the measured electric field vector is in the \( \hat{\theta} \) or \( \hat{\phi} \) direction, respectively. In the far-field, the electric field vector will not have a radial component. Also,
\[
\{\theta_{\text{max}}, \phi_{\text{max}}\} = \arg\max_{\theta, \phi} |E_i(r, \theta, \phi)|.
\]
For all values of $\phi$ the field pattern for the dipole is

$$F_\theta(r, \theta, \phi) = \sin(\theta) \equiv F(\theta, \phi).$$

The normalization of the electric field causes the field pattern to become a function of angle and not the radial distance from the antenna. Therefore, the field pattern remains the same at all far-field distances from the antenna.

### 1.3.2 Beampattern in Power Domain

In addition to the field pattern, the radiation pattern may be quantified as the power pattern. The power pattern may be considered as a normalized time-average power density component. It is given by

$$P(r, \theta, \phi) = \frac{S_r(r, \theta, \phi)}{S_r(r, \theta_{\text{max}}, \phi_{\text{max}})} \quad (1.7)$$

where $S_r(r, \theta, \phi)$ is the component of the time-average power density vector in the radial direction and

$$\{\theta_{\text{max}}, \phi_{\text{max}}\} = \arg \max_{\theta, \phi} |S_r(r, \theta, \phi)|. \quad (1.8)$$

The power pattern for the dipole is

$$P(r, \theta, \phi) = \sin^2(\theta) \equiv P(\theta, \phi).$$

From Eqs. (1.6), (1.7), and (1.8), the power pattern may also be expressed as

$$P(\theta, \phi) = \frac{1}{2\eta} \left( |E_\theta(r, \theta, \phi)|^2 + |E_\phi(r, \theta, \phi)|^2 \right)$$

$$= \frac{1}{2\eta} \left( |E_\theta(r, \theta_{\text{max}}, \phi_{\text{max}})|^2 + |E_\phi(r, \theta_{\text{max}}, \phi_{\text{max}})|^2 \right)$$

$$= \left( |E_\theta(r, \theta_{\text{max}}, \phi_{\text{max}})|^2 + |E_\phi(r, \theta_{\text{max}}, \phi_{\text{max}})|^2 \right)$$

$$= |F(\theta, \phi)|^2.$$
The power pattern may also be called the beampattern in the power domain, and it will be referred to as the beampattern for the remaining of the thesis.

1.3.3 Plane Wave Approximation of Far-Field Radiation

The radially propagating electromagnetic energy can be approximated by plane waves in the far-field. We briefly state the far-field magnetic and electric fields of the dipole with space and time dependency as

\[
E(r, \theta, \phi, t) \approx -\frac{\beta^2 I \Delta x}{4\pi \epsilon r} \sin(\theta) \cos(\beta r - \omega t) \hat{\theta}
\]

(1.9)

\[
H(r, \theta, \phi, t) \approx -\frac{\omega \beta I \Delta x}{4\pi r} \sin(\theta) \cos(\beta r - \omega t) \hat{\phi}
\]

(1.10)

where \(t\) is time, \(\omega\) is the operating angular frequency, and \(\epsilon\) is the permittivity of the propagating medium. The power density or Poynting vector is

\[
S(r, \theta, \phi, t) = E(r, \theta, \phi, t) \times H(r, \theta, \phi, t)
\]

\[
\approx \frac{\omega \beta^3}{\epsilon} \left( \frac{I \Delta x}{4\pi r} \right)^2 \sin^2(\theta) \cos^2(\beta r - \omega t) \hat{r}.
\]

Derivations of Eqs. (1.9), (1.10), and (1.11) can be found in Ref. [8]. For any value of \(\theta\), if we plot the magnitude of Eq. (1.11) from \(r = 0\) to the far-field region along with time, then the magnitude will be constant in \(\phi\). As seen in Fig. 1.3, for any value of \(\theta\), the electromagnetic energy intensity contours are circular near the antenna, but can be approximated as plane waves in the far-field region.

1.3.4 Reciprocity of Antennas

The radiation pattern or beampattern of an antenna is the same whether the antenna is transmitting or receiving electromagnetic energy. This property of antennas is called reciprocity. Proof of reciprocity will not be discussed in this thesis. A discussion of reciprocity may be found in other texts such as Ref. [7].
Figure 1.3: Radial propagating electromagnetic energy from dipole antenna to far-field where it can be approximated as a plane wave. \(\theta\) can be any value.

1.4 Directivity and Gain

The directivity of an antenna is defined as the ratio of the radiation intensity in a given direction from the antenna to the radiation intensity averaged over all directions \[\frac{1}{\cos \theta}\] . The radiation intensity in a given direction is defined as

\[ R(\theta, \phi) \equiv S_r(r, \theta, \phi) r^2. \quad (1.12) \]

We can restate Eq. (1.12) as

\[ R(\theta, \phi) = S_r(r, \theta_{\text{max}}, \phi_{\text{max}}) r^2 \cdot P(\theta, \phi) \]
where $\theta_{\text{max}}$ and $\phi_{\text{max}}$ are from Eq. (1.8). The average radiation intensity per steradian is given by

$$R_{\text{ave}} = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi R(\theta, \phi) \sin(\theta) d\theta d\phi$$

$$= \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi S_r(r, \theta_{\text{max}}, \phi_{\text{max}}) r^2 P(\theta, \phi) \sin(\theta) d\theta d\phi$$

$$= \frac{S_r(r, \theta_{\text{max}}, \phi_{\text{max}}) r^2}{4\pi} \int_0^{2\pi} \int_0^\pi P(\theta, \phi) \sin(\theta) d\theta d\phi$$

Now, the directivity in a given direction is

$$D(\theta, \phi) \equiv \frac{R(\theta, \phi)}{R_{\text{ave}}}$$

$$= \frac{S_r(r, \theta_{\text{max}}, \phi_{\text{max}}) r^2 P(\theta, \phi)}{4\pi} \int_0^{2\pi} \int_0^\pi P(\theta, \phi) \sin(\theta) d\theta d\phi$$

$$= 4\pi \frac{P(\theta, \phi)}{\int_0^{2\pi} \int_0^\pi P(\theta, \phi) \sin(\theta) d\theta d\phi}.$$  (1.13)

The gain of antenna is given by

$$G(\theta, \phi) = e_r D(\theta, \phi), \ 0 \leq e_r \leq 1$$  (1.14)

where $e_r$ represents losses in the antenna. The losses could come from the VSWR ratio and mismatch in polarization.

The direction of maximum gain is the direction of the main beam of the antenna. For the
dipole, the gain is given by

\[ G(\theta, \phi) = e_r D(\theta, \phi) \]
\[ = e_r \cdot 4\pi \frac{P(\theta, \phi)}{\int_0^{2\pi} \int_0^\pi P(\theta, \phi) \sin(\theta) d\theta d\phi} \]
\[ = e_r \cdot 4\pi \frac{\sin^2(\theta)}{\int_0^{2\pi} \int_0^\pi \sin^3(\theta) d\theta d\phi} \]
\[ = e_r \cdot 4\pi \frac{8\pi}{3} \sin^2(\theta) \]
\[ = \frac{3}{2} \sin^2(\theta) e_r. \]

The direction of maximum gain occurs when \( \theta = \frac{\pi}{2} \) and \( \phi \) can be any value. Therefore, the main beam direction for the dipole antenna is the entire \( y, z \) plane. The maximum gain direction is the same as the direction of maximum radiation pattern value.

### 1.5 Sidelobes

Other antennas will have different radiation patterns, and therefore, different gain values. For example, the horn aperture antenna with dimensions \( L_x \) and \( L_y \) has the power pattern

\[ P(\theta, \phi) = \frac{16 \sin^2 \left( \frac{\beta L_x \sin(\theta) \cos(\phi)}{2} \right) \sin^2 \left( \frac{\beta L_y \sin(\theta) \sin(\phi)}{2} \right)}{\beta^2 L_x^2 L_y^2 \sin^4(\theta) \cos^2(\phi) \sin^2(\phi)} \]

for large \( L_x \) and \( L_y \). For a uniform line source of length \( L \) with current directed in the \( \hat{x} \) direction, the power pattern is

\[ P(\theta, \phi) = \sin^2(\theta) \frac{\sin^2 \left( \frac{\beta L}{2} \cos(\theta) \right)}{\beta^2 L^2 / 4 \cos^2(\theta)}. \]

Fig. 1.4 shows the power pattern in \( dB \) scale. The direction of maximum gain is at \( \theta = \frac{\pi}{2} \), and it is the direction of the main beam. A definition of how wide the main beam is may vary. The width of the main beam is sometimes taken with respect to where the beampattern
is greater than half its maximum value. The width of the main beam can also be defined as the angular length between the first beampattern null locations around the main beam direction. The main beam may also be referred to as the main lobe.

Figure 1.4: Beampattern of line source showing main lobe and sidelobes

The area of the beampattern outside the definition of the main beam width is the sidelobe region. Local peaks of the beampattern in the sidelobe region are the sidelobes.

The maximum value of the beampattern in the sidelobe region is the peak sidelobe level. It may also be referred to as just the sidelobe level or the peak sidelobe. It is the peak sidelobe level that is of interest in this thesis.
Chapter 2

Linear Antenna Arrays

2.1 Linear Array of Dipoles

Returning to the dipole of length $\triangle x$ with current $I$ in the $\hat{x}$ direction, the electric field when $\theta = \frac{\pi}{2}$ is

$$E(r, \frac{\pi}{2}, \phi) \approx \frac{j\beta I \triangle x \eta e^{-j\beta r}}{4\pi r} \hat{\theta}$$

giving a field pattern of

$$F\left(\frac{\pi}{2}, \phi\right) = 1.$$  

An isotropic antenna has the same radiation intensity in all directions in a sphere around the antenna. Its radiation pattern is unity in all directions, and therefore, its directivity is unity in all directions. A true isotropic antenna cannot exist because continuously non-zero tangent vectors cannot exist on a spherical surface [9].

Although the dipole does not have the same radiation pattern over a sphere that surrounds it, it does have a unity radiation pattern at all angles in the $y, z$ plane. Therefore, it can be considered to have the same radiation pattern as an isotropic antenna when $\theta = \frac{\pi}{2}$ and only the $y, z$ plane is considered.

Instead of one dipole, let there be a few dipole antennas each having length $\triangle x$ and current
In the \( \hat{x} \) direction. Let \( z \)-coordinate positions of these dipole antennas vary. Fig. 2.1 shows four identical dipoles arranged linearly on the \( z \)-axis with different positions. Their positions are at \( z_1, z_2, z_3, \) and \( z_4 \). Position \( z_2 = 0 \) is the origin. All the dipoles have the same isotropic far-field radiation pattern in the \( y, z \) plane. In the far-field, the electromagnetic energy may be approximated by plane waves. The plane wave approximation allows the distance vectors from the dipoles to a far-field observation or measurement point to be approximately parallel. The differences in distance vector lengths are a function of the antenna positions on the \( z \)-axis and the angle \( \phi \) to the observation or measurement point. The electric field at the observation point is a sum of the electric field contributions from each of the dipoles. It is given as

\[
E\left(r, \frac{\pi}{2}, \phi\right) \approx j\beta I \Delta x \eta \left( \frac{e^{-j\beta(r + z_1 \sin(\phi))}}{4\pi(r + z_1 \sin(\phi))} + \frac{e^{-j\beta r}}{4\pi r} + \frac{e^{-j\beta(r + z_3 \sin(\phi))}}{4\pi(r + z_3 \sin(\phi))} + \frac{e^{-j\beta(r + z_4 \sin(\phi))}}{4\pi(r + z_4 \sin(\phi))} \right) \hat{\theta}.
\]  

(2.1)

Figure 2.1: Linear array of dipoles on \( z \)-axis. \( X \)-axis is out of page. Plane wave approximation of far-field radiation.

The far-field observation point will be at a distance much greater than the maximum distance between any two dipoles which in this case gives the relation \( r >> (z_1 - z_4) \). So, Eq.
(2.1) can be simplified to
\[ \mathbf{E}(r, \theta, \phi) \approx \frac{j \beta I \Delta x \eta e^{-j \beta r}}{4\pi r} \left( e^{-j\beta z_1 \sin(\phi)} + 1 + e^{-j\beta z_3 \sin(\phi)} + e^{-j\beta z_4 \sin(\phi)} \right) \hat{\theta}. \]

Normalizing the \( \hat{\theta} \) component of the electric field in Eq. (2.2) gives
\[
F(r, \theta, \phi) \approx \frac{j \beta I \Delta x \eta e^{-j \beta r}}{4\pi r} \left( e^{-j\beta z_1 \sin(\phi)} + e^{-j\beta z_3 \sin(\phi)} + e^{-j\beta z_4 \sin(\phi)} \right)
\]
\[
\approx \frac{1}{4} \sum_{k=1}^{4} e^{-j\beta z_k \sin(\phi)}
\]
\[
\equiv F(\phi, \{z_1, z_2 = 0, z_3, z_4\}). \tag{2.3}
\]

Eq. (2.3) is the field pattern of the set of dipoles in Fig. 2.1.

The antenna setup in Fig. 2.1 is called a linear antenna array. Each isotropic antenna in the antenna array is referred to as an antenna element.

### 2.2 Antenna Array Steering

For the antenna array in Fig. 2.1, the dipole locations along the z-axis affected the phase of electric field from each antenna. The direction of maximum gain, or the direction when the field pattern in unity, is when \( \phi = 0 \). The main beam of the antenna array in the \( y, z \) plane will be directed towards \( \phi = 0 \). If we desire the main beam to point in a different direction, say at \( \phi = \phi_0 \), we can introduce a phase to each of the dipole’s current by
\[
I_k = I e^{j \beta z_k \sin(\phi_0)}, \quad k = \{1, 2, 3, 4\}
\]
where \( k \) represents the \( k \)th dipole. Now, the field pattern is

\[
F(\phi, \phi_0, \{z_1, z_2 = 0, z_3, z_4\}) = j\frac{\Delta x e^{-j\beta r}}{4\pi r} \sum_{k=1}^{4} I_k e^{-j\beta z_k \sin(\phi)}
\]

\[
= j\frac{\Delta x e^{-j\beta r}}{4\pi r} \sum_{k=1}^{4} I_k e^{-j\beta z_k \sin(\phi_0)}
\]

\[
= I \sum_{k=1}^{4} e^{j\beta z_k \sin(\phi_0)} e^{-j\beta z_k \sin(\phi)}
\]

\[
= 1 \sum_{k=1}^{4} e^{-j\beta z_k (\sin(\phi) - \sin(\phi_0))}
\].

Now, the main beam is steered towards angle \( \phi_0 \). This steering can be accomplished mechanically or electronically. When electronic steering is done, the antenna array is called a phased array.

In addition to main beam steering, the currents in each antenna may be phase shifted by an arbitrary amount \( \alpha_k \) with

\[
I_k = I e^{j\beta z_k \sin(\phi_0)} e^{-j\beta \alpha_k}, \quad k = \{1, 2, 3, 4\}.
\]

The field pattern now becomes

\[
F(\phi, \phi_0, \{z_1, z_2 = 0, z_3, z_4\}, \{\alpha_1, \alpha_2, \alpha_3, \alpha_4\}) = \frac{1}{4} \sum_{k=1}^{4} e^{-j\beta (z_k (\sin(\phi) - \sin(\phi_0)) - \alpha_k)}
\].

For \( N \) isotropic antennas on a linear array with positions

\[
z = \{z_1, z_2, \ldots, z_N\}
\]

and phase shifts

\[
\alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_N\},
\]

the field pattern is

\[
F(\phi, \phi_0, z, \alpha) = \frac{1}{N} \sum_{k=1}^{N} e^{-j\beta (z_k (\sin(\phi) - \sin(\phi_0)) - \alpha_k)}.
\] (2.4)

This thesis focuses on changes in the positions of each antenna element and ignores
additional arbitrary phase shifts at each element.

2.3 Non-Isotropic Antenna Elements

Other types of antennas could replace the dipoles or isotropic antennas in the antenna array. The resulting field pattern will be the field pattern of the antenna array in Eq. 2.4 times the individual field pattern of the antenna element, assuming all antennas in the array have the same field pattern and are oriented in the same direction. Since the field pattern of the antenna array assuming isotropic elements is multiplied by the field pattern of an individual antenna, the field pattern in Eq. (2.4) is called the array factor.

If the radiation pattern of an array with a certain kind of antenna is needed, the radiation patterns from isotropic sources may be multiplied by the non-isotropic antenna radiation pattern after scaling antenna elements. In Fig. 2.2, the beampattern for an antenna array is shown after being multiplied by a non-isotropic element pattern. The portions of the array beampattern furthest from the main beam are lost after multiplication. If the element positions of the array are scaled, then the original beampattern levels can be preserved after multiplication with the non-isotropic element pattern.

2.4 Beampattern of Antenna Array with Arbitrary Number of Elements, \( N \)

We define

\[
    u = \sin(\phi) - \sin(\phi_0). \tag{2.5}
\]

With the definition of \( u \) in Eq. (2.5), the main beam of the antenna array will always be directed at \( u = 0 \) no matter what the steering angle may be.
The beampattern of an array with non-isotropic antenna radiation patterns may be analyzed after scaling the element positions.

The field pattern or array factor is now re-written as

$$F(u, z) \equiv \frac{1}{N} \sum_{k=1}^{N} e^{-j\beta u z_k}. \quad (2.6)$$

We now introduce two terms:

$$X(u, z) \equiv \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos(z_k \beta u) \quad (2.7)$$

and

$$Y(u, z) \equiv \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \sin(z_k \beta u). \quad (2.8)$$
Eqs. (2.7) and (2.8) can be put into equation Eq. (2.6) to produce

\[
F(u, z) = \frac{1}{\sqrt{N}} (X(u, z) - jY(u, z)).
\]

Eqs. (2.7) and (2.8) can be called the quadrature components of the array factor [10]. They form the real and imaginary parts of the array factor, respectively.

The beampattern of the antenna array can now be written as

\[
P(u, z) = |F(u, z)|^2 = F(u, z)F^*(u, z) = \frac{1}{N} (X^2(u, z) + Y^2(u, z)) \tag{2.9}
\]

2.4.1 Shifting Array Elements by Arbitrary Amount

In the far-field, shifting the antenna elements by an arbitrary amount will not change the beampattern. To see that the beampattern does not change, we introduce a shift of \(z_\alpha > 0\) to all antennas on the linear array. The resulting beampattern is

\[
P(u, z + z_\alpha) = F(u, z + z_\alpha)F^*(u, z + z_\alpha)
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} e^{-j\beta u(z_k + z_\alpha)} \frac{1}{N} \sum_{k=1}^{N} e^{j\beta u(z_k + z_\alpha)}
\]

\[
= e^{-j\beta uz_\alpha} \sum_{k=1}^{N} e^{-j\beta uz_k} e^{j\beta uz_\alpha} \sum_{k=1}^{N} e^{j\beta uz_k}
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} e^{-j\beta uz_k} \sum_{k=1}^{N} e^{j\beta uz_k}
\]

\[
= F(u, z)F^*(u, z)
\]

\[
= P(u, z),
\]

and so the far-field beampattern is not affected by shifting antenna positions.
2.4.2 Changing Steering Angle

With the azimuth angle, $\phi$, ranging from $-\pi$ to $\pi$,

$$u \in [-1, 1] - \sin(\phi_0).$$

Looking at the beampattern for a linear array in Fig. 2.3, it can be seen that it is reflected about $u = 0$ when the steering angle is $\phi_0 = 0$. When the steering angle is set to $\phi_0 = \pi / 6$ so that $\sin(\phi_0) = 0.5$, $u$ is now $u \in [-1.5, 0.5]$.

![Figure 2.3: Power domain beampattern of linear array in u, dB scale](image)

If we were to extend $u$ so that $u \in [-1.5, 1.5]$ as seen in Fig. 2.4, then we see that the beampattern is still reflected about $u = 0$.

![Figure 2.4: Power domain beampattern of linear array in u with $u \in [-1 - |\sin(\phi_0)|, 1 + |\sin(\phi_0)|]$, dB scale](image)
Therefore, if we are interested in the peak sidelobe level or any quantity of the power domain beampattern, we can focus on

\[ u \in [0, 1 + |\sin(\phi_0)|] \]

since the same values appear for \( u \in [-1 - |\sin(\phi_0)|, 0] \).
Chapter 3

Problem of Random Positions in Antenna Array

3.1 Research Objectives

Let there be antenna elements distributed according to some arbitrary antenna position distribution as seen in Fig. 3.1. The resulting beampattern values at each angle outside the main beam direction will be randomly distributed. The peak sidelobe level will also be randomly distributed.

Our first goal is to compute the peak sidelobe level distribution and accomplish the following:

1. Express the peak sidelobe level distribution as a function of the antenna position distribution.

2. Evaluate the effects of antenna aperture on peak sidelobe level distribution.

3. Evaluate the peak sidelobe level distribution in the asymptotic limit of a large number of antennas.
The methods used to calculate the sidelobe level distribution initially involved finding the expected number of upward crossings of the beampattern of a certain level. However, this approach involved making approximations of the beampatterns statistics that only worked well for very large antenna arrays. For a smaller number of antennas, another approach was needed.

Finding the peak sidelobe level distribution using Extreme Value Theory (EVT) can allow more accurate probability calculations for smaller antenna arrays. Our second goal will be to use EVT to calculate the peak sidelobe level distributions without making the approximations in the upward-crossing method thereby achieving more accurate results for smaller antenna arrays.

### 3.2 Planar Arrays Transformed into Linear Arrays

In the far-field, planar array antenna position distributions may be transformed into linear array position distributions. An example is given in Ref. [11] where a planar array with uniform distributed element positions is transformed into a linear arrangement of elements.
that are semicircle distributed in position. In Ref. [11], \( N \) antenna elements have independent random radial positions \( r = \{ r_1, r_2, \ldots, r_N \} \) and independent random azimuth position components \( \psi = \{ \psi_1, \psi_2, \ldots, \psi_N \} \). The distribution of each radial position is given by the probability density function (pdf) \( f_{r_k}(r) \), and the distribution of each azimuth position is given by the pdf \( f_{\psi_k}(\psi) \). The array factor for a planar array is given by

\[
F(\phi, r, \psi) = \frac{1}{N} \sum_{k=1}^{N} e^{-j \frac{4\pi}{\lambda} r_k \sin\left(\frac{\phi - \phi_0}{2}\right) \sin\left(\psi_k - \frac{\phi_0 + \phi}{2}\right)}[11].
\]

(3.1)

Here, \( \phi_0 \) is the array steering direction and \( \phi \) is the measurement or observation direction. We let \( \beta = \frac{4\pi}{\lambda} \) and \( u = \sin\left(\frac{\phi - \phi_0}{2}\right) \). Eq. (3.1) will have the same form as the linear array factor in Eq. (2.6) if the planar array positions \( r \) and \( \psi \) are transformed into linear array positions \( z = \{ z_1, z_2, \ldots, z_N \} \) by

\[
z_k = r_k \sin\left(\psi_k - \frac{\phi_0 + \phi}{2}\right) = r_k \sin(\tilde{\psi}_k)
\]

where

\[
\tilde{\psi}_k = \psi_k - \frac{\phi_0 + \phi}{2}.
\]

Fig. 3.2 illustrates this transformation.

The probability distribution of \( z_k \) can be found from the joint probability distribution of \( r_k \) and \( \tilde{\psi}_k \). The probability distribution of \( \tilde{\psi}_k \) can be found from that of \( \psi_k \).

In order for probability computations for the planar array to proceed in the same manner as for the linear array, the probability distribution of each \( z_k \in z \) must be independent of observation direction \( \phi \) and steering direction \( \phi_0 \). The distribution of \( \psi_k \) must allow the distribution of \( \tilde{\psi}_k \) to also be independent of \( \phi \) and \( \phi_0 \). One probability distribution that allows this independence is the uniform distribution. When considering planar arrays, the results in this thesis apply where the distribution of \( \tilde{\psi}_k \) is made independent of the beampattern.
Figure 3.2: Transformation of a planar array whose antenna element $k$ has position coordinate $(r_k, \tilde{\psi}_k)$. Transformed linear position of element $k$ is given by $z_k$.

viewing angle, $\phi$, and array steering direction $\phi_0$.

We also note that for the planar array, $u \in [-1, 1]$ with the main beam at $u = 0$ regardless of what the steering angle, $\phi_0$, is.

### 3.3 Defense Applications Involving Random Antenna Positions

The probability that the peak sidelobe of a random array instantiation exceeding some threshold has been of long interest, as seen in Refs. [12], [13], [14], [15], [16], [17], [18], [10], and [19]. Motivation for considering phased arrays with random element positions in this past research came from space exploration. There was a need for high resolution and full-scanning capability in radio astronomy, space communication, and long range radar.

National defense applications of arrays with random antenna positions also exist. An example is enemy jammers located along a coastline that affect aircraft communication. In
Fig. 3.3, a fighter aircraft over water in the far-field is trying to receive communication from another transmitting aircraft. Enemy jammers along the coast disrupt the communication. The coastline jammers can be considered to form a linear array. The positions and phases of the jammers are not known. The jammed aircraft tries to fly in the sidelobe region of the jammer array beampattern to minimize communication disruption. Without knowing the exact position and phases of the jammers, it is difficult to know how intense the jamming will be to the aircraft communication. The peak sidelobe level distribution calculations in this thesis can help analyze this scenario. How much the communication system’s physical layer can overcome jamming at different distances from the coastline can be given as probabilities using the probability of peak sidelobe level when jammer locations are unknown.

In addition to analyzing aircraft communication performance against jamming, the aircraft’s target detection capabilities can also be studied. The transmitting aircraft need not be friendly to the receiving aircraft. The receiving aircraft could be using radar and detecting the returned signal from the transmitting aircraft. Similarly to how communication system performance can be quantified with probabilities when jammer locations are unknown, the peak sidelobe level distribution can aid analysis of the radar performance against jamming.

Another defense application lies in unmanned aerial vehicles (UAVs) communicating, detecting, or targeting other aircraft. Instead of single aircraft, swarms of UAVs could provide more power in detecting or communicating with targets as seen in Fig. 3.4. Since the positions of the aircraft can constantly change, the peak sidelobe level distribution will be useful in analyzing the communication and detection performance of the UAV swarm. The calculations in this thesis may also be applied to uniform planar antenna arrays since the beampattern equation may be transformed to resemble a linear array. So, instead of linear arrangement, the UAV swarms may be arranged in a uniform planar geometry as seen in Fig. 3.5.

Soldiers out in the field or in a combat zone can have receivers and/or transmitters attached to them for communication or target detection. Analysis of the resulting beampattern and
Figure 3.3: Aircraft jamming scenario with linear array of jammers at unknown positions

Figure 3.4: UAV swarm in linear array arrangement communicating with or detecting target in far-field
peak sidelobe level will be similar to analysis for the UAV swarm.

3.4 Unequal Antenna Array Element Spacings

In addition to adding more power to an antenna array, additional UAVs and soldiers also increase the overall length of the array. This additional length leads to improved target resolution but also to higher sidelobe levels. It will now be shown that antennas spaced unequally apart in the case of random positions can reduce sidelobe levels compared to arrays of the same length and number of elements but that have equally spaced elements.

If array elements are evenly spaced, the array factor in Eq. (2.6) can be written as

$$F(u, \{0, d, 2d, \ldots, (N - 1)d\}) = \frac{1}{N} \sum_{k=0}^{N-1} e^{-j\beta u \cdot d \cdot k}$$

where $d$ is the distance between two elements in the array. Since only the far-field beampattern is being considered, the array does not have to be centered at position $0$. Letting

$$\psi = \beta u \cdot d = \frac{2\pi}{\lambda} u \cdot d,$$
the array factor can be written as

\[ F(\psi) = \frac{1}{N} \sum_{k=0}^{N-1} e^{-j\psi k}. \] (3.2)

As \( u \) changes from \(-1\) to \(1\), \( \psi \) changes from \(-\frac{2\pi}{\lambda} \cdot d\) to \(\frac{2\pi}{\lambda} \cdot d\). In the beampattern, lobes with the peak normalized power of 1 only occur at \( \psi = 2\pi n \) where \( n = 0, \pm 1, \pm 2, \ldots \). These lobes are called grating lobes. They are guaranteed to occur if \( d \geq \lambda \). Looking at Fig. 3.6, we see grating lobes occurring in the beampattern for an antenna array with nine elements when the spacing is \( d = \frac{5}{2\lambda} \).

![Figure 3.6: Beampattern for antenna array with nine antenna elements spaced evenly at \( d = \frac{5}{2\lambda} \), dB scale](image)

It is seen that \( F(\psi + 2\pi) = F(\psi) \) making the array factor periodic with period \( 2\pi \). When \( d = \lambda \), this period is covered from \( u = 0 \) to \( u = \pm 1 \) so that \( \psi \) changes from \( \psi = 0 \) to \( \psi = \pm 2\pi \). The main lobe will be at \( u = 0 \) and grating lobes will appear at \( u = \pm 1 \).

If \( d < \lambda \), then \( \psi \) will never be a multiple of \( 2\pi \) and grating lobes will not occur except for the main beam at \( u = 0 \). However, the peak sidelobe level will still be relatively high when \( d \) is close to \( \lambda \). The height of the sidelobes will be at their lowest when \( \psi = \pm \pi \), which correspond to half a period of the array factor. When \( d = \lambda/2 \), \( \psi = \pm \pi \) at \( u = \pm 1 \). The
height of the sidelobes will reduce from \( u = 0 \) to \( u = \pm 1 \) as seen in Fig. 3.7 for nine antenna elements spaced at half a wavelength apart.

![Figure 3.7: Beampattern for antenna array with nine antenna elements spaced evenly at \( d = \lambda/2 \), dB scale](image)

Reducing the antenna element spacing further to \( d < \lambda/2 \) will not reduce the peak height of the sidelobes. It will only reduce the number of sidelobes in the sidelobe region as seen in Fig. 3.8 for \( d = 3\lambda/10 \). For \( d < \lambda/2 \), less than half the beampattern period is being reached at \( u = \pm 1 \).

![Figure 3.8: Beampattern for antenna array with nine antenna elements spaced evenly at \( d = 3\lambda/10 \), dB scale](image)
Reducing $d$ while keeping the number of antenna elements the same reduces the total length of the antenna array, or the difference between the maximum element position and the minimum element position. We refer to this difference as the antenna array aperture.

So, reducing the antenna array aperture is synonymous with zooming in to the beampattern around the main beam. This reduction in aperture also increases the width of the main beam regardless of which definition of the main beam width is being used. From the definitions of directivity and gain in Eqs. (1.13) and (1.14), narrow main beams have greater directivity and gain than wider main beams. This larger gain is useful in pointing more precisely to a target whether the antenna array is receiving or transmitting.

Reducing the peak height of sidelobes is also desirable in applications where transmitting or receiving from a particular direction is important. With a high sidelobe power value in a direction in the sidelobe region, energy in that direction can be mistaken as coming from the main lobe.

Since $d = \lambda/2$ will not give a higher peak sidelobe level than when $d < \lambda/2$ but still provide a narrower main beam, this spacing is often used with equally spaced antenna arrays. If one wishes to have a narrower main beam than the one given with $\lambda/2$ spacing, then the antenna aperture must increase using the following options:

1. Using the same number of antenna elements, increase the spacing between the elements to give a larger aperture. A narrower main beam will result at the expense of higher peak sidelobe levels. If the spacing is increased beyond a wavelength, grating lobes will occur.

2. Keeping the $\lambda/2$ spacing, increase the number of antenna elements. This option will result in a narrower main beam and lower peak sidelobe levels relative to the main beam. It will come at the expense of additional antenna elements.

3. A third option is keeping the number of antenna elements the same but use unequal
spacing between elements. This option will allow main beams to be as narrow as when
\(d > \lambda\) but can avoid grating lobes. In Fig. 3.9, nine antenna elements are spread over
the same aperture as the evenly spaced antenna array of nine elements spaced \(d = 5\lambda/2\)
apart. The elements in this case have unequal spacing to give the beampattern in Fig.
3.9. A main beam as narrow as the \(d = 5\lambda/2\) evenly spaced case is achieved but without
grating lobes.

![Beampattern for antenna array with nine antenna elements unequally spaced between
\(z = 0\) and \(z = 20\lambda\), dB scale](image)

**Figure 3.9:** Beampattern for antenna array with nine antenna elements unequally spaced between
\(z = 0\) and \(z = 20\lambda\), dB scale

The third option is most desirable in applications where narrow mean beams can be
advantageous. However, the spacings between elements must be optimized so that as low a
peak sidelobe level as possible is achieved while maintaining the narrow beam that comes
with a large aperture.

A distribution of the peak sidelobe level can be useful to this optimization. The distribution
will show the probability that \(N\) random antenna elements of some arbitrary position
distribution and maximum possible aperture will achieve a certain peak sidelobe level.

In addition to avoiding grating lobes, Refs. [19] and [20] show that antenna arrays with
random antenna element positions mitigate the effects of mutual coupling.
3.5 Application to Designing Unequally Spaced Antenna Arrays

The advantage of narrow main beams without grating lobes led to research in designing arrays with unequally spaced antenna elements. Another motivation was that sidelobes could be reduced with unequally spaced antenna elements without applying tapering to the antenna array illumination. Tapering would cause inefficiencies in antenna operation and make designing and building them more difficult [21].

Finding an optimal design proved difficult. Different methods to design arrays with unequally spaced elements were proposed such as the methods discussed in Refs. [21], [22], and [23]. Researchers came to the conclusion that there was probably no unique solution to low sidelobe levels [24]. It appeared unlikely that a simple optimization procedure could be devised for nonuniform arrays [25]. Ref. [26] stated that the methods proposed to design arrays with unequal spacings were not optimal, and that some were tedious and time-consuming for large arrays. In fact, a trial method to finding an array design with unequal spacings would produce results that were just as good as a systematic design method [26]. When using a trial method to designing unequally spaced arrays, knowing the distribution of the peak sidelobe level can help determine the parameters and array geometries that will most likely result in an acceptable array design even if the design is not optimal.

Despite not finding an optimal design, the design of thinned arrays with unequal element spacing continues to be of interest to researchers as evidenced by Refs. [27], [28], and [29]. Ref. [30] gave the interesting method of averaging beampatterns of unequally spaced antenna elements through frequency or spatial diversity to lower sidelobe levels. Knowing the peak sidelobe level distribution with different array parameters can help in designing algorithms and diversity methods. Ref. [31] showed that deterministic spiral arrays have comparable sidelobe and main beam characteristics to random planar arrays. The peak sidelobe level
distribution can be used to compare designs with random arrays.

### 3.6 Application to Angle Estimation to Target

For a variety of applications, including those where direction finding is important, antenna arrays with random element placement are employed to perform angle estimation. As shown in Fig. 3.10, the angle-estimation performance determines the threshold signal-to-noise ratio (SNR) point at which it deviates from the Cramér-Rao angle-estimation bound. SNR values greater than the threshold point are needed for accurate angle-estimations. Ref. [32] defines the SNR threshold point as where the second derivative of the angle-estimation performance peaks. However, this definition is arbitrary. In addition to the Cramér-Rao bound, it is also of interest to know how the angle-estimation performance compares with the tighter Weiss-Weinstein and Barankin bounds at low SNR [33] [34] [35].

**Figure 3.10:** *Angle-Estimation Performance, taken from Ref. [1] ©2011 IEEE*

In Refs. [36], [37], and [38], the method of interval errors calculates the angle-estimation performance when there is low SNR. This performance is a function of the probability that the maximum-likelihood estimator of the target angle will misidentify a point within a sidelobe interval as the main lobe. It assumes the maximum peak sidelobe is above a certain beampattern level. The angle-estimation performance can be modified to include the

---

1[1] ©2011 IEEE
peak sidelobe level distribution from this thesis. An expression for the peak sidelobe level
distribution in terms of the antenna position distribution can help show more clearly how the
angle-estimation performance is affected by random antenna element positions.
Chapter 4

Sidelobe Peak Distribution using Method of Upcrossings and Sampling Beampattern

4.1 Introduction

Portions of the content in this chapter has been published in Ref. [1].

Sampling the beampattern is one method of determining the peak sidelobe level distribution as done by Refs. [13] and [17].

A more accurate approach uses the number of times a beampattern upward-crosses a certain level. Ref. [14] calculated the peak sidelobe level distribution by using this method but assumed beampattern upward-crossing locations were independent and Poisson distributed. Ref. [14] did not account for the beampattern being above a certain level at the beginning of the sidelobe region, but it has a small effect for arrays with many elements. Refs. [18] and [19] account for the initial beampattern level. They find the peak sidelobe level distribution

\[1\] c \@2011 IEEE
for linear arrays with uniformly distributed element locations by using the upward-crossing method. Ref. [18] also computes the peak sidelobe level distribution for cosine squared distributed element locations on linear arrays. Refs. [39], [11], and [40] used the upward-crossing method to determine upper bounds for maximum peak sidelobe distributions but not the peak sidelobe level distributions themselves.\(^2\)

Both the sampling of the beampattern and the upcrossing method will be analyzed in this chapter. The antenna positions in both methods are independently and indentically distributed (iid).

We define the notation used for the sidelobe region as follows. Let \( u = \pm u_s, u_s \geq 0 \), be where the sidelobe region arbitrarily begins after the main beam. The sidelobe region, \( S \), is

\[
S \triangleq \{ u | u_s \leq |u| \}.
\]

Due to beampattern symmetry, a part of the sidelobe region is redundant. For linear arrays, the length non-redundant portion of the sidelobe region, \( S_{nr} \), is

\[
\mu(S_{nr}) = 1 + |\sin(\phi_0)| - u_s
\]

where \( \mu(X) \) is the measure of set \( X \). For planar arrays, the length is

\[
\mu(S_{nr}) = 1 - u_s.
\]

### 4.2 Quadrature Component Statistics

Let the antenna array element location distribution have probability density function (pdf) \( f_{z_k}(z) \). Its characteristic function or Fourier Transform is

\[
\hat{f}_{z_k}(u) \triangleq \int_{L_{\text{min}}}^{L_{\text{max}}} f_{z_k}(z)e^{-jzu}dz
\]

\[\text{(4.1)}\]
where $L_{\text{min}}$ is the smallest possible value of position $z_k$, and $L_{\text{max}}$ is the largest possible value. The maximum possible aperture for the antenna array is $L_{\text{max}} - L_{\text{min}}$.

In both the sampling and upcrossing methods of calculating the peak sidelobe level distribution in this chapter, the quadrature components $X(u, z)$ and $Y(u, z)$ in Eqs. (2.7) and (2.8) are assumed to have large enough $N$ so that their distributions can be assumed Gaussian by the Central Limit Theorem.

The expected values or first moments of $X(u, z)$, $Y(u, z)$, $X'(u, z)$, and $Y'(u, z)$ at each $u$ are given as follows. $E_z[X]$ is the expectation of $X$ over the joint distribution of the elements of $z$. $E_{z_k}[X]$ is the expectation of $X$ over the distribution of element $z_k \in z$. $\text{VAR}(X)$ is the variance of $X$.

The expected value of $X(u, z)$ over $z$,

$$E_z[X(u, z)] \equiv m_{X,z}(u)$$

$$= E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos(z_k \beta u) \right]$$

$$= \sqrt{N} E_z [\cos(z \beta u)]$$

$$= \sqrt{N} \int_{L_{\text{min}}}^{L_{\text{max}}} f_{z_k}(z) \cos(z \beta u)dz$$

$$= \sqrt{N} \int_{L_{\text{min}}}^{L_{\text{max}}} f_{z_k}(z) \left( \frac{e^{jz \beta u} + e^{-jz \beta u}}{2} \right) dz$$

$$= \sqrt{N} \left( \int_{L_{\text{min}}}^{L_{\text{max}}} f_{z_k}(z) \frac{e^{jz \beta u}}{2} dz + \int_{L_{\text{min}}}^{L_{\text{max}}} f_{z_k}(z) \frac{e^{-jz \beta u}}{2} dz \right)$$

$$= \sqrt{N} \left( \hat{f}_{z_k}(-u) + \hat{f}_{z_k}(u) \right). \quad (4.2)$$
The variance of $X(u, z)$ over $z$ is

$$VAR(X(u, z)) \equiv \sigma^2_{X,z}(u)$$

\[= E_z [X^2(u, z)] - m^2_{X,z}(u)\]

\[= E_z \left[ \frac{1}{N} \sum_{k=1}^{N} \cos^2(z_k \beta u) + \frac{1}{N} \sum_{k=1}^{N} \cos(z_k \beta u) \sum_{l \neq k}^{N} \cos(z_l \beta u) \right] - N \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2\]

\[= E_z \left[ \frac{1}{N} \sum_{k=1}^{N} \cos^2(z_k \beta u) \right] + (N-1) \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2\]

\[= E_z \left[ \cos^2(z \beta u) \right] - \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2\]

\[= \int_{L_{min}}^{L_{max}} f_{zk}(z) \cos^2(z \beta u) \, dz - \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2\]

\[= \int_{L_{min}}^{L_{max}} f_{zk}(z) \left( \frac{1}{2} + \cos(2z \beta u) \right) \, dz - \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2\]

\[= \int_{L_{min}}^{L_{max}} f_{zk}(z) \frac{1}{2} \, dz + \int_{L_{min}}^{L_{max}} f_{zk}(z) \cos(2z \beta u) \, dz - \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2\]

\[= \frac{1}{2} + \int_{L_{min}}^{L_{max}} f_{zk}(z) \frac{e^{j2z \beta u} + e^{-j2z \beta u}}{4} \, dz - \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2\]

\[= \frac{1}{2} + \int_{L_{min}}^{L_{max}} f_{zk}(z) \frac{e^{j2z \beta u}}{4} \, dz + \int_{L_{min}}^{L_{max}} f_{zk}(z) \frac{e^{-j2z \beta u}}{4} \, dz - \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2\]

\[= \frac{1}{2} + \frac{\hat{f}_{zk}(-2u)}{4} + \frac{\hat{f}_{zk}(2u)}{4} - \left( \frac{\hat{f}_{zk}(-u) + \hat{f}_{zk}(u)}{2} \right)^2.\]

(4.3)
Continuing from Eq. (4.3),

\[
VAR(X(u, z)) = \frac{1}{2} + \frac{1}{2} \left( \frac{\hat{f}_{zk}(-2u)}{2} + \frac{\hat{f}_{zk}(2u)}{2} \right) - \left( \frac{\hat{f}_{zk}(-u)}{2} + \frac{\hat{f}_{zk}(u)}{2} \right)^2
\]

\[
= \frac{1}{2} + \frac{1}{2\sqrt{N}} (m_{X,z}(2u)) - \frac{m_{X,z}^2(u)}{N}. \tag{4.4}
\]

For \( Y(u, z) \), the expected value over \( z \) is

\[
E_z[Y(u, z)] \equiv m_{Y,z}(u)
\]

\[
= E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \sin(z_k \beta u) \right]
\]

\[
= \sqrt{N} E_z \left[ \sin(z \beta u) \right]
\]

\[
= \sqrt{N} \int_{L_{\min}}^{L_{\max}} f_{zk}(z) \sin(z \beta u) dz
\]

\[
= \sqrt{N} \int_{L_{\min}}^{L_{\max}} f_{zk}(z) \left( \frac{e^{jz \beta u} - e^{-jz \beta u}}{j^2} \right) dz
\]

\[
= \sqrt{N} \left( \int_{L_{\min}}^{L_{\max}} f_{zk}(z) \frac{e^{jz \beta u}}{j^2} dz - \int_{L_{\min}}^{L_{\max}} f_{zk}(z) \frac{e^{-jz \beta u}}{j^2} dz \right)
\]

\[
= \sqrt{N} \left( \frac{\hat{f}_{zk}(-u) - \hat{f}_{zk}(u)}{j^2} \right). \tag{4.5}
\]
Its variance over $z$ is

\[
VAR(Y(u, z)) = \sigma^2_{Yz}(u) \\
= E_z \left[ Y^2(u, z) - m^2_{Yz}(u) \right] \\
= E_z \left[ \frac{1}{N} \sum_{k=1}^{N} \sin^2(z_k \beta u) + \frac{1}{N} \sum_{k=1}^{N} \sin(z_k \beta u) \sum_{l \neq k}^{N} \sin(z_l \beta u) \right] - N \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2 \\
= E_z \left[ \frac{1}{N} \sum_{k=1}^{N} \sin^2(z_k \beta u) \right] + (N - 1) \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2 \\
= E_z \left[ \sin^2(z \beta u) \right] - \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2 \\
= \int_{L_{\min}}^{L_{\max}} f_{zk}(z) \sin^2(z \beta u) dz - \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2 \\
= \int_{L_{\min}}^{L_{\max}} f_{zk}(z) \left( \frac{1}{2} - \cos(2z \beta u) \right) dz - \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2 \\
= \int_{L_{\min}}^{L_{\max}} f_{zk}(z) \frac{1}{2} dz - \int_{L_{\min}}^{L_{\max}} f_{zk}(z) \cos(2z \beta u) \frac{1}{2} dz - \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2 \\
= \frac{1}{2} - \int_{L_{\min}}^{L_{\max}} f_{zk}(z) e^{j2z \beta u} + e^{-j2z \beta u} \frac{4}{4} dz - \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2 \\
= \frac{1}{2} - \int_{L_{\min}}^{L_{\max}} f_{zk}(z) e^{j2z \beta u} \frac{4}{4} dz - \int_{L_{\min}}^{L_{\max}} f_{zk}(z) e^{-j2z \beta u} \frac{4}{4} dz \\
- \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2 \\
= \frac{1}{2} - \left( \frac{\hat{f}_{zk}(-2 \beta u)}{4} + \frac{\hat{f}_{zk}(2 \beta u)}{4} \right) - \left( \frac{\hat{f}_{zk}(-u)}{j^2} - \frac{\hat{f}_{zk}(u)}{j^2} \right)^2. \tag{4.6}
\]
Continuing from Eq. (4.6),

\[
VAR(Y(u, z)) = \frac{1}{2} - \frac{1}{2} \left( \frac{\hat{f}_{z_k}(-2\beta u)}{2} + \frac{\hat{f}_{z_k}(2\beta u)}{2} \right) - \left( \frac{\hat{f}_{z_k}(-u)}{j^2} - \frac{\hat{f}_{z_k}(u)}{j^2} \right)^2
\]

\[
= \frac{1}{2} - \frac{1}{2\sqrt{N}} (m_{X,z}(2u)) - \frac{m_{Y,z}^2(u)}{N}. 
\]

(4.7)

The covariance between \(X(u, z)\) and \(Y(u, z)\) is

\[
COV(X(u, z), Y(u, z)) \equiv \sigma_{XY,z}(u)
\]

\[
= E_z[X(u, z)Y(u, z)] - E_z[X(u, z)]E_z[Y(u, z)]
\]

\[
= E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos(z_k \beta u_1) \right] \frac{1}{\sqrt{N}} \sum_{l=1}^{N} \sin(z_l \beta u_1)
\]

\[
- E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos(z_k \beta u_1) \right] E_z \left[ \frac{1}{\sqrt{N}} \sum_{l=1}^{N} \sin(z_l \beta u_1) \right]
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} E_{z_k} \left[ \cos(z_k \beta u_1) \sin(z_k \beta u_1) \right]
\]

\[
+ \frac{1}{N} \sum_{k=1}^{N} E_{z_k} \left[ \cos(z_k \beta u_1) \right] \sum_{l=1}^{N} E_{z_k} \left[ \sin(z_l \beta u_1) \right]
\]

\[
- \frac{1}{N} \sum_{k=1}^{N} E_{z_k} \left[ \cos(z_k \beta u_1) \right] \sum_{l=1}^{N} E_{z_k} \left[ \sin(z_l \beta u_1) \right]
\]

\[
= E_{z_k} \left[ \cos(z_k \beta u_1) \sin(z_k \beta u_1) \right]
\]

\[
+ (N - 1) E_{z_k} \left[ \cos(z_k \beta u_1) \right] E_{z_k} \left[ \sin(z_l \beta u_1) \right]
\]

\[
- NE_{z_k} \left[ \cos(z_k \beta u_1) \right] E_{z_k} \left[ \sin(z_l \beta u_1) \right]
\]

\[
= E_{z_k} \left[ \cos(z_k \beta u_1) \sin(z_k \beta u_1) \right] - E_{z_k} \left[ \cos(z_k \beta u_1) \right] E_{z_k} \left[ \sin(z_l \beta u_1) \right]
\]

\[
= \frac{1}{2} E_{z_k} \left[ \sin(z_k 2\beta u_1) \right]
\]

\[
- E_{z_k} \left[ \cos(z_k \beta u_1) \right] E_{z_k} \left[ \sin(z_l \beta u_1) \right] 
\]

(4.8)
If antenna position pdf, \( f_{z_k}(z) \) is an even function, or is symmetric about \( z = 0 \), then

\[
\sigma_{XY,z}(u) = 0
\]  \hspace{1cm} (4.9)

and

\[
m_{Y,z}(u) = 0
\]

since \( f_{z_k}(z) \sin(z_k \beta u) \) is integrated, and the integral of an even function times an odd function is zero. If \( \sigma_{XY,z} \) is zero, \( X(u, z) \) and \( Y(u, z) \) are uncorrelated, and if they are assumed to be approximately Gaussian, they are approximately independent.

The autocovariance between \( X(u_1, z) \) and \( X(u_2, z) \) where \( u = u_1 \) and \( u = u_2 \) are locations
of two different samples of the beampattern is

\[
\text{COV}(X(u_1, z), X(u_2, z)) = E_z[X(u_1, z)X(u_2, z)] - E_z[X(u_1, z)]E_z[X(u_2, z)]
\]

\[
\begin{align*}
&= E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos (z_k \beta u_1) \frac{1}{\sqrt{N}} \sum_{l=1}^{N} \cos (z_l \beta u_2) \right] \\
&- E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos (z_k \beta u_1) \right] E_z \left[ \frac{1}{\sqrt{N}} \sum_{l=1}^{N} \cos (z_l \beta u_2) \right] \\
&= \frac{1}{N} \sum_{k=1}^{N} E_{z_k} [\cos (z_k \beta u_1) \cos (z_k \beta u_2)] \\
&+ \frac{1}{N} \sum_{k=1}^{N} E_{z_k} [\cos (z_k \beta u_1)] \sum_{l=1}^{N} E_{z_k} [\cos (z_l \beta u_2)] \\
&- \frac{1}{N} \sum_{k=1}^{N} E_{z_k} [\cos (z_k \beta u_1)] \sum_{l=1}^{N} E_{z_k} [\cos (z_l \beta u_2)] \\
&= E_{z_k} [\cos (z_k \beta u_1) \cos (z_k \beta u_2)] \\
&+ (N - 1) E_{z_k} [\cos (z_k \beta u_1)] E_{z_k} [\cos (z_l \beta u_2)] \\
&- NE_{z_k} [\cos (z_k \beta u_1)] E_{z_k} [\cos (z_l \beta u_2)] \\
&= E_{z_k} [\cos (z_k \beta u_1) \cos (z_k \beta u_2)] - E_{z_k} [\cos (z_k \beta u_1)] E_{z_k} [\cos (z_l \beta u_2)] \\
&= \frac{1}{2} E_{z_k} [\cos (z_k \beta (u_1 - u_2)) + \cos (z_k \beta (u_1 + u_2))] \\
&- E_{z_k} [\cos (z_k \beta u_1)] E_{z_k} [\cos (z_l \beta u_2)]
\end{align*}
\] (4.10)
The autocovariance between $Y(u_1, z)$ and $Y(u_2, z)$

\[
\text{COV}(Y(u_1, z), Y(u_2, z)) = E_z[Y(u_1, z)Y(u_2, z)] - E_z[Y(u_1, z)]E_z[Y(u_2, z)]
\]

\[
= E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \sin(z_k \beta u_1) \frac{1}{\sqrt{N}} \sum_{l=1}^{N} \sin(z_l \beta u_2) \right]
\]

\[
- E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \sin(z_k \beta u_1) \right] E_z \left[ \frac{1}{\sqrt{N}} \sum_{l=1}^{N} \sin(z_l \beta u_2) \right]
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} E_z[k] \sin(z_k \beta u_1) \sin(z_k \beta u_2)
\]

\[
+ \frac{1}{N} \sum_{k=1}^{N} E_z[k] \sin(z_k \beta u_1) \sum_{l=1 \neq i}^{N} E_z[k] \sin(z_l \beta u_2)
\]

\[
- \frac{1}{N} \sum_{k=1}^{N} E_z[k] \sin(z_k \beta u_1) \sum_{l=1}^{N} E_z[k] \sin(z_l \beta u_2)
\]

\[
= E_z[k] \sin(z_k \beta u_1) \sin(z_k \beta u_2)
\]

\[
+ (N - 1) E_z[k] \sin(z_k \beta u_1) E_z[k] \sin(z_l \beta u_2)
\]

\[
- NE_z[k] \sin(z_k \beta u_1) E_z[k] \sin(z_l \beta u_2)
\]

\[
= E_z[k] \sin(z_k \beta u_1) \sin(z_k \beta u_2) - E_z[k] \sin(z_k \beta u_1) E_z[k] \sin(z_l \beta u_2)
\]

\[
= \frac{1}{2} E_z[k] \cos(z_k \beta (u_1 - u_2)) - \cos(z_k \beta (u_1 + u_2))
\]

\[
- E_z[k] \sin(z_k \beta u_1) E_z[k] \sin(z_l \beta u_2)
\]

\[
= \frac{1}{2} E_z[k] \cos(z_k \beta (u_1 - u_2)) - \cos(z_k \beta (u_1 + u_2))
\]

\[
- E_z[k] \sin(z_k \beta u_1) E_z[k] \sin(z_l \beta u_2)
\]

\[
(4.11)
\]

### 4.3 Peak Sidelobe Distribution, Sample Method

Letting

\[
L_{\text{max}} = -L_{\text{min}} = \frac{L}{2}
\]

so that

\[
L = L_{\text{max}} - L_{\text{min}}.
\]
Ref. [17] calculates the probability that $2L$ equally spaced samples of the beampattern are less than some threshold to calculate the peak sidelobe level distribution. In this method, only adjacent points in the beampattern are assumed to be correlated. $2L$ samples are considered because the beampattern can be thought of as a signal that is bandlimited to $[0, L]$. Since $z \in [-L/2, L/2]^N$, the beampattern, $P(u, z)$, is like a signal having frequency components in $[-L, L]$. The sampling interval will need to $1/(2L)$. With with sidelobe region beginning at $u = u_s$ and the length of the sidelobe region being $\mu(S_{sr})$, the number of samples taken in the sidelobe region will be $\lceil \mu(S_{sr})2L \rceil$, where $\lceil \ldots \rceil$ indicates the ceiling operation.

Letting $P(u_1, z)$ and $P(u_2, z)$ be two sampled points of the beampattern at $u_1$ and $u_2$ such that $|u_1 - u_2| = 1/(2L)$, Ref. [17] gives the peak sidelobe level distribution as

$$\Pr(P(u, z) < P_0 \forall u \in S) \approx \Pr[P(u_1, z) \leq P_0] \cdot \frac{\Pr[P(u_1, z) \leq P_0, P(u_2, z) \leq P_0]}{\Pr[P(u_1, z) \leq P_0]} \cdot \frac{\Pr[P(u_1, z) \leq P_0, P(u_2, z) \leq P_0]}{\Pr(P(u_1, z) \leq P_0)^{[\mu(S_{sr})2L]^{-1}}} \approx \left[ \frac{\Pr[P(u_1, z) \leq P_0, P(u_2, z) \leq P_0]}{\Pr(P(u_1, z) \leq P_0)^{[\mu(S_{sr})2L]^{-1}}} \right] (4.12)$$

The sample method used by Ref. [17] to find the sidelobe level distributions assumes the quadrature components of the array factor have zero mean and variance $1/2$ in the sidelobe region. Looking at the means and variances of $X(u, z)$ and $Y(u, z)$ in Eqs. (4.2), (4.4), (4.5), and (4.7), the means can be zero and the variances can be $1/2$ if

$$\sqrt{N} \cdot \hat{f}_{z_k}(u) = 0 \forall u \in S.$$ 

With the assumption that $X(u, z)$ and $Y(u, z)$ are uncorrelated, approximately Gaussian, and using Eq. (2.9), the distribution of $X^2(u, z) + Y^2(u, z)$ is approximately Rayleigh and is given by

$$\Pr(\sqrt{X^2(u, z) + Y^2(u, z)} \leq \sqrt{NP_0}) \approx 1 - e^{-NP_0}$$
and

\[
\Pr[P(u, z) \leq P_0] = \Pr(\sqrt{X^2(u, z) + Y^2(u, z)} \leq \sqrt{NP_0}) \\
\approx 1 - e^{-NP_0}.
\] (4.13)

The peak sidelobe level distribution is now given by

\[
\Pr(P(u, z) > P_0 \forall u \in S) \approx 1 \\
- \frac{[1 - e^{-NP_0}[1 - Q(\rho b, b) + Q(b, \rho b)]/[\mu(S_{\text{nr}})^2]^{-1}]}{[1 - \exp(-NP_0)]/[\mu(S_{\text{nr}})^2]^{-2}},
\] (4.14)

where \([\ldots]\) indicates the ceiling operation, \(\rho\) is the correlation between adjacent points of the beampattern

\[
b = \sqrt{\frac{2N}{1 - \rho^2} P_0}
\] (4.15)

and

\[
Q(x, y) = \int_y^\infty \exp\left(-\frac{x^2 + t^2}{2}\right) I_0(x t) t \, dt.
\] (4.16)

\(I_0(x t)\) is the zeroth order modified bessel function of the first kind. Ref. [17] gives \(\rho\) as

\[
\rho = |\text{Corr}[F(u_1, z), F^*(u_2, z)]|
\] (4.17)

where \(F(u, z)\) is the array factor in Eq. (2.6). Letting \(X(u, z) \equiv X(u)\) and \(Y(u, z) \equiv Y(u)\),
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the autocovariance of \(F(u_1, z)\) and \(F(u_2, z)\) is

\[
\text{COV}[F(u_1, z), F^*(u_2, z)] = E_z[F(u_1, z)F^*(u_2, z)] - E_z[F(u_1, z)]E_z[F^*(u_2, z)] \\
= \frac{1}{N}E_z[(X(u_1) + jY(u_1))(X(u_2) - jY(u_2))] \\
- \frac{1}{N}E_z[X(u_1) + jY(u_1)]E_z[X(u_2) - jY(u_2)] \\
= \frac{1}{N}[E_z[X(u_1)X(u_2)] + jE_z[X(u_2)]E_z[Y(u_1)] \\
- jE_z[X(u_1)]E_z[Y(u_2)] + E_z[Y(u_1)Y(u_2)] \\
+ jE_z[X(u_1)]E_z[Y(u_2)] - E_z[X(u_1)]E_z[X(u_2)] \\
- jE_z[Y(u_1)]E_z[X(u_2)] - E_z[Y(u_1)]E_z[Y(u_2)]] \\
= \frac{1}{N}[\text{COV}[X(u_1), X(u_2)] + \text{COV}[Y(u_1), Y(u_2)]] (4.18)
\]

Since \(\text{COV}[F(u, z), F^*(u, z)] = \text{VAR}[F(u, z)]\) where \(\text{VAR}(X)\) is variance of \(X\), we have

\[
\text{VAR}[F(u, z)] = \frac{1}{N}[\text{VAR}[X(u)] + \text{VAR}[Y(u)]].
\]

Using \(\text{VAR}[X(u)] = \text{VAR}[Y(u)] = 1/2\), the correlation of \(F(u_1, z)\) and \(F(u_2, z)\) is given by

\[
\text{Corr}[F(u_1, z), F^*(u_2, z)] = \frac{\text{COV}[F(u_1, z), F^*(u_2, z)]}{\sqrt{\text{VAR}[F(u_1, z)]\text{VAR}[F(u_2, z)]}} \\
= \frac{1}{N}[\text{COV}[X(u_1), X(u_2)] + \text{COV}[Y(u_1), Y(u_2)]] \\
\approx \text{COV}[X(u_1), X(u_2)] + \text{COV}[Y(u_1), Y(u_2)]. (4.19)
\]

\(\text{COV}[X(u_1), X(u_2)]\) and \(\text{COV}[Y(u_1), Y(u_2)]\) are given by Eqs. (4.10) and (4.11), respectively.

Sampling the beampattern to calculate the sidelobe level distribution fits closely to experimental observations as mentioned in Ref. [41] for large arrays, but it is not clear that having a sampling interval of \(1/(2L)\) is sufficient. Ref. [10] gave some correction to this
approach by calculating the average difference between the largest of a set of samples and the approximate height of the lobe from which the sample is taken. Nevertheless, the Gaussian approximations and the $1/(2L)$ sampling interval introduce errors in the computations. Also, it is not clear what the sampling interval should be when the antenna positions are not bounded such as with a Gaussian positions distribution.

4.4 Peak Sidelobe Distribution, Upward-Crossing Method

4.4.1 Introduction of Upward-Crossing Method

Let there be some function $y(a_1, a_2, \ldots, a_n, x)$ where $a_1, a_2, \ldots, a_n$ are random variables with known distributions, and $x$ is a deterministic variable. Let

$$\frac{dy(a_1, a_2, \ldots, a_n, x)}{dx} = y'(a_1, a_2, \ldots, a_n, x).$$

Let $\rho(y, y'; x)$ be the joint distribution of $y(a_1, a_2, \ldots, a_n, x)$ and $y'(a_1, a_2, \ldots, a_n, x)$. If $\rho(y, y'; x)$ is continuous for all $y$ and $y'$, and the integral

$$\int_0^\infty \rho(a\eta, \eta; x_1) d\eta$$

converges uniformly with respect to $a$ in some interval $-a_1 \leq a \leq a_2$ where $a_1$ and $a_2$ are positive, then Ref. [42] gives the probability that $y(a_1, a_2, \ldots, a_n, x)$ will pass through zero in some interval $[x_1, x_1 + dx]$ with positive slope as

$$dx \int_0^\infty \eta \rho(0, \eta; x_1) d\eta. \quad (4.20)$$

Eq. (4.20) can be modified so that $y(a_1, a_2, \ldots, a_n, x)$ passes through some threshold $y_0$ with positive slope as

$$dx \int_0^\infty \eta \rho(y_0, \eta; x_1) d\eta.$$
The probability of passing through a positive slope, which can be called an upcrossing or upward-crossing, can be used to determine the probability that the maximum of a random function is greater or less than some threshold $y_0$. The maximum of $y(a_1, a_2, \ldots, a_n, x)$ must occur at some $x_{\text{max}}$ such that $x_{\text{max}} > x_0$ where $y(x_0) = y_0$ so that $x_0$ is the point of upcrossing of threshold $y_0$.

![Image of upcrossings]

**Figure 4.1:** Upcrossings of $y(a_1, a_2, \ldots, a_5, x)$

If $\nu(y_0)$ is the number of times $y(a_1, a_2, \ldots, a_n, x)$ upward crosses $y_0$ over the interval $[x_a, x_b]$ where $x_a \leq x \leq x_b$, then,

$$\nu(y_0)dx = dx \int_0^\infty \eta \rho(y_0, \eta; x_1) d\eta$$

and

$$E[\nu(y_0)] = \int_{x_a}^{x_b} \nu(y_0)dx = \int_{x_a}^{x_b} dx_1 \int_0^\infty \eta \rho(y_0, \eta; x_1) d\eta.$$ (4.21)

By the Law of Large Numbers, Eq. (4.21) is the average number of upcrossings in the interval $[x_a, x_b]$. These results for upcrossings can be applied to determine the probability of the maximum of the beampattern exceeding some threshold.

Both Refs. [14] and [43] state that the number of exceedances or upcrossings can be
regarded as a point process. The points along the beampattern at which upcrossings occur are assumed to occur randomly and independently. With this assumption, let there be \( m \) different beampatterns, each formed by \( N \) iid distributed elements. Similarly to the approach in Ref. [18], divide each beampattern over angle into \( n \) equally spaced intervals. Choose \( n \) so that every interval in each of the \( m \) beampatterns has at most one upward crossing of some level \( P_0 \). The value \( n \) becomes the total number of upward crossings possible in each beampattern. Let \( \nu_j(P_0) \) be the number of upward crossings in the sidelobe region of beampattern \( j \) of \( m \) beampatterns \((j = 1, 2, \ldots, m)\). The probability that any interval in any of the \( m \) beampatterns has an upward crossing is given by

\[
\frac{\sum_{j=1}^{m} \nu_j(P_0)}{mn}.
\]

By the laws of large numbers

\[
\lim_{m \to \infty} \frac{\sum_{j=1}^{m} \nu_j(P_0)}{mn} = \frac{E[\nu(P_0)]}{n}.
\]

\(E[\nu(P_0)]\) is the expected number of upward crossings. The probability that there are no upward crossings in the sidelobe region is given by

\[
\prod_{i=1}^{n} \left( 1 - \frac{E[\nu(P_0)]}{n} \right).
\]

Increasing the number of bins gives \( e^{-E[\nu(P_0)]} \). It can now be claimed that \( e^{-E[\nu(P_0)]} \) is the probability that \( \nu(P_0) = 0 \) or the probability that there are no upcrossings of level \( P_0 \) by the beampattern. \( \nu(P_0) \) is a Poisson distributed random variable with pmf

\[
\text{Pr}(\nu(P_0) = k) = \frac{E[\nu(P_0)]^k e^{-E[\nu(P_0)]}}{k!}.
\] (4.22)
4.4.2 Applying Method of Upward-Crossings to Beampattern

Using the upward-crossing method, the general complementary cumulative distribution function (CCDF) for the peak sidelobe level distribution is

$$\Pr\{P(u|z) \geq P_0 \forall u \in S\}$$

$$\approx 1 - \Pr \{P(|u| = u_s|z) \leq P_0\} e^{-E[\nu(P_0)]}, \quad (4.23)$$

where $\nu(P_0)$ is the number of times the beampattern crosses the level $P_0$ in an upward direction in the sidelobe region. $E[\nu(P_0)]$ is the expected number of upward-crossings. Previous researchers implied Eq. (4.23) but did not explicitly state it [19][18]. The term $\Pr \{P(|u| = u_s|z) \leq P_0\}$ in Eq. (4.23) is the probability of the beampattern initially being below $P_0$. The term $e^{-E[\nu(P_0)]}$ is the probability that the Poisson distributed random variable $\nu(P_0)$ is zero. However, the points of upward-crossing have some correlation, and the Poisson distribution model is approximate. Since calculations closely match simulated experiments in Refs. [19] and [18], Eq. (4.23) will be accepted as the general equation for the peak sidelobe level CCDF.\(^3\)

If the mean and variance of the array factor quadrature components, $X(u)$ and $Y(u)$, change considerably with angle in the sidelobe region, Eq. (4.23) must be evaluated using numerical methods as done in Refs. [11] and [39]. Since $X(u)$, $Y(u)$, and their derivatives are regarded as having approximately Gaussian distributions by the Central Limit Theorem, only their means, variances, and covariances were needed to calculate the peak sidelobe level distributions in Ref. [39].\(^4\)

If the statistics can also be regarded as angle-independent, the peak sidelobe level distribution can be written in closed form. This paper contributes to the closed form

\(^3\)[1] ©2011 IEEE

\(^4\)[1] ©2011 IEEE
expression through the following discussion by stating it in terms of the antenna element position variance.\(^5\)

As given in Eqs. (4.2) and (4.5), the means of \(X(u,z)\) and \(Y(u,z)\) over the element locations \(z\), \(m_{X,z}(u)\) and \(m_{Y,z}(u)\), respectively, are

\[
m_{X,z}(u) = \sqrt{N} \left( \frac{\hat{f}_{x_k}(-u) + \hat{f}_{x_k}(u)}{2} \right) \tag{4.24}
\]
\[
m_{Y,z}(u) = \sqrt{N} \left( \frac{\hat{f}_{x_k}(-u) - \hat{f}_{x_k}(u)}{j^2} \right). \tag{4.25}
\]

The variances of \(X(u,z)\) and \(Y(u,z)\) over \(z\), \(\sigma_{X,z}^2(u)\) and \(\sigma_{Y,z}^2(u)\), respectively, as given by Eqs. (4.4) and (4.7) are

\[
\sigma_{X,z}^2(u) = \frac{1}{2} + \frac{1}{2\sqrt{N}} \left( m_{X,z}(2u) \right) - \frac{m_{X,z}^2(u)}{N} \tag{4.26}
\]
\[
\sigma_{Y,z}^2(u) = \frac{1}{2} - \frac{1}{2\sqrt{N}} \left( m_{X,z}(2u) \right) - \frac{m_{Y,z}^2(u)}{N}. \tag{4.27}
\]

As in the sampling beampattern case, if

\[
\sqrt{N} \cdot \hat{f}_{x_k}(u) \approx 0 \forall u \in S, \tag{4.28}
\]

then,

\[
\begin{aligned}
m_{X,z}(u) &\approx 0 \forall u \in S \\
m_{Y,z}(u) &\approx 0 \forall u \in S \\
\sigma_{X,z}^2(u) &\approx \frac{1}{2} \forall u \in S. \\
\sigma_{Y,z}^2(u) &\approx \frac{1}{4} \forall u \in S. \tag{4.29}
\end{aligned}
\]

We continue with the assumption that \(X(u,z)\) and \(Y(u,z)\) are uncorrelated and approximately Gaussian. Now, the beampattern level at angle \(u_s\) is approximately Rayleigh distributed
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giving

\[ \Pr \{ P(u, z) \leq P_0 \} \approx (1 - e^{-N P_0}) . \]  

(4.30)

We introduce the derivatives of the quadrature components with respect to \( u \) as

\[ X'(u, z) = -\frac{1}{\sqrt{N}} \sum_{k=1}^{N} z_k \beta \sin (z_k \beta u) \]  

(4.31)

\[ Y'(u, z) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} z_k \beta \cos (z_k \beta u) . \]  

(4.32)

These quadrature component derivatives are also considered approximately Gaussian for large \( N \) by the Central Limit Theorem.

Let \( \hat{f}'_{z_k}(u) \) be the first derivative with respect to \( u \) of the characteristic function in Eq. (4.1) so that

\[
\hat{f}'_{z_k}(u) = \frac{d}{du} \hat{f}_{z_k}(u) \\
= \frac{d}{du} \int_{B_0}^{B_1} f_{z_k}(z)e^{-j\beta z u} dz \\
= \int_{B_0}^{B_1} f_{z_k}(z) \frac{d}{du} e^{-j\beta z u} dz \\
= -\int_{B_0}^{B_1} j\beta z f_{z_k}(z)e^{-j\beta z u} dz .
\]
The means of $X'(u, z)$ and $Y'(u, z)$ over $z$, $m_{X',z}(u)$ and $m_{Y',z}(u)$, respectively, are

$$m_{X',z}(u) = E_z \left[ -\frac{1}{\sqrt{N}} \sum_{k=1}^{N} \beta z_k \sin(z_k \beta u) \right]$$

$$= -\sqrt{N} \beta E_z [z \sin(z \beta u)]$$

$$= -\sqrt{N} \beta \int_{B_0}^{B_1} f_{z_k}(z) z \sin(z \beta u) dz$$

$$= -\sqrt{N} \beta \int_{B_0}^{B_1} f_{z_k}(z) z \left( \frac{e^{jz \beta u} - e^{-jz \beta u}}{j2} \right) dz$$

$$= -\sqrt{N} \left( -j \int_{B_0}^{B_1} f_{z_k}(z) \beta z \frac{e^{jz \beta u}}{2} - j \int_{B_0}^{B_1} f_{z_k}(z) \beta z \frac{e^{-jz \beta u}}{j2} \right) dz$$

$$= -\sqrt{N} \left( \hat{f}_{z_k}'(-u) - \hat{f}_{z_k}'(u) \right) \frac{2}{2} \quad (4.33)$$

and

$$m_{Y',z}(u) = E_z \left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \beta z_k \cos(z_k \beta u) \right]$$

$$= \sqrt{N} \beta E_z [z \cos(z \beta u)]$$

$$= \sqrt{N} \beta \int_{B_0}^{B_1} f_{z_k}(z) z \cos(z \beta u) dz$$

$$= \sqrt{N} \beta \int_{B_0}^{B_1} f_{z_k}(z) z \left( \frac{e^{jz \beta u} + e^{-jz \beta u}}{2} \right) dz$$

$$= \sqrt{N} \left( j \int_{B_0}^{B_1} f_{z_k}(z) \beta z \frac{e^{jz \beta u}}{j2} \right) \frac{2}{2} + j \int_{B_0}^{B_1} f_{z_k}(z) \beta z \frac{e^{-jz \beta u}}{j2} \right) dz$$

$$= -\sqrt{N} \left( \hat{f}_{z_k}'(-u) + \hat{f}_{z_k}'(u) \right) \frac{2}{2j} \quad (4.34)$$

The covariance over $z$ of $X(u, z)$ and $X'(u, z)$, $\sigma_{X,X',z}(u)$, and of $Y(u)$ and $Y'(u)$, $\sigma_{Y,Y',z}(u)$,
are

\[
\sigma_{XX',z} = E_z \left[ -\cos (z_k \beta u) z_k \beta \sin (z_k \beta u) \right] - \frac{m_X m_{X'}}{N} \\
= \int_{B_0}^{B_1} f_{z_k}(z) \left( \frac{1}{4} j \beta z e^{-2j \beta u z} \left( -1 + e^{4j \beta u z} \right) \right) dz - \frac{m_X m_{X'}}{N} \\
= \int_{B_0}^{B_1} f_{z_k}(z) \left( -\frac{1}{8} j \beta z e^{-2i \beta u z} - \frac{1}{8} 2j \beta z e^{2i \beta u z} \right) dz - \frac{m_X m_{X'}}{N} \\
= \left( \frac{\hat{f}'_{z_k}(2u) - \hat{f}'_{z_k}(-2u)}{4} \right) - \frac{m_{X,z}(u)m_{X',z}(u)}{N} \tag{4.35} 
\]

and

\[
\sigma_{YY',z} = E_z \left[ \sin \left( z_k \beta u \right) z_k \beta \cos \left( z_k \beta u \right) \right] - \frac{m_Y m_{Y'}}{N} \\
= \left( \frac{\hat{f}'_{z_k}(-2u) - \hat{f}'_{z_k}(2u)}{4} \right) - \frac{m_{Y,z}(u)m_{Y',z}(u)}{N} \tag{4.36} 
\]

Since \(X(u, z)\) and \(Y(u, z)\) are uncorrelated, the remaining covariance pairs, which are shown in Eq. (4.37), are zero.

\[
\begin{aligned}
\sigma_{XY,z}(u) \\
\sigma_{XY',z}(u) \\
\sigma_{X,Y,z}(u) \\
\sigma_{X,Y',z}(u) \\
\end{aligned}
\begin{aligned}
\{ & = 0 \forall u \in S \} 
\end{aligned} \tag{4.37}
\]

If

\[
\sqrt{N} \cdot \hat{f}'_{z_k}(u) \approx 0 \forall u \in S, \tag{4.38}
\]

then

\[
\begin{aligned}
m_{X',z}(u) \\
m_{Y',z}(u) \\
\sigma_{XX',z}(u) \\
\sigma_{YY',z}(u) \\
\end{aligned}
\begin{aligned}
\{ & \approx 0 \forall u \in S \} 
\end{aligned} \tag{4.39}
\]

However, the variances over \(z\) of \(X'(u, z)\), \(\sigma^2_{X',z}(u)\), and \(Y'(u)\), \(\sigma^2_{Y',z}(u)\), must also be shown
as angle-independent.

The second derivative of the characteristic function with respect to \( u \) is designated \( \hat{f}''_{z_k}(u) \) so that

\[
\hat{f}''_{z_k}(u) = -\frac{d}{du} \int_{B_0}^{B_1} j\beta z f_{z_k}(z) e^{-j\beta zu} dz \\
= -\int_{B_0}^{B_1} j\beta z f_{z_k}(z) \frac{d}{du} e^{-j\beta zu} dz \\
= -\int_{B_0}^{B_1} \beta^2 z^2 f_{z_k}(z) e^{-j\beta zu} dz.
\]
The second moment of $X'(u, z)$ is

\[
E_z[X'^2(u, z)] = E_z \left[ \left( -\frac{1}{\sqrt{N}} \sum_{k=1}^{N} \beta z_k \sin(z_k \beta u) \right)^2 \right]
\]

\[
= E_{z_k} \left[ \frac{1}{N} \sum_{k=1}^{N} \beta^2 z_k^2 \sin^2(z_k \beta u) + \frac{1}{N} \sum_{k=1}^{N} \beta z_k \sin(z_k \beta u) \sum_{l=1}^{N} \beta z_l \sin(z_l \beta u) \right]
\]

\[
= E_{z_k} \left[ \beta^2 z_k^2 \sin^2(z_k \beta u) \right] + (N - 1) E_{z_k} \left[ \beta z_k \sin(z_k \beta u) \right]^2
\]

\[
= \int_{B_0}^{B_1} \beta^2 f_{z_k}(z) z^2 \sin^2(z \beta u) dz + (N - 1) E_{z_k} \left[ \beta z_k \sin(z_k \beta u) \right]^2
\]

\[
= \int_{B_0}^{B_1} \beta^2 f_{z_k}(z) z^2 \left( \frac{1}{2} - \frac{\cos(2z \beta u)}{2} \right) dz + (N - 1) E_{z_k} \left[ \beta z_k \sin(z_k \beta u) \right]^2
\]

\[
= \int_{B_0}^{B_1} \frac{\beta^2}{2} f_{z_k}(z) z^2 dz
\]

\[
- \int_{B_0}^{B_1} \frac{\beta^2}{2} f_{z_k}(z) z^2 \cos(2z \beta u) dz + (N - 1) E_{z_k} \left[ \beta z_k \sin(z_k \beta u) \right]^2
\]

\[
= \frac{\beta^2 E_{z_k}[z_k^2]}{2} - \int_{B_0}^{B_1} \beta^2 f_{z_k}(z) z^2 e^{j2z \beta u} + e^{-j2z \beta u} \left( \frac{1}{4} \right) dz
\]

\[
+(N - 1) E_{z_k} \left[ \beta z_k \sin(z_k \beta u) \right]^2
\]

\[
= \frac{\beta^2 E_{z_k}[z_k^2]}{2} - \frac{1}{4} \left( -4 \int_{B_0}^{B_1} \beta^2 f_{z_k}(z) z^2 e^{j2z \beta u} \frac{1}{4} + \frac{4 \int_{B_0}^{B_1} \beta^2 f_{z_k}(z) z^2 e^{-j2z \beta u} dz}{4} \right)
\]

\[
+(N - 1) E_{z_k} \left[ \beta z_k \sin(z_k \beta u) \right]^2
\]

\[
= \frac{\beta^2 E_{z_k}[z_k^2]}{2} - \frac{1}{4} \left( \hat{f}_{z_k}''(-2 \beta u) - \frac{\hat{f}_{z_k}''(2 \beta u)}{4} \right) + (N - 1) E_{z_k} \left[ \beta z_k \sin(z_k \beta u) \right]^2
\]

\[
= \frac{\beta^2 E_{z_k}[z_k^2]}{2} + \frac{1}{16} \left( \hat{f}_{z_k}''(2u) + \hat{f}_{z_k}''(-2u) \right) + (N - 1) E_{z_k} \left[ \beta z_k \sin(z_k \beta u) \right]^2
\]

\[(4.40)\]
The second moment of \( Y'(u, z) \) is

\[
E[Y'^2] = E_{z_k} \left[ \left( \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \beta z_k \cos(z_k \beta u) \right)^2 \right]
\]

\[
= E_{z_k} \left[ \frac{1}{N} \sum_{k=1}^{N} \beta z_k^2 \cos^2(z_k \beta u) + \frac{1}{N} \sum_{k=1}^{N} \beta z_k \cos(z_k \beta u) \sum_{l=1}^{N} \beta z_l \cos(z_l \beta u) \right]
\]

\[
= E_{z_k} \left[ \beta^2 z_k^2 \cos^2(z_k \beta u) \right] + (N - 1) E_{z_k} [\beta z_k \cos(z_k \beta u)]^2
\]

\[
= \int_{B_0}^{B_1} \beta^2 f_{z_k}(z) z^2 \cos^2(z \beta u) dz + (N - 1) E_{z_k} [\beta z_k \cos(z_k \beta u)]^2
\]

\[
= \frac{\beta^2 E_{z_k}[z^2_k]}{2} + \int_{B_0}^{B_1} \beta^2 f_{z_k}(z) z^2 \frac{e^{j2z \beta u} + e^{-j2z \beta u}}{2} dz + (N - 1) E_{z_k} [\beta z_k \cos(z_k \beta u)]^2
\]

\[
= \frac{\beta^2 E_{z_k}[z^2_k]}{2} + \frac{1}{4} \left( \frac{\hat{f}_{z_k}''(-2\beta u)}{-4} - \frac{\hat{f}_{z_k}''(2\beta u)}{4} \right) + (N - 1) E_{z_k} [\beta z_k \cos(z_k \beta u)]^2
\]

\[
= \frac{\beta^2 E_{z_k}[z^2_k]}{2} - \frac{1}{16} \left( \frac{\hat{f}_{z_k}''(2\beta u)}{4} + \frac{\hat{f}_{z_k}''(-2\beta u)}{4} \right) + (N - 1) E_{z_k} [\beta z_k \cos(z_k \beta u)]^2
\]

From the second moments in Eqs. (4.40) and (4.41), the quadrature component derivative variances, \( \sigma_{X', z}^2(u) \) and \( \sigma_{Y', z}^2(u) \), are

\[
\sigma_{X', z}^2(u) = \frac{\beta^2 E_{z_k}[z^2_k]}{2} + \frac{1}{4} \left( \hat{f}_{z_k}''(2\beta u) + \hat{f}_{z_k}''(-2\beta u) \right) - \frac{m_{X', z}^2(u)}{N}
\]

\[
\sigma_{Y', z}^2(u) = \frac{\beta^2 E_{z_k}[z^2_k]}{2} - \frac{1}{4} \left( \hat{f}_{z_k}''(2\beta u) + \hat{f}_{z_k}''(-2\beta u) \right) - \frac{m_{Y', z}^2(u)}{N}
\]

where \( E_{z_k}[z^2_k] \) is the second moment of the array element location distribution.
With angle-independent statistics from Eqs. (4.29), (4.37), (4.39) and
\[
\sigma_{X',z}^2(u) \approx \sigma_{Y',z}^2(u) \forall u \in S, \quad (4.44)
\]
Ref. [11] showed that the expected number of upward-crossings for some level \(P_0\), provided \(NP_0 > 1/2\), can be written in closed form as
\[
E[\nu(P_0)] = \mu(S_{nr}) \sigma_{X',z} \sqrt{NP_0} e^{-NP_0} \sqrt{\frac{2}{\pi}} \quad (4.45)
\]
where \(\sigma_{X',z}\) is \(\sigma_{X',z}(u)\) independent of \(u\). \(^6\)

To obtain \(\sigma_{X',z}^2(u) \approx \sigma_{Y',z}^2(u)\) along with Eqs. (4.29), (4.37), (4.39) and achieve approximate angle-independence, it is seen that
\[
\left( \hat{f}_{z_k}''(2u) + \hat{f}_{z_k}''(-2u) \right) \ll 2\beta^2 E[z^2] \forall u \in S. \quad (4.46)
\]
Then,
\[
\sigma_{X',z}^2(u) \approx \sigma_{Y',z}^2(u) \approx \frac{\beta^2 E[z^2]}{2} = \sigma_{X',z}^2. \quad (4.47)
\]
By using this result, the expected number of upward-crossings can be given in terms of \(E[z^2]\) as
\[
E[\nu(P_0)] = \beta \mu(S_{nr}) \sqrt{E[z^2]N} e^{-NP_0} \sqrt{\frac{P_0}{\pi}}. \quad (4.48)
\]

It is shown in Appendix A that angle-independence applies when the element location distribution is shifted to have approximately zero mean. With approximately zero mean, the second moment of the element distribution, \(E_{z_k}[z_k^2]\), is
\[
E_{z_k}[z_k^2] \approx \sigma_z^2, \quad (4.49)
\]
where \(\sigma_z^2\) is the antenna location variance. Since shifting the element location distribution
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does not change the far-field beampattern, the peak sidelobe level distribution is now

\[
\Pr\{P(u|z) \geq P_0 \forall u \in S\} \\
\approx 1 - (1 - e^{-NP_0}) e^{-\beta \mu(S_{avr}) \sigma_z \sqrt{N} e^{-NP_0} \sqrt{P_0}}. 
\]  

(4.50)

In Eq. (4.50), \( \sigma_z \) can be considered the effective length of the array \[44\]. In summary, Eq. (4.50) is the closed form expression for the peak sidelobe level distribution if the following conditions are valid for array elements with independent random positions on linear arrays or planar arrays that can be transformed into linear arrays:

- \( \sqrt{N} \cdot \hat{f}_{zk}(u) \) and \( \sqrt{N} \cdot \hat{f}_{zk}^t(u) \) are close to zero in the sidelobe region with \( u \).
- \( \sigma^2_{Y_{\nu},z}(u) \approx \sigma^2_{X_{\nu},z}(u) \forall u \in S \).

It is interesting to note that Eq. (4.50) is a function of the second moment of \( z \). Further work needs to see if using higher-order moments can produce more accurate peak sidelobe level probability calculations.

### 4.5 Distribution Convergence with Increasing Array Elements\(^8\)

If the antenna location variance, \( \sigma^2_z \), is a function of the number of antennas, the peak sidelobe level distribution may not converge to zero as the number of array elements increases. In addition to this non-zero probability convergence, it will now be shown that the conditions to produce Eq. (4.50) hold if angle-independence of beampattern statistics also occurs asymptotically with the increase in elements.

\[\]
If the conditions to produce Eq. (4.50) hold with increasing elements, the peak sidelobe level can converge between zero and one if

$$\lim_{N \to \infty} \mu(S_{nr}) \sigma_z(N) e^{-NP_0} \sqrt{N} = \kappa, \quad 0 < \kappa < \infty$$  \hspace{1cm} (4.51)

where $\sigma_z(N)$ is array effective length as a function of the number of elements. To produce the convergence in Eq. (4.51), one condition is that $\sigma_z(N)$ converges to infinity with $N$. Note that $\sigma_z(N)$ may not increase monotonically. However, to allow peak sidelobe level convergence between zero and one for arbitrarily large $N$, a monotonically increasing $\sigma_z(N)$ is desirable.

The effective array length must not converge to infinity faster or slower than $\mu(S_{nr}) e^{-NP_0} \sqrt{N}$ converges to zero. One general function that can be used to produce peak sidelobe level convergence to a constant between zero and one is

$$\sigma_z(N) = \frac{\kappa e^{NP_0}}{\sqrt{N}} + g(N)$$ \hspace{1cm} (4.52)

where $g(N)$ is some function of $N$ such that $\sigma_z(N)$ is positive and

$$\lim_{N \to \infty} g(N) e^{-NP_0} \sqrt{N} \mu(S_{nr}) = 0.$$ \hspace{1cm} (4.53)

Here, $\kappa$ serves as a positive and finite proportionality constant for the effective length.

The maximum possible physical length of the array changes with the effective length. It is assumed the maximum possible physical length has a linear relationship with some function of the effective length, but this assumption is true for distributions encountered in this work. If elements are added to the array, the effective length increases, and the maximum possible physical length scales by some function $t(N)$ where $N$ is the total number of elements. Since the array effective length converges to infinity with increasing number of elements by Eq. (4.52), $t(N)$ converges to infinity as well. To maintain a mean location of zero, the distances between element locations also scale by $t(N)$. If $N_0$ elements are added to the array, the
characteristic function of the new array element location distribution with \((N + N_0)\) nodes is

\[
\hat{f}^{N_0}_z(u) \triangleq \int_{L_{\min}}^{L_{\max}} f_z(z)e^{-j\beta t(N + N_0)uz}dz \tag{4.54}
\]

where \(f_z(z)\) is the element location distribution before scaling the element locations by \(t(N + N_0)\). By the Riemann-Lebesgue Lemma,

\[
\lim_{N \to \infty} \int_{L_{\min}}^{L_{\max}} f_z(z)e^{-j\beta t(N)uz}dz = 0 \forall u \neq 0. \tag{4.55}
\]

The means of the quadrature components are proportional to the square-root of the number of elements. By Eq. (4.52), \(t(N)\) is increasing faster than \(\sqrt{N}\). So from Eq. (4.55), the means of the quadrature components approach zero and the variances approach \(1/2\). The convergence of these statistics and the Central Limit Theorem allow the initial beampattern level distribution to converge to a Rayleigh distribution.

The length of the sidelobe region also approaches one. This convergence occurs because \(u_s\) is usually specified by the average beampattern or the average sidelobes being below some level as in Ref. [11]. Due to Eq. (4.55), the average beampattern outside of the main beam converges to zero.

The statistics of the quadrature component derivatives must also be shown to satisfy the angle-independent conditions that produce Eq. (4.50) if the effective array length grows large. The characteristic function derivative of a distribution with \(N + N_0\) elements is

\[
\hat{f}'^{N_0}_z(u) \triangleq -j \int_{L_{\min}}^{L_{\max}} \beta t(N + N_0)zf_z(z)e^{-j\beta t(N + N_0)uz}dz. \tag{4.56}
\]

Eq. (4.56) will replace \(\hat{f}'^z(u)\) in Eqs. (4.33) and (4.34) for the derivative means. The term \(\hat{f}''_z(2u) + \hat{f}''_z(-2u)\) for the quadrature component derivative variances in Eqs. (4.42) and
(4.43) is replaced by

\[
\begin{align*}
\hat{f}_{z_k}^{N_0}(2u) + \hat{f}_{z_k}^{N_0}(-2u) \\
= - \int_{L_{\min}}^{L_{\max}} \beta^2 t^2 (N + N_0) z^2 f_{z_k}(z) \cos(2z\beta t(N + N_0)u)dz.
\end{align*}
\]

Eqs. (4.56) and (4.57) are not guaranteed to converge as \( N \) increases. The derivative means and Eq. (4.57) must converge to zero for beampattern statistics to become asymptotically angle-independent. If \( m_{X',z}(u) \) and \( m_{Y',z}(u) \) converge to zero but Eq. (4.57) does not, then \( \sigma^2_{X',z}(u) \) and \( \sigma^2_{Y',z}(u) \) can become approximately angle-independent for an arbitrarily large number of elements if \( \sigma^2_z(N + N_0) \) is significantly larger than Eq. (4.57).

In summary, the closed form peak sidelobe level distribution in Eq. (4.50) is valid asymptotically as the number of elements increases if

- \( \lim_{N \to \infty} \sigma_z(N) = \infty \)
- \( m_{X,z}(u), m_{Y,z}(u), m_{X',z}(u), m_{Y',z}(u), \) and Eq. (4.57) converge to zero as the effective length of the array increases with the number of elements.

The normal element position distribution allows these conditions to be met. For any element position distribution, the means \( m_{X,z}(u) \) and \( m_{Y,z}(u) \) will converge to zero if the array aperture increases faster than \( \sqrt{N + N_0} \). If \( m_{X',z}(u) \) and \( m_{Y',z}(u) \) converge to zero but Eq. (4.57) does not, then Eq. (4.50) is approximately valid for an arbitrarily large number of elements if Eq. (4.57) is much smaller than \( \sigma^2_z(N) \). As examples, the triangle and semi-circle distributions do not allow Eq. (4.57) to converge to zero, but they keep it significantly smaller than the element variance for large \( N \). These two distributions allow the means to converge to zero. Further work needs to show that, for an arbitrarily large number of elements, if \( m_{X',z}(u), m_{Y',z}(u), \) and Eq. (4.57) do not converge to zero but are smaller than \( \sigma^2_z(N) \), then the closed form peak sidelobe level distribution is approximately valid.

If the statistics are asymptotically angle-independent, the probability of the beampattern
peak sidelobe level exceeding some value \( P_0 \) can converge between zero and one by

\[
\lim_{N \to \infty} \Pr\{P(u|z) \geq P_0 \forall u \in S\} = 1 - e^{-\beta \kappa \sqrt{P_0}}. \tag{4.58}
\]

### 4.6 Examples\(^9\)

To validate the peak sidelobe level distribution equations, this paper shows simulations of linear arrays with normal and triangle distributed elements. Simulations of planar arrays with uniform distributed elements from Ref. [11] are also given.

Table 4.1 shows Eq. (4.58) values for linear arrays and planar arrays that can be transformed into linear arrays as the constant \( \kappa \) changes. Here, the main beam is steered to \( \phi_0 = 0 \) degrees and \( \lambda = 1 \). As the number of antenna elements are increased for simulated antenna arrays, the peak sidelobe level distribution should converge to the values plotted in Table 4.1 for different effective length proportionality constants, \( \kappa \). In the simulations, the standard deviation and effective length, \( \sigma_z \), changes with the number of elements according to Eq. (4.52) with \( g(N) = 0 \). The probabilities shown in Table 4.1 are for a peak sidelobe level of \( P_0 = -20 \) dB. This level was chosen for simulation convenience, but any level could be used to test the validity of the peak sidelobe level distribution equations.

<table>
<thead>
<tr>
<th>( \kappa )</th>
<th>5.00</th>
<th>4.33</th>
<th>3.67</th>
<th>3.00</th>
<th>2.33</th>
<th>1.67</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Pr</td>
<td>0.83</td>
<td>0.79</td>
<td>0.73</td>
<td>0.66</td>
<td>0.56</td>
<td>0.45</td>
<td>0.30</td>
</tr>
<tr>
<td>Planar Pr</td>
<td>0.97</td>
<td>0.95</td>
<td>0.93</td>
<td>0.88</td>
<td>0.81</td>
<td>0.69</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 4.1: Peak Sidelobe Level Distribution Limit for Planar and Linear Arrays as Effective Length increases with Number of Elements, \( \Pr(\max(P(u)) > P_0 = -20 \) dB, \( \lambda = 1 \), \( \copyright 2011 IEEE \)

Fig. 4.2 shows the simulated peak sidelobe level distribution convergence for a linear array with normal distributed elements. For the simulations, 10240 random beampatterns were generated for each pair of \( N \) and \( \kappa \).

\(^9\)[1] \( \copyright 2011 IEEE \)
Similar peak sidelobe level distribution convergence is shown in Fig. 4.2 for a linear array of maximum length $L$ with triangle distributed element locations. The pdf is given by

$$f_{z_k}(z) = \begin{cases} 
4\frac{z+L^2}{L^2}, & -\frac{L}{2} \leq z \leq 0 \\
4\frac{L^2-z}{L^2}, & 0 \leq z \leq \frac{L}{2}.
\end{cases}$$  \tag{4.59}

Although this triangle distribution of antenna positions does not allow Eq. (4.57) to converge to zero with increasing position variance, Fig. 4.2 shows the peak sidelobe level probabilities are close to the values in Table 4.1 for linear arrays.

![Figure 4.2: Peak Sidelobe Level Distribution Convergence, $\Pr\{P(u|z) \geq -20 \text{ dB} \forall u \in S\}$, for Linear Arrays with Zero-Mean Gaussian and Triangle Distributed Antenna Positions where $\sigma_z(N) = \kappa e^{N\rho_0}/\sqrt{N}$, © 2011 IEEE](image)

The peak sidelobe level distribution convergence is shown for a planar array with uniformly distributed elements in Fig. 4.3. The pdf for this element location distribution after
transforming into a linear array is

\[ f_{z_k}(z) = \frac{2}{R^2\pi} \sqrt{R^2 - z^2}, \quad -R \leq z \leq R. \]  

(4.60)

The physical length of the array, \(2R\), changes with \(\sigma_z(N)\). The simulation probabilities seem to converge to the theoretical values in Table 4.1.

**Figure 4.3:** Peak Sidelobe Level Distribution Convergence, \(\Pr\{P(u|z) \geq -20 \text{ dB} \forall u \in S\}\), for Uniformly Distributed Planar Array where \(\sigma_z(N) = \frac{\kappa e N P_0}{\sqrt{N}}\), \(\copyright 2011\ IEEE\)

These results can help in designing an array. From \(\sigma_z(N) = \frac{\kappa e N P_0}{\sqrt{N}}\), \(\sigma_z(N)\), \(\kappa\), and \(N\) can be adjusted to produce an array with a desired peak sidelobe level probability for some given frequency. Once the number of elements and effective length that give the desired peak sidelobe level probability are determined, Monte Carlo methods may be used to determine element locations.

Eq. (4.51) suggests that there is a region of \(\sigma_z(N)\) values where the sidelobe distribution does not converge to one or zero if the conditions for angle-independence with large effective aperture are met. This transition is shown in Fig. 4.4 with the simulated probabilities of the peak sidelobe level exceeding a beampattern level. The simulation is plotted with the closed form peak sidelobe level distribution of Eq. (4.50) for \(N = 800\) triangle-distributed array element positions. There is good agreement between theory and simulation. Each simulation
point was found from generating 10240 random beampatterns. This curves can be useful in maximizing the length of an array while keeping peak sidelobe levels relatively low.

Figure 4.4: Peak Sidelobe Level Distribution for Linear Array formed by Triangle Distributed Element Locations
Chapter 5

Sidelobe Peak Distribution using
Extreme Value Theory

5.1 Motivation: Inaccurate Probability Calculations with Upward-Crossing Method for Sparse Arrays

When $N \leq 200$, the method of upcrossings does not yield close results to simulation. The mismatch can be seen in Fig. 5.1. As the number of elements reduces to $N = 80$, the probability calculations begin to deviate from the simulation for large values of $\sigma_z/\lambda$. In Fig. 5.2, the cdf of the peak sidelobe level distribution is plotted for both the upcrossing and sample method with triangle distributed element locations. The cdf were generated using the method to numerically find the peak sidelobe levels explained in Appendix B. For both methods, we see that as the number of elements decreases, the theoretical cdf deviates further from the simulation for large $\sigma_z/\lambda$, or for sparse arrays. With the Gaussian distribution approximations made for the array factor quadrature components and their derivatives, it is difficult to correct the upward-crossing method for a smaller number of elements. Therefore, we turn to Extreme Value Theory (EVT) without making Gaussian approximations to deal
with smaller $N$.

![Figure 5.1: Peak Sidelobe Level Distribution for Linear Array formed by Triangle Distributed Element Locations for different $N$ and $P_0$](image)

5.2 Introduction to Extreme Value Theory

Researchers have long been interested in the properties of order statistics, especially the minimum and maximum of a sequence of random variables. This interest led to the area of Extreme Value Theory (EVT). One may look to other texts for deep historical surveys of EVT, but in this thesis, we condense the history described in Ref. [45].

One of the earliest recorded investigations into EVT was by Nicolas Bernoulli in 1709 who looked at the mean largest distance from the origin given $n$ points lying at random on a straight line of fixed length $t$. Development of EVT was motivated from the need of astronomers to utilize or reject outlying observations. Refs. [46], [47], and [48] introduced and first investigated distributions of the largest value and looked at the exact cumulative distribution function and asymptotic distributions.

It was Ref. [49] who first claimed that the distribution of the maximum of a random
variable can be only one of three types. Let there be iid random variables \( \{X_1, X_2, \ldots, X_M\} \) with probability density function (pdf) \( f_X(x) \) and cumulative density function (cdf) \( F_X(x) \). Let

\[
X_{\text{max}} = \max\{X_1, X_2, \ldots, X_M\}.
\]

The cdf of \( X_{\text{max}} \) can be given by

\[
F_{\text{max}}(x) = \Pr(X_{\text{max}} \leq x) = \Pr(X_1 \leq x) \Pr(X_2 \leq x) \cdots \Pr(X_M \leq x) = F_X^M(x).
\]

Ref. [49] gives that there can be for some \( a_M \) and \( b_M \),

\[
F_X^M(x) = F(b_Mx + a_M). \tag{5.1}
\]
Distributions that satisfy Eq. (5.1), which is called the stability postulate, are the following:

\[
F(b_Mx + a_M) = \begin{cases} 
  e^{-x\gamma}, & x \geq 0, \gamma > 0 \\
  0, & x < 0
\end{cases}
\]

(5.2)

\[
F(b_Mx + a_M) = \begin{cases} 
  1, & x \geq 0 \\
  e^{-(x\gamma)}, & x < 0, \gamma > 0
\end{cases}
\]

(5.3)

\[
F(b_Mx + a_M) = e^{-e^{-x}}, \quad -\infty < x < \infty
\]

(5.4)

E.J. Gumbel applied these distributions to human lifetimes, radioactive emissions, and flood analysis in Refs. [50], [51], [52], [53], and [54]. W. Weibull applied them to strength of materials in Ref. [55]. Ref. [56] applied them to earthquake magnitudes. Subsequently, Eq. (5.2) is the Frechet distribution, Eq. (5.3) is the Weibull distribution, and Eq. (5.4) is the Gumbel distribution.

Since

\[
\lim_{M \to \infty} F^M(x) = \begin{cases} 
  0, & F(x) < 1 \\
  1, & F(x) = 1
\end{cases}
\]

let there be parameters \(a_M\) and \(b_M\) that vary with \(M\) so that at each \(x\), \(F^M(b_Mx + a_M)\) is constant for all \(M\). The task is to determine \(a_M\) and \(b_M\) at each \(M\) and

\[
\lim_{M \to \infty} F^M(b_Mx + a_M).
\]

It was B. Gnedenko in Ref. [57] who gave a rigorous proof that the three distributions that satisfy Eq. (5.1) are limiting distributions for the maximum of a sequence of random variables. He also gave sufficient and necessary conditions for the convergence of the distribution of the maximum of random variables to one of the three distributions.
Ref. [57] is interested in results of the form
\[
\lim_{M \to \infty} X_{\text{max}} - A_M = 0
\]
\[
\frac{X_{\text{max}}}{B_M} = 1
\]
where \(A_M\) and \(B_M\) are constants and the convergence is in probability [58]. Let
\[
x_F = \sup\{x : F_X(x) < 1\}.
\]

The main problem addressed by Ref. [57] is to determine the conditions under which there exist constants \(b_M > 0\) and \(a_M\) and a nondegenerate function \(\Phi(x)\) such that
\[
\lim_{M \to \infty} \Pr\left\{ \frac{X_{\text{max}} - a_M}{b_M} \leq x \right\} = \lim_{M \to \infty} F^M(b_M x + a_M) = \Phi(x).
\]  
(5.5)

When Eq. (5.5) holds, then \(\Phi(x)\) is said to be an extreme value limiting distribution function and \(F_X(x)\) is in the domain of attraction of \(\Phi(x)\).

### 5.2.1 Conditions for Domain of Attraction to Frechet Distribution

Following the symbols in Refs. [57] and [58],
\[
\Phi(x) = \Phi_\gamma(x)
\]
if \(F_X(x)\) is in the domain of attraction of the Frechet distribution. The necessary and sufficient conditions for \(F_X(x)\) to be in this domain of attraction, as given by Ref. [57] are

1. The function \(1 - F_X(x)\) is regularly varying at infinity or

2. \[
\lim_{x \to \infty} \frac{1 - F_X(x)}{1 - F_X(kx)} = k^\gamma, \quad k > 0, \quad \gamma > 0.
\]
5.2.2 Conditions for Domain of Attraction to Weibull Distribution

When $F_X(x)$ is in the domain of attraction of the Weibull distribution,

$$
\Phi(x) = \Psi_\gamma(x).
$$

The necessary and sufficient condition is that there is some $x_0$ so that

$$
F_X(x_0) = 1
$$

$$
F_X(x_0 - \epsilon) < 1, \epsilon > 0
$$

and

$$
\lim_{x \to -0} \frac{1 - F_X(kx + x_0)}{1 - F_X(x + x_0)} = k^\gamma, k > 0, \gamma > 0.
$$

Note that $x_F = x_0$. Ref. [59] gives the necessary and sufficient conditions in another form but also gives the condition that $x_F$ be finite. If

$$
\lim_{x \to \infty} \frac{1 - F_X \left( \frac{x_F - zA(z)x}{1/\gamma} \right)}{1 - F_X \left( \frac{x_F - 1/\gamma}{1/\gamma} \right)} = k^{-\gamma}, k > 0, \gamma > 0,
$$

then $F_X(x)$ is in the domain of attraction of the Weibull distribution.

5.2.3 Conditions for Domain of Attraction to Gumbel Distribution

$F_X(x)$ is in the domain of attraction of the Gumbel distribution if

$$
\Phi(x) = \Lambda(x),
$$

there exists a function $A(z)$ such that

$$
\lim_{z \to x_F} A(z) = 0,
$$

and

$$
\lim_{z \to x_F} \frac{1 - F_X(z + zA(z)x)}{1 - F(z)} = e^{-x}, -\infty < x < \infty
$$

(5.6)
Formulations for $A(z)$ were given by Refs. [60], [61], [62], and [63]. Refs. [62] and [63] give $A(z)$ as

$$A(z) = \frac{\int_{z}^{x_F} (1 - F_X(t)) \, dt}{z (1 - F_X(z))}.$$  

Ref. [64] gives a sufficient but not necessary condition for $F_X(x)$ to be in the domain of attraction of the Gumbel distribution as

$$\lim_{x \to \infty} \frac{d}{dx} \frac{1 - F_X(x)}{F_X'(x)} = 0$$  \hspace{1cm} (5.7)$$

where

$$F_X'(x) = \frac{dF_X(x)}{dx}.$$ As mentioned in Ref. [58], Ref. [64] assumes $x_F = \infty$ but Ref. [57] showed that Eq. (5.7) also hold when $x_F < \infty$, and so a sufficient condition for $F_X(x)$ to be in the domain of attraction of the Gumbel distribution is

$$\lim_{x \to x_F} \frac{d}{dx} \frac{1 - F_X(x)}{F_X'(x)} = 0.$$  

### 5.2.4 Maximum of Non-Identical Distributions

The limiting distributions from Refs. [49] and [57] assume that $X_{\text{max}}$ is taken from a sequence of iid random variables, each with cdf $F_X(x)$. Ref. [65] extended the work in Ref. [57] to not necessarily iid random variables.

If the distributions of each sample are not identical, let the samples of the sequence $\{X_i\}$ have the CDFs $\{F_i(x)\}$. Then from Ref. [65], suppose

$$\lim_{M \to \infty} \sum_{i=1}^{M} F_i(b_M x + a_M) = K(x)$$

where $K(x)$ is a positive, non-decreasing function not identically a constant. Now, Ref. [65]
shows that the asymptotic limit of the distribution of the minimum of the sequence is

\[
\lim_{M \to \infty} \prod_{l=1}^{\infty} (1 - F_l(b_M x + a_M)) = e^{-K(x)}.
\] (5.8)

To find the maximum of a sequence \( \{X_l\} \), then the results from Ref. [65] will need to be applied to \( \min\{-X_l\} \) since \( \max\{X_l\} = -\min\{-X_l\} \).

Ref. [65] gives three forms to \( K(x) \). Since we will show that beampattern samples may be assumed to be identically distributed, we will not discuss these forms and their verification further in this thesis. One may refer to Ref. [65] for more details.

### 5.2.5 EVT with Dependent Random Variables

Refs. [43] and [66] state that if \( r_n \) is the correlation of Gaussian variables \( X_i \) and \( X_{i+n} \), then if

\[
\lim_{n \to \infty} r_n \log n = 0
\]

or

\[
\sum_{n=1}^{\infty} r_n^2 < \infty
\]

then the sequence of Gaussian random variables is in the domain of attraction of the Gumbel distribution.

Dealing with dependence in EVT can extend beyond Gaussian random variables. Let there be a sequence of random variables \( \{X_1, X_2, \ldots, X_M\} \) where, for \( 1 \leq i, j \leq M \), \( X_i \) and \( X_j \) are independent only if \(|i - j| > m\) where \( m \) is a positive integer. Ref. [67] shows that if

\[
\lim_{c \to \infty} \frac{1}{Pr(X_i > c)} \max_{|i-j| \leq m} Pr[(X_i > c), (X_j > c)] = 0,
\] (5.9)

then the asymptotic distribution of \( X_{\max} = \max\{X_1, X_2, \ldots, X_M\} \) will be the same as if all the random variables in the sequence \( \{X_1, X_2, \ldots, X_M\} \) were independent.

If the random variables \( \{X_1, X_2, \ldots, X_M\} \) for a mixing sequence such that terms in the
sequence are weakly dependent when, then Ref. [68] states that EVT may still be applied if

$$\lim_{i \to \infty} \Pr(X_1 < x, X_2 < x, X_i < x) = \Pr(X_1 < x, X_2 < x) \Pr(X_i < x).$$  \hspace{1cm} (5.10)$$

So, if $F_X(x)$ is the cdf of each random variable in the sequence $\{X_1, X_2, \ldots, X_M\}$, then it is in the domain of attraction of one of the three EVT distributions if Eq. (5.9) or Eq. (5.10) is satisfied.

### 5.2.6 EVT with Continuous Processes

In dealing with continuous processes, let there be a stationary stochastic process $X(t)$ whose maximum is

$$X_{\text{max}}(T) = \sup\{X(t); 0 \leq t \leq T\}.$$ 

Let $F_X(x)$ be the cdf of $X(t)$ for all $t$. If $F_X(x)$ is in the domain of attraction of $\Phi(x)$ where $\Phi(x)$ is one of the three EVT distributions, then Ref. [43] showed that for some $b_T > 0$ and $a_T$,

$$\lim_{T \to \infty} \Pr\left(\frac{X_{\text{max}}(T) - a_T}{b_T} \leq x\right) = \Phi(x).$$

By letting

$$u_T = b_T x + a_T,$$

Ref. [43] gives that

$$\lim_{T \to \infty} \Pr(X_{\text{max}} \leq u_T) = e^{-\tau}$$  \hspace{1cm} (5.11)$$

where the expression for $\tau$ depends on which EVT distribution has $F_X(x)$ in its domain of attraction.

Let the expected number of upcrossings of the process $X(t)$ of a level $x_0$ be $E[\nu(x_0)]$. See Eq. (4.21) for finding the expected number of upcrossings. Ref. [43] gives that $\tau$ in Eq. (5.11)
is

\[ \lim_{T \to \infty} E[\nu(u_T)] = \tau. \]

### 5.3 Deriving Sidelobe Peak Distribution from Extreme Value Theory

#### 5.3.1 Overview

Researchers have applied Extreme Value Theory (EVT) to many applications. Beyond the work by E.J. Gumbel, EVT has been applied to flood flows by Refs. [69] and [70]. Other applications include reliability analysis [71], glass fiber strength [72], wind speed [73], rainfall analysis [74], and the maximum height of water waves [75]. Ref. [45] lists references to many other applications.

We now apply EVT to finding the peak sidelobe level distribution of random beampatterns. We re-write the array factor and beampattern equations from Eqs. (2.6), (2.7), (2.8), and (2.9) here. The quadrature components of the array factor are

\[
X(u, z) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos(z_k \beta u) \quad (5.12)
\]

\[
Y(u, z) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \sin(z_k \beta u). \quad (5.13)
\]

The field pattern or array factor is

\[
F(u, z) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} e^{-j\beta uz_k}
= \frac{1}{\sqrt{N}} (X(u, z) - jY(u, z)).
\]
The beampattern of the antenna array is

\[ P(u, z) = |F(u, z)|^2 \]
\[ = F(u, z)F^*(u, z) \]
\[ = \frac{1}{N}(X^2(u, z) + Y^2(u, z)). \]  

(5.14)

For a linear array, \( \beta = 2\pi/\lambda \) and \( u \in [0, 1 + |\sin[\phi_0]|] \) where \( \phi_0 \) is the steering angle. For a planar array, \( \beta = 4\pi/\lambda \) and \( u \in [0, 1] \).

The beampattern is a continuous process in \( u \). From Ref. [43], calculating the expected number of upcrossings should give us the peak sidelobe level distribution. However, without making the Gaussian approximations of the quadrature components, calculating this expected number of upcrossings is difficult. So, we approach the problem by sampling the beampattern with \( M \) equally spaced samples. We need to give a bound to show how close the EVT distribution we get through sampling is to the true distribution of the peak sidelobe level.

Computing the peak sidelobe level distribution with EVT will use following steps:

1. Show that the beampattern is uniformly continuous so that there are no large fluctuations of the beampattern between samples.

2. Give an upper bound to the difference between the true maximum of a beampattern and the sampled maximum and show that the bound becomes smaller as the number of samples increases.

3. Show beampattern samples are approximately identically distributed in order to have the asymptotic distribution convergence of Refs. [49] and [57].

4. Show that dependent beampattern samples satisfy conditions from Refs. [43], [66], or [67] in order to use EVT as having independent samples.

5. Find an expression for the distribution of the beampattern without approximating the
quadrature components of the array factor by Gaussian distributions

6. Show that for a large number of array elements, \( N > 10 \), the distribution of the beampattern can declared as being in the domain of attraction of the Gumbel distribution.

7. For \( N < 10 \), show that simulations give that the domain of attraction is Weibull, but the analytical proof is non-trivial.

8. Find the parameters for Gumbel distribution for \( N > 10 \) case and the simulated parameters for the Weibull distribution for \( N < 10 \).

### 5.3.2 Uniform Continuity of Beampattern

Let \( u_n \) be some function of \( n \) so that

\[
\lim_{n \to \infty} u_n = u \quad \forall u \in [0, u_{\text{max}}]
\]

where

\[
u_{\text{max}} = \begin{cases} 1 + |\sin(\phi_0)|, & \text{linear array} \\ 1, & \text{planar array} \end{cases}
\]  \hspace{1cm} (5.15)

Then,

\[
\lim_{n \to \infty} \cos(z_k \beta u_n) = \cos(z_k \beta u) \quad \forall u \in [0, u_{\text{max}}], \forall z_k \in \mathbf{z}
\]

and

\[
\lim_{n \to \infty} \sin(z_k \beta u_n) = \sin(z_k \beta u) \quad \forall u \in [0, u_{\text{max}}], \forall z_k \in \mathbf{z}.
\]

Since \( \cos(z_k \beta u) \) and \( \sin(z_k \beta u) \) are continuous \( \forall u \in [0, u_{\text{max}}] \), \( X(u, \mathbf{z}) \) and \( Y(u, \mathbf{z}) \) are continuous since sums of continuous functions are also continuous [76]. Since products of continuous functions are continuous, \( X^2(u, \mathbf{z}) \) and \( Y^2(u, \mathbf{z}) \) are continuous [76]. Therefore, the beampattern in Eq. (5.14) is continuous \( \forall u \in [0, u_{\text{max}}] \).
Let $u_n$ and $v_n$ be sequences such that

$$\lim_{n \to \infty} [u_n - v_n] = 0.$$  

If a function $f$ has the property

$$\lim_{n \to \infty} [f(u_n) - f(v_n)] = 0,$$

then it is a uniformly continuous function [76].

Fig. 5.3 illustrates a uniformly continuous function. In a uniformly continuous function, for some $\delta$, there is some $\epsilon$ such that

$$\left| f \left( u - \frac{\delta}{2} \right) - f \left( u + \frac{\delta}{2} \right) \right| < \epsilon \forall u \in D$$

where $D$ is the domain of $f$.

![Uniformly continuous function](image)

**Figure 5.3:** Uniformly continuous function

Further, if $\delta$ is part of a sequence $\delta_n$ with a corresponding sequence $\epsilon_n$ where

$$\left| f \left( u - \frac{\delta_n}{2} \right) - f \left( u + \frac{\delta_n}{2} \right) \right| < \epsilon_n \forall u \in D,$$
then as
\[ \lim_{n \to \infty} \delta_n = 0, \quad (5.16) \]
then
\[ \lim_{n \to \infty} \epsilon_n = 0. \quad (5.17) \]

From the Heine-Cantor theorem, a continuous function on a closed bounded interval is
uniformly continuous [76].

Since the beampattern function in Eq. (5.14) is bounded on the interval \( u \in [0, u_{\text{max}}] \), it
is uniformly continuous.

Let Eq. (5.14) be sampled uniformly with sampling interval \( \delta \) starting at \( u = u_s \in [0, u_{\text{max}}] \).
Now, if the beampattern is sampled uniformly with sampling interval \( \delta \), then for the difference
between beampattern samples,
\[ |P(u_s + \delta i, z) - P(u_s + \delta (i - 1), z)| < \epsilon, \quad i = \{1, 2, \ldots, \left\lfloor \frac{u_{\text{max}} - u_s}{\delta} \right\rfloor \}. \]

Therefore, the beampattern value between any two sample points is guaranteed to be less
than \( \epsilon \), and as the sampling interval reduces, the value of \( \epsilon \) becomes smaller by Eqs. (5.16)
and (5.17).

Let \( M \) be the number of samples taken of the beampattern with sampling interval \( \delta \)
starting at \( u = u_s \). The value of \( M \) is
\[ M = \left\lfloor \frac{u_{\text{max}} - u_s}{\delta} \right\rfloor + 1 \]

5.3.3 Upper Bound to Difference between True and Sampled Maxima of Beampattern

Ref. [77] showed how to find an upper bound to the difference between the true and sampled maxima of a complex polynomial. Ref. [78] used this result to bound the peak-to-mean
envelope power ratio. Although the beampattern in Eq. (5.14) is not a complex polynomial but a complex arithmetic expression, we can use a similar technique to bound the difference between the true peak sidelobe level and the maximum of the sidelobe region when using $M$ samples.

Let the true maximum of $|F(u, z)|$ over $u$ from the beginning of the sidelobe region, $u_s$, to $u = u_{\text{max}}$ be attained at $u_\alpha$ so that

$$|F(u_\alpha, z)| = \max_{u_s \leq u \leq u_{\text{max}}} |F(u, z)|.$$  

As given in Eq. (5.15), $u_{\text{max}} = 1 + |\sin(\phi_0)|$ for a linear array with $\phi_0$ being the steering angle. For a planar array, $u_{\text{max}} = 1$. Let the sample maximum of $|F(u, z)|$ when sampling with number of samples $M$ be attained at $u_\xi$ so that

$$|F(u_\xi, z)| = \max_{u = u_s, u_s + \frac{(u_{\text{max}} - u_s) M}{M - 1}, \ldots, u_{\text{max}}} |F(u, z)|$$

such that $\xi = i$ for some $i \in \{0, \ldots, M - 1\}$ and

$$u_\xi = u_s + \frac{\xi (u_{\text{max}} - u_s)}{M - 1}, \xi \in \{0, \ldots, M - 1\}.$$  

Our goal is to find a bound to

$$||F(u_\alpha, z)| - |F(u_\xi, z)||.$$  

First, let $u_i$ be such that

$$|u_i - u_\alpha| \leq |u_l - u_\alpha|, \forall l = \{0, \ldots, M - 1\}$$ (5.18)

where

$$u_i = u_s + \frac{i (u_{\text{max}} - u_s)}{M - 1}, \forall i \in \{0, \ldots, M - 1\}$$

$$u_l = u_s + \frac{l (u_{\text{max}} - u_s)}{M - 1}, \forall l \in \{0, \ldots, M - 1\}.$$
In other words, out of \( M \) sample points, \( u_i \) is the closest sample point to \( u_\alpha \). Eq. (5.18) implies
\[
|u_i - u_\alpha| \leq |u_\xi - u_\alpha|
\]
but
\[
|F(u_i, z)| \leq |F(u_\xi, z)|.
\]
Now, using the triangle inequality,
\[
||F(u_\alpha, z) - F(u_\xi, z)|| \leq ||F(u_\alpha, z) - F(u_i, z)||
\]
\[
= \left| \frac{1}{N} \sum_{k=1}^{N} e^{-j\beta u_\alpha z_k} - \frac{1}{N} \sum_{k=1}^{N} e^{-j\beta u_i z_k} \right|
\]
\[
= \frac{1}{N} \left| \sum_{k=1}^{N} e^{-j\beta u_\alpha z_k} - \sum_{k=1}^{N} e^{-j\beta u_i z_k} \right|
\]
\[
= \frac{1}{N} \left| \sum_{k=1}^{N} (e^{-j\beta u_\alpha z_k} - e^{-j\beta u_i z_k}) \right|
\]
\[
\leq \frac{1}{N} \sum_{k=1}^{N} |e^{-j\beta u_\alpha z_k} - e^{-j\beta u_i z_k}|.
\]
Looking at the difference between the two complex exponentials, we have
\[
e^{-j\beta u_\alpha z_k} - e^{-j\beta u_i z_k} = \cos(\beta u_\alpha z_k) - \cos(\beta u_i z_k) - j \sin(\beta u_\alpha z_k) + j \sin(\beta u_i z_k)
\]
\[
= \cos(\beta u_\alpha z_k) - \cos(\beta u_i z_k) - j (\sin(\beta u_\alpha z_k) - \sin(\beta u_i z_k))
\]
\[
= \cos(\beta u_\alpha z_k) - \cos(\beta u_i z_k) - j (\sin(\beta u_\alpha z_k) - \sin(\beta u_i z_k))
\]
\[
= -2 \sin \left( \frac{(u_\alpha + u_i) z_k}{2} \right) \sin \left( \frac{(u_\alpha - u_i) z_k}{2} \right)
\]
\[
- j 2 \cos \left( \frac{(u_\alpha + u_i) z_k}{2} \right) \sin \left( \frac{(u_\alpha - u_i) z_k}{2} \right).
\]
Taking the absolute value, we have

\[
|e^{-j\beta u_\alpha z_k} - e^{-j\beta u_i z_k}|^2 = 4 \sin^2 \left( \frac{\beta(u_\alpha + u_i)z_k}{2} \right) \sin^2 \left( \frac{\beta(u_\alpha - u_i)z_k}{2} \right) \\
+ 4 \cos^2 \left( \frac{\beta(u_\alpha + u_i)z_k}{2} \right) \sin^2 \left( \frac{\beta(u_\alpha - u_i)z_k}{2} \right) \\
= 4 \sin^2 \left( \frac{\beta(u_\alpha - u_i)z_k}{2} \right) \left( \sin^2 \left( \frac{\beta(u_\alpha + u_i)z_k}{2} \right) + \cos^2 \left( \frac{\beta(u_\alpha + u_i)z_k}{2} \right) \right) \\
= 4 \sin^2 \left( \frac{\beta(u_\alpha - u_i)z_k}{2} \right)
\]

\[
|e^{-j\beta u_\alpha z_k} - e^{-j\beta u_i z_k}| = 2 \left| \sin \left( \frac{\beta(u_\alpha - u_i)z_k}{2} \right) \right|.
\]

Now, the bound is

\[
||F(u_\alpha, z) - F(u_\xi, z)|| \leq ||F(u_\alpha, z) - F(u_i, z)|| \\
\leq \frac{1}{N} \sum_{k=1}^{N} 2 \left| \sin \left( \frac{\beta(u_\alpha - u_i)z_k}{2} \right) \right| \\
\leq \frac{1}{N} \sum_{k=1}^{N} \left| \sin \left( \frac{\beta(u_\alpha - u_i)z_k}{2} \right) \right| \\
= \frac{2}{N} \sum_{k=1}^{N} \left| \pm \sin \left( \frac{\beta(|u_\alpha - u_i|)z_k}{2} \right) \right| \\
= \frac{2}{N} \sum_{k=1}^{N} \left| \sin \left( \frac{\beta(|u_\alpha - u_i|)z_k}{2} \right) \right| \\
= \frac{2}{N} \sum_{k=1}^{N} \left| \sin \left( \frac{\beta(|u_\alpha - u_i|)(\pm|z_k|)}{2} \right) \right| \\
= \frac{2}{N} \sum_{k=1}^{N} \left| \pm \sin \left( \frac{\beta(|u_\alpha - u_i||z_k|)}{2} \right) \right| \\
= \frac{2}{N} \sum_{k=1}^{N} \left| \pm \sin \left( \frac{\beta(|u_\alpha - u_i|)|z_k|}{2} \right) \right| \\
= \frac{2}{N} \sum_{k=1}^{N} \left| \sin \left( \frac{\beta(|u_\alpha - u_i|)|z_k|}{2} \right) \right|.
\]
Since $\beta = 2\pi/\lambda$ or $\beta = 4\pi/\lambda$ depending on whether the array is linear or planar, we write

$$\beta = \frac{2q\pi}{\lambda}, \quad q = \{1, 2\}.$$ 

We now get

$$2N \sum_{k=1}^{N} \left| \sin \left( \frac{\beta|u_\alpha - u_i||z_k|}{2} \right) \right| = 2N \sum_{k=1}^{N} \left| \sin \left( \frac{2q\pi|u_\alpha - u_i||z_k|}{2\lambda} \right) \right|. \quad (5.19)$$

Since the units of $z_k$ can be in wavelengths, we may eliminate $\lambda$ from Eq. (5.19) to get

$$2N \sum_{k=1}^{N} \left| \sin \left( \frac{\beta|u_\alpha - u_i||z_k|}{2} \right) \right| = 2N \sum_{k=1}^{N} \left| \sin \left( q\pi|u_\alpha - u_i||z_k| \right) \right|$$

where $z_k$ is in units of wavelength.

The difference between $u_i$ and $u_{i+1}$ for $i = \{0, \ldots, M-2\}$ is the sampling interval, which is

$$\frac{u_{\text{max}} - u_s}{M - 1}.$$ 

Therefore, the difference between $u_i$ and the location of the true maximum is

$$|u_\alpha - u_i| \leq \frac{u_{\text{max}} - u_s}{2(M - 1)}.$$ 

For the following inequality to hold:

$$\left| \sin \left( q\pi|u_\alpha - u_i||z_k| \right) \right| \leq \left| \sin \left( \frac{q(u_{\text{max}} - u_s)\pi|z_k|}{2(M - 1)} \right) \right|$$

$|z_k|$ must have the inequalities:

$$q\pi|z_k||u_\alpha - u_i| \geq 2\pi i, \quad i = \{0, 1, 2, \ldots\}$$

$$\frac{q(u_{\text{max}} - u_s)\pi|z_k|}{2(M - 1)} \leq \frac{\pi}{2} + 2\pi i, \quad i = \{0, 1, 2, \ldots\}$$

that give

$$\frac{2i}{q|u_\alpha - u_i|} \leq |z_k| \leq \frac{M - 1 + 4(M - 1)i}{(u_{\text{max}} - u_s)q}, \quad i = \{0, 1, 2, \ldots\}$$
or \( |z_k| \) must have the inequalities:

\[
q\pi |z_k| |u_\alpha - u_i| \geq \pi + 2\pi i, \ i = \{0, 1, 2, \ldots\}
\]

\[
\frac{q(u_{\text{max}} - u_s)\pi |z_k|}{2(M - 1)} \leq \frac{3\pi}{2} + 2\pi i, \ i = \{0, 1, 2, \ldots\}
\]

that give

\[
\frac{1 + 2i}{q|u_\alpha - u_i|} \leq |z_k| \leq \frac{3(M - 1) + 4(M - 1)i}{(u_{\text{max}} - u_s)q}, \ i = \{0, 1, 2, \ldots\}.
\]

Let

\[
|z_{k_{\max}} = \max\{|z| = \{|z_1|, |z_2|, \ldots, |z_N|\} \}.
\]

If

\[
0 \leq |z_k| \leq \frac{M - 1}{q}, \ \forall z_k, \ k = \{1, 2, \ldots, N\},
\]

then

\[
\frac{2}{N} \sum_{k=1}^{N} |\sin(q\pi(|u_\alpha - u_i||z_k|))| \leq \frac{2}{N} \sum_{k=1}^{N} |\sin\left(\frac{q(u_{\text{max}} - u_s)\pi |z_k|}{2(M - 1)}\right)|
\]

\[
\leq \frac{2}{N} \sum_{k=1}^{N} |\sin\left(\frac{q(u_{\text{max}} - u_s)\pi |z_{k_{\max}}|}{2(M - 1)}\right)|
\]

\[
= \frac{2}{N} |\sin\left(\frac{q(u_{\text{max}} - u_s)\pi |z_{k_{\max}}|}{2(M - 1)}\right)|, \quad 0 \leq |z_{k_{\max}}| \leq \frac{M - 1}{q}.
\]
So the bound is

\[ ||F(u_\alpha, z) - F(u_\xi, z)|| \leq ||F(u_\alpha, z) - F(u_i, z)|| \]
\[ \leq |F(u_\alpha, z_s) - F(u_i, z_s)| \]
\[ \leq \frac{2}{N} \sum_{k=1}^{N} |\sin q\pi(||u_\alpha - u_i||)|z_k|| \]
\[ \leq \frac{2}{N} \sum_{k=1}^{N} \left| \sin \left( \frac{q(u_{\max} - u_s)\pi}{2(M-1)} |z_k| \right) \right| \]
\[ \leq 2 \left| \sin \left( \frac{q(u_{\max} - u_s)\pi |z_{k_{\max}}|}{2(M-1)} \right) \right| , \quad 0 \leq |z_{k_{\max}}| \leq \frac{M-1}{q} \]
\[ = 2 \sin \left( \frac{q(u_{\max} - u_s)\pi |z_{k_{\max}}|}{2(M-1)} \right) , \quad 0 \leq |z_{k_{\max}}| \leq \frac{M-1}{q} \] (5.20)

For large \( M \)

\[ ||F(u_\alpha, z) - F(u_\xi, z)|| \leq 2 \sin \left( \frac{q(u_{\max} - u_s)\pi |z_{k_{\max}}|}{2(M-1)} \right) , \quad 0 \leq |z_{k_{\max}}| \leq M \]
\[ \approx \frac{q(u_{\max} - u_s)\pi |z_{k_{\max}}|}{M-1} , \quad 0 \leq |z_{k_{\max}}| \leq \frac{M-1}{q} , \]

\[ q = \begin{cases} 
1, \text{linear array} \\
2, \text{planar array} 
\end{cases} \] (5.21)

As more samples are taken, the difference between the true and sampled maximums will reduce.

The average antenna array aperture size increases with the variance of the antenna position distribution. Since \(|z_{k_{\max}}|\) is approximately directly proportional to aperture, the average value of \(|z_{k_{\max}}|\) also increases with increasing variance. One may analyze an antenna position distribution to verify this claim. If we make the number of samples, \( M \), to be proportional to the variance, then we also make \( M \) approximately proportional to the average value \(|z_{k_{\max}}|\) and approximately proportional to a random instance of \(|z_{k_{\max}}|\). We let

\[ M \approx K|z_{k_{\max}}| + 1, \quad K > q \]
where $K$ is some constant greater than $q$, then

$$
||F(u, z) - \tilde{F}(u, z)|| \leq 2 \sin \left( \frac{q(u_{\text{max}} - u_{s})\pi}{2K|z_{k}|_{\text{max}}} \right), \quad 0 \leq |z_{k}|_{\text{max}} \leq \frac{M - 1}{q}
$$

$$
\approx 2 \sin \left( \frac{q(u_{\text{max}} - u_{s})\pi}{2K} \right), \quad q = \begin{cases} 
1, \text{linear array} \\
2, \text{planar array}
\end{cases}
\quad (5.22)
$$

Now, since both $M$ and $|z_{k}|_{\text{max}}$ are approximately proportional, increasing the number of samples will not reduce the bound unless the proportionality constant $K$ also increases.

### 5.3.4 Identical Beampattern Samples

Since the value of the beampattern in Eq. (5.14) is a function of $u$, the distributions of beampattern samples will also be a function of $u$. The samples will not be identically distributed. Since iid samples are needed for the EVT results of Refs. [49] and [57], it needs to be shown that, approximately, the samples are identically distributed.

The distribution of the beampattern in Eq. (5.14) is found from the joint distribution of $X^{2}(u, z)$ and $Y^{2}(u, z)$. If the distributions of $X(u, z)$ and $Y(u, z)$ at each $u$ are approximately identical, then $P(u, z)$ in Eq. (5.14) will have approximately the same distribution at each $u$. The distributions of $X(u, z)$ and $Y(u, z)$ can be found from their characteristic functions. Looking at Eq. (5.12) for $X(u, z)$ and Eq. (5.13) for $Y(u, z)$, they are formed from the sums independent random variables. Let

$$
X_{k}(u, z_{k}) = \frac{1}{\sqrt{N}} \cos(\beta uz_{k})
$$

$$
Y_{k}(u, z_{k}) = \frac{1}{\sqrt{N}} \sin(\beta uz_{k})
$$
so that

\[ X(u, z) = \sum_{k=1}^{N} X_k(u, z_k) \]

\[ Y(u, z) = \sum_{k=1}^{N} Y_k(u, z_k) \]

and

\[ P(u, z) = \frac{1}{N} \left( X^2(u, z) + Y^2(u, z) \right). \]

Let the characteristic functions of the distributions of \( X(u, z), Y(u, z), X_k(u, z_k), \) and \( Y(u, z_k) \) be \( \Phi_X(t, u), \Phi_Y(t, u), \Phi_{X_k}(t, u), \) and \( \Phi_{Y_k}(t, u), \) respectively. We have

\[ \Phi_X(t, u) = \prod_{k=1}^{N} \Phi_{X_k}(t, u) \]

\[ \Phi_Y(t, u) = \prod_{k=1}^{N} \Phi_{Y_k}(t, u). \]

We need to show that \( \Phi_{X_k}(t, u) \) and \( \Phi_{Y_k}(t, u) \) can be made approximately independent of \( u. \) Letting \( E_{z_k}[X] \) be the expectation of random variable \( X \) over \( z_k, \) we have

\[ \Phi_{X_k}(t, u) = \sum_{l=0}^{\infty} \frac{(jt)^l}{l!} E_{z_k}[X_k^l(u, z_k)] \] \hspace{1cm} (5.23)

\[ \Phi_{Y_k}(t, u) = \sum_{l=0}^{\infty} \frac{(jt)^l}{l!} E_{z_k}[Y_k^l(u, z_k)]. \] \hspace{1cm} (5.24)

One may compute the characteristic functions in Eqs. (5.23) and (5.24) from the pdfs of \( X_k(u, z_k) \) and \( Y_k(u, z_k). \) Let the minimum and maximum values of \( z_k \) be \( L_{\min} \) and \( L_{\max}, \) respectively, so that for the pdf of \( z_k, \)

\[ f_z(z_k) = 0, \ z_k < L_{\min}, \ z_k > L_{\max}. \]
The pdfs of $X_k(u, z_k)$ and $Y_k(u, z_k)$ are given by

\[
f_{X_k}(X_k(u, z_k)) = \sum_{i=-\infty}^{\infty} \left( \frac{\sqrt{N} f_z(z_k)}{\beta u |\sin(\beta u)|} \right) \bigg|_{z_k = \frac{\arccos(\sqrt{N}X_k) + 2\pi i}{\beta u}}^{|z_k = \arccos(\sqrt{N}X_k) + 2\pi i|_{\beta u}}^{L_{min} \leq z_k \leq L_{max}} \right)
\]

\[
+ \frac{\sqrt{N} f_z(z_k)}{\beta u |\sin(\beta u)|} \bigg|_{z_k = -\frac{\arccos(\sqrt{N}X_k) + 2\pi i}{\beta u}}^{|z_k = -\arccos(\sqrt{N}X_k) + 2\pi i|_{\beta u}}^{L_{min} \leq z_k \leq L_{max}} \right)
\]

\[
, -\frac{1}{\sqrt{N}} \leq X_k \leq \frac{1}{\sqrt{N}}
\]

\[
= 0, \ |X_k| > \frac{1}{\sqrt{N}}
\]

and

\[
f_{Y_k}(Y_k(u, z_k)) = \sum_{i=-\infty}^{\infty} \left( \frac{\sqrt{N} f_z(z_k)}{\beta u |\cos(\beta u)|} \right) \bigg|_{z_k = \frac{\arcsin(\sqrt{NY_k} + \pi (1+2i)}{\beta u}}^{|z_k = \arcsin(\sqrt{NY_k} + \pi (1+2i)}|_{\beta u}}^{L_{min} \leq z_k \leq L_{max}} \right)
\]

\[
+ \frac{\sqrt{N} f_z(z_k)}{\beta u |\cos(\beta u)|} \bigg|_{z_k = -\frac{\arcsin(\sqrt{NY_k} + \pi (1+2i)}{\beta u}}^{|z_k = -\arcsin(\sqrt{NY_k} + \pi (1+2i)}|_{\beta u}}^{L_{min} \leq z_k \leq L_{max}} \right)
\]

\[
, -\frac{1}{\sqrt{N}} \leq Y_k \leq \frac{1}{\sqrt{N}}
\]

\[
= 0, \ |Y_k| > \frac{1}{\sqrt{N}}
\]

Without knowing numerical values of $L_{min}$ and $L_{max}$, it is difficult to evaluate how the characteristic function can be made approximately independent of $u$.

Instead, the characteristic functions in Eqs. (5.23) and (5.24) may be approximated by the first four moments of $X_k$ and $Y_k$, respectively. We give examples with the uniform and Gaussian distributed antenna positions to see how the characteristic functions can be made independent of $u$.
Uniform Distribution:

If the positions are uniform distributed according to

\[ f_z(z) = \frac{1}{L}, \quad -\frac{L}{2} \leq z \leq \frac{L}{2} \]

then

\[
\begin{align*}
E_{z_k}[X_k(u, z_k)] &= \frac{1}{\sqrt{N}} \text{sinc}\left(\frac{Lu\beta}{2}\right) \\
E_{z_k}[X_k^2(u, z_k)] &= \frac{1}{2N} \left( \frac{3}{4N\sqrt{N}} \text{sinc}\left(\frac{Lu\beta}{2}\right) + \frac{1}{4N\sqrt{N}} \text{sinc}\left(\frac{3Lu\beta}{2}\right) \right) \\
E_{z_k}[X_k^3(u, z_k)] &= \frac{3}{8N^2} + \frac{1}{2N^2} \text{sinc}(Lu\beta) + \frac{1}{8N^2} \text{sinc}(2Lu\beta)
\end{align*}
\] (5.25)

and

\[
\begin{align*}
E_{z_k}[Y_k(u, z_k)] &= 0 \\
E_{z_k}[Y_k^2(u, z_k)] &= \frac{1}{2N} - \frac{1}{2N} \text{sinc}(Lu\beta) \\
E_{z_k}[X_k^3(u, z_k)] &= 0 \\
E_{z_k}[X_k^4(u, z_k)] &= \frac{3}{8N^2} - \frac{1}{2N^2} \text{sinc}(Lu\beta) + \frac{1}{8N^2} \text{sinc}(2Lu\beta)
\end{align*}
\] (5.26)

where

\[ \text{sinc}(x) = \frac{\sin(x)}{x} \]

From these moments, we see that if the number of elements, \( N \), or the maximum possible aperture of the antenna array, \( L \), is large relative to \( \beta u \), then the moments, and therefore, the characteristic functions of \( X_k(u, z_k) \) and \( Y_k(u, z_k) \) can be made approximately independent of \( u \). We get approximately identically distributed beampattern samples. The same result is found for the triangle and semi-circle distributions where the range of \( z_k \) is limited.
Gaussian Distribution:

If the positions are Gaussian distributed according to

\[ f_z(z) = \frac{1}{\sqrt{2\pi \sigma_z^2}} e^{-\frac{z^2}{2\sigma_z^2}}, \quad -\infty < z < \infty \]

then

\[
E_{z_k}[X_k(u, z_k)] = \frac{1}{\sqrt{N}} e^{-\frac{1}{2}u^2\beta^2\sigma_z^2}
\]

(5.29)

\[
E_{z_k}[X_k^2(u, z_k)] = \frac{1}{2N} + \frac{1}{2N} e^{-2u^2\beta^2\sigma_z^2}
\]

(5.30)

\[
E_{z_k}[X_k^3(u, z_k)] = \frac{3}{8N^2} + \frac{1}{2N^2} e^{-2u^2\beta^2\sigma_z^2} + \frac{1}{8N^2} e^{-8u^2\beta^2\sigma_z^2}
\]

and

\[
E_{z_k}[Y_k(u, z_k)] = 0
\]

(5.31)

\[
E_{z_k}[Y_k^2(u, z_k)] = \frac{1}{2N} - \frac{1}{2N} e^{-2u^2\beta^2\sigma_z^2}
\]

(5.32)

\[
E_{z_k}[X_k^3(u, z_k)] = 0
\]

\[
E_{z_k}[X_k^4(u, z_k)] = \frac{3}{8N^2} - \frac{1}{2N^2} e^{-2u^2\beta^2\sigma_z^2} + \frac{1}{8N^2} e^{-8u^2\beta^2\sigma_z^2}
\]

(5.33)

From these moments, we see that if the number of elements, \(N\), or the variance of the antenna positions, \(\sigma_z^2\), is large relative to \(\beta u\), then the moments, and therefore, the characteristic functions of \(X_k(u, z_k)\) and \(Y_k(u, z_k)\) can be made approximately independent of \(u\). We get approximately identically distributed beampattern samples.

For \(N > 8\) or \(N > 10\), we may use the Central Limit Theorem to approximate the distributions of \(X(u, z)\) and \(Y(u, z)\) by Gaussian distributions. Since the Gaussian distribution can be completely described by the mean and variance, only the first and second moments can be seen to determine if the distributions of \(X(u, z)\) and \(Y(u, z)\) are approximately identical.
at each $u$. From Eqs. (4.2), (4.5), (4.4), and (4.7), the means and variances of $X(u, z)$ and $Y(u, z)$ are

$$m_{X,z}(u) = \sqrt{N} \left( \frac{\hat{f}_{z_k}(-u) + \hat{f}_{z_k}(u)}{2} \right)$$

$$m_{Y,z}(u) = \sqrt{N} \left( \frac{\hat{f}_{z_k}(-u) - \hat{f}_{z_k}(u)}{j2} \right).$$

and

$$\sigma_{X,z}^2(u) = \frac{1}{2} + \frac{1}{2\sqrt{N}} (m_{X,z}(2u)) - \frac{m_{X,z}^2(u)}{N}$$

$$\sigma_{Y,z}^2(u) = \frac{1}{2} - \frac{1}{2\sqrt{N}} (m_{X,z}(2u)) - \frac{m_{Y,z}^2(u)}{N}.$$ 

As given in Eq. (4.28), if

$$\sqrt{N} \cdot \hat{f}_{z_k}(u) \approx 0 \forall u \in S,$$  

(5.33)

then the beampattern statistics may be considered angle-independent.

If angle-independence cannot be claimed, then the approaches mentioned by Ref. [65] must be used. We assume angle-independence in this thesis.

### 5.3.5 Independent Beampattern Samples

Let there be a beampattern sample at $u = u_1$ and $u = u_2$. For short notation,

$$X(u_1, z) \equiv X_1$$

$$X(u_2, z) \equiv X_2$$

$$Y(u_1, z) \equiv Y_1$$

$$Y(u_2, z) \equiv Y_2.$$ 

The covariances $COV(X_1, Y_1)$ and $COV(X_2, Y_2)$ were determined to be zero by Eqs. (4.8) and (4.9) when the antenna position probability density function (pdf), $f_{z_k}(z)$, is symmetric
about \( z = 0 \). The covariance of \( X_1 \) and \( Y_2 \), \( \text{COV}(X_1, Y_2) \), and the covariance of \( X_2 \) and \( Y_1 \), \( \text{COV}(X_2, Y_1) \), are given as follows. As before, \( E_z[X] \) is the expectation of \( X \) over the joint distribution of the elements of \( z \). \( E_z[k] \) is the expectation of \( X \) over the distribution of element \( z_k \in z \). All the \( z_k \in z \) are assumed to have the same distribution.

\[
\text{COV}(X_1, Y_2) = E_z[X_1 Y_2] - E_z[X_1]E_z[Y_2]
\]

\[
= E_z\left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos(z_k \beta u_1) \frac{1}{\sqrt{N}} \sum_{l=1}^{N} \sin(z_l \beta u_2) \right]
-E_z\left[ \frac{1}{\sqrt{N}} \sum_{k=1}^{N} \cos(z_k \beta u_1) \right] E_z\left[ \frac{1}{\sqrt{N}} \sum_{l=1}^{N} \sin(z_l \beta u_2) \right]
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} E_{z_k} \left[ \cos(z_k \beta u_1) \sin(z_k \beta u_2) \right]
+ \frac{1}{N} \sum_{k=1}^{N} E_{z_k} \left[ \cos(z_k \beta u_1) \right] \sum_{l=1}^{N} E_{z_k} \left[ \sin(z_l \beta u_2) \right]
- \frac{1}{N} \sum_{k=1}^{N} E_{z_k} \left[ \cos(z_k \beta u_1) \right] \sum_{l=1}^{N} E_{z_k} \left[ \sin(z_l \beta u_2) \right]
\]

\[
= E_{z_k} \left[ \cos(z_k \beta u_1) \sin(z_k \beta u_2) \right] + (N - 1) E_{z_k} \left[ \cos(z_k \beta u_1) \right] E_{z_k} \left[ \sin(z_l \beta u_2) \right]
- NE_{z_k} \left[ \cos(z_k \beta u_1) \right] E_{z_k} \left[ \sin(z_l \beta u_2) \right]
\]

\[
= E_{z_k} \left[ \cos(z_k \beta u_1) \sin(z_k \beta u_2) \right] - E_{z_k} \left[ \cos(z_k \beta u_1) \right] E_{z_k} \left[ \sin(z_l \beta u_2) \right]
\]

\[
= \frac{1}{2} E_{z_k} \left[ \sin(z_k \beta (u_1 + u_2)) - \sin(z_k \beta (u_1 - u_2)) \right]
- E_{z_k} \left[ \cos(z_k \beta u_2) \right] E_{z_k} \left[ \sin(z_l \beta u_2) \right]. \tag{5.34}
\]

\[
\text{COV}(X_2, Y_1) = \frac{1}{2} E_{z_k} \left[ \sin(z_k \beta (u_2 + u_1)) - \sin(z_k \beta (u_2 - u_1)) \right]
- E_{z_k} \left[ \cos(z_k \beta u_2) \right] E_{z_k} \left[ \sin(z_l \beta u_1) \right]. \tag{5.35}
\]

Both covariances in Eqs. (5.34) and (5.35) are zero when the pdfs of the \( z_k \in z \) are even
functions, or are symmetric about $z = 0$.

The covariances of $X_1$ and $X_2$, $COV(X_1, X_2)$, and the covariances of $Y_1$ and $Y_2$, $COV(Y_1, Y_2)$, are given in Eqs. (4.10) and (4.11), respectively. We now compute these covariances for four different antenna position distributions: uniform, triangle, Gaussian, and semi-circle.

If the positions are uniform distributed according to

$$f_z(z) = \frac{1}{L}, \quad -\frac{L}{2} \leq z \leq \frac{L}{2},$$

we have

$$E_z [\cos (z \beta x)] = \text{sinc} \left( \frac{L \beta x}{2} \right)$$

(5.36)

$$E_z [\sin (z \beta x)] = 0$$

(5.37)

to give

$$COV(X_1, X_2) = \frac{1}{2} E_z [\cos (z \beta (u_1 - u_2)) + \cos (z \beta (u_1 + u_2))]$$

$$- E_z [\cos (z \beta u_1)] E_z [\cos (z \beta u_2)]$$

$$= \frac{1}{2} \text{sinc} \left( \frac{L \beta (u_1 - u_2)}{2} \right) + \frac{1}{2} \text{sinc} \left( \frac{L \beta (u_1 + u_2)}{2} \right)$$

$$- \text{sinc} \left( \frac{L \beta u_1}{2} \right) \text{sinc} \left( \frac{L \beta u_2}{2} \right)$$

$$COV(Y_1, Y_2) = \frac{1}{2} E_z [\cos (z \beta (u_1 - u_2)) - \cos (z \beta (u_1 + u_2))]$$

$$= \frac{1}{2} \text{sinc} \left( \frac{L \beta (u_1 - u_2)}{2} \right) - \frac{1}{2} \text{sinc} \left( \frac{L \beta (u_1 + u_2)}{2} \right)$$

If the positions are triangle distributed according to

$$f_z(z) = \begin{cases} 
\frac{4(z^2 + z)}{L^2}, & -\frac{L}{2} \leq z \leq 0 \\
\frac{4(z^2 - z)}{L^2}, & 0 \leq z \leq \frac{L}{2} 
\end{cases}$$
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we have

\[ E_{zk} [\cos (z_k \beta x)] = \text{sinc}^2 \left( \frac{L \beta x}{4} \right) \quad (5.38) \]
\[ E_{zk} [\sin (z_k \beta x)] = 0 \quad (5.39) \]

to give

\[
\begin{align*}
\text{COV}(X_1, X_2) &= \frac{1}{2} E_{zk} [\cos (z_k \beta (u_1 - u_2)) + \cos (z_k \beta (u_1 + u_2))] \\
&\quad - E_{zk} [\cos (z_k \beta u_1)] E_{zk} [\cos (z_k \beta u_2)] \\
&= \frac{1}{2} \text{sinc}^2 \left( \frac{L \beta (u_1 - u_2)}{4} \right) + \frac{1}{2} \text{sinc}^2 \left( \frac{L \beta (u_1 + u_2)}{4} \right) \\
&\quad - \text{sinc}^2 \left( \frac{L \beta u_1}{4} \right) \text{sinc}^2 \left( \frac{L \beta u_2}{4} \right) \\
&= \frac{1}{2} \text{sinc}^2 \left( \frac{L \beta (u_1 - u_2)}{4} \right) - \frac{1}{2} \text{sinc}^2 \left( \frac{L \beta (u_1 + u_2)}{4} \right) \quad (5.40)
\end{align*}
\]

\[
\begin{align*}
\text{COV}(Y_1, Y_2) &= \frac{1}{2} E_{zk} [\cos (z_k \beta (u_1 - u_2)) - \cos (z_k \beta (u_1 + u_2))] \\
&= \frac{1}{2} \text{sinc}^2 \left( \frac{L \beta (u_1 - u_2)}{4} \right) - \frac{1}{2} \text{sinc}^2 \left( \frac{L \beta (u_1 + u_2)}{4} \right) \quad (5.41)
\end{align*}
\]

If the positions are Gaussian distributed according to

\[ f_z(z) = \frac{1}{\sqrt{2\pi \sigma_z^2}} e^{-\frac{z^2}{2\sigma_z^2}}, \quad -\infty < z < \infty \]

we have

\[ E_{zk} [\cos (z_k \beta x)] = e^{-\frac{1}{2} x^2 \beta^2 \sigma_z^2} \quad (5.42) \]
\[ E_{zk} [\sin (z_k \beta x)] = 0 \quad (5.43) \]
to give

\[
COV(X_1, X_2) = \frac{1}{2} E_{z_k} [\cos(z_k\beta(u_1 - u_2)) + \cos(z_k\beta(u_1 + u_2))] \\
- E_{z_k} [\cos(z_k\beta u_1)] E_{z_k} [\cos(z_k\beta u_2)] \\
= \frac{1}{2} e^{-\frac{1}{2}(u_1-u_2)^2\sigma_x^2} + \frac{1}{2} e^{-\frac{1}{2}(u_1+u_2)^2\sigma_x^2} - e^{-\frac{1}{2}u_1^2\sigma_x^2} e^{-\frac{1}{2}u_2^2\sigma_x^2} \tag{5.44}
\]

\[
COV(Y_1, Y_2) = \frac{1}{2} E_{z_k} [\cos(z_k\beta(u_1 - u_2)) - \cos(z_k\beta(u_1 + u_2))] \\
= \frac{1}{2} e^{-\frac{1}{2}(u_1-u_2)^2\sigma_x^2} - \frac{1}{2} e^{-\frac{1}{2}(u_1+u_2)^2\sigma_x^2} \tag{5.45}
\]

If the positions are Semi-circle distributed according to

\[
f_z(z) = \frac{8}{\pi L^2} \sqrt{\frac{L^2}{4} - z^2}, \quad -\frac{L}{2} \leq z \leq \frac{L}{2}
\]

we have

\[
E_{z_k} [\cos(z_k\beta x)] = \frac{4}{L\beta x} J_1 \left( \frac{L\beta x}{2} \right) \tag{5.46}
\]

\[
E_{z_k} [\sin(z_k\beta x)] = 0 \tag{5.47}
\]

where \( _0F_1(x) \) is the confluent hypergeometric function. We now give

\[
COV(X_1, X_2) = \frac{1}{2} E_{z_k} [\cos(z_k\beta(u_1 - u_2)) + \cos(z_k\beta(u_1 + u_2))] \\
- E_{z_k} [\cos(z_k\beta u_1)] E_{z_k} [\cos(z_k\beta u_2)] \\
= \frac{4}{L\beta(u_1 - u_2)} J_1 \left( \frac{L\beta(u_1 - u_2)}{2} \right) + \frac{4}{L\beta(u_1 + u_2)} J_1 \left( \frac{L\beta(u_1 + u_2)}{2} \right) \\
- \frac{4}{L\beta u_1} J_1 \left( \frac{L\beta u_1}{2} \right) - \frac{4}{L\beta u_2} J_1 \left( \frac{L\beta u_2}{2} \right)
\]

\[
COV(Y_1, Y_2) = \frac{1}{2} E_{z_k} [\cos(z_k\beta(u_1 - u_2)) - \cos(z_k\beta(u_1 + u_2))] \\
= \frac{4}{L\beta(u_1 - u_2)} J_1 \left( \frac{L\beta(u_1 - u_2)}{2} \right) - \frac{4}{L\beta(u_1 + u_2)} J_1 \left( \frac{L\beta(u_1 + u_2)}{2} \right)
\]

For the four distributions given, we see that the covariances, \( COV(X_1, X_2) \) and \( COV(Y_1, Y_2) \), are a function of \( u_1 - u_2 \), the difference between beampattern samples.
The correlation between array factor values at \( u = u_1 \) and \( u = u_2 \) is given in Eq. (4.19) as

\[
\text{Corr}[F(u_1,z), F^*(u_2,z)] = \frac{\frac{1}{N}[\text{COV}[X_1], X_2] + \text{COV}[Y_1, Y_2]}{\frac{1}{N}\sqrt{\text{VAR}[X_1] + \text{VAR}[Y_1]}\sqrt{\text{VAR}[X_2] + \text{VAR}[Y_2]}}
\]

\[
= \frac{[\text{COV}[X_1], X_2] + \text{COV}[Y_1, Y_2]}{\sqrt{\text{VAR}[X_1] + \text{VAR}[Y_1]}\sqrt{\text{VAR}[X_2] + \text{VAR}[Y_2]}}. \quad (5.48)
\]

Equations for \( \text{VAR}[X_1], \text{VAR}[X_2], \text{VAR}[Y_1], \) and \( \text{VAR}[Y_2] \) can be found in Eqs. (4.4) and (4.7).

In Fig. 5.4, we plot a correlation matrix with discrete values of \( u_1 \) and \( u_2 \) for the triangle distributed case. We see that the matrix is symmetric about \( u_1 = u_2 \). We plot a slice, or diagonal, of the correlation matrix that is perpendicular to \( u_1 = u_2 \) against \( u_1 - u_2 \) to see how the correlation changes with distance between samples of the beampattern. We see that the correlation reduces as \( u_1 - u_2 \) increases.

![Correlation Matrix Plot](image)

**Figure 5.4:** Correlation of Eq. (5.48) for triangle antenna position distribution case. Partial diagonal of correlation matrix plotted against \( u_1 - u_2 \)

We plot the correlation vs. \( u_1 - u_2 \) in Eq. (5.48) for the uniform and Gaussian antenna position distribution cases in Fig. 5.5. Here, we see the correlation reduces as the variance of
the antenna positions, $\sigma^2_z$, increases. Similar behavior is found for the triangle and semi-circle (uniform planar) antenna position distribution cases.

For large $N$, we may assume that $X(u, z)$ and $Y(u, z)$ are approximately Gaussian distributed by the Central Limit Theorem. We claim that as the correlation between samples of the beampattern decreases, the samples become less dependent. Therefore, Eq. (5.10) from Ref. [68], which is stated here again as

$$
\lim_{i \to \infty} \Pr(P(u_1, z) < P_0, P(u_2, z) < P_0, P(u_i, z) < P_0) = \Pr(P(u_1, z) < P_0, P(u_2, z) < P_0) \Pr(P(u_i, z) < P_0),
$$

is satisfied. EVT analysis of the peak sidelobe level distribution can proceed in the same manner as with independent beampattern samples.

For small $N$, we claim that Eq. (5.10), is still satisfied for antenna array positions with large variance. As the antenna position variance increases, we know from Eq. (5.48) that the correlation between beampattern samples converges to zero. Since the dependence relationship between two widely separated points of the beampattern is non-trivial, we

Figure 5.5: Correlation of Eq. (5.48) for uniform and Gaussian antenna position distribution cases vs. $u_1 - u_2$, the distance between samples of the beampattern.
can approximate the relationship as being independent if the correlation is small. So, the relationship is approximately independent when the variance of the antenna positions is large. This independence assumption is seen to be satisfied in Figs. 5.6 and 5.7. As the variance of the antenna positions, $\sigma_z/\lambda$, increases, the conditional probability of the beampattern at $u = u_{\text{max}}$ given $u = u_s$,

$$\frac{\Pr(P(u_{\text{max}}, z) > P_0, P(u_s, z) > P_0)}{\Pr(P(u_s, z) > P_0)},$$

is seen to become the probability of the beampattern at $u = u_{\text{max}}$,

$$\Pr(P(u_{\text{max}}, z) > P_0)$$

meaning the joint probability

$$\Pr(P(u_{\text{max}}, z) > P_0, P(u_s, z) > P_0),$$

is the joint probability of two independent random variables. As seen in Figs. 5.6 and 5.7, an increasing number of antenna elements causes the independence approximation to be met for smaller antenna position variance.

It must be noted that if the number of samples tends to infinity, then the number of samples with strong dependence will tend to infinity and Eq. (5.10) will not be satisfied.

### 5.3.6 Maximum Peak Sidelobe Level Distribution Simulations

Let $P_{\text{max}}$ be defined as

$$P_{\text{max}} = \max \left\{ P(u_s, z), P\left(u_s + \frac{1}{M}, z\right), P\left(u_s + \frac{2}{M}, z\right), \ldots, P\left(u_s + \frac{1}{M}[M(u_{\text{max}} - u_s)]\right) \right\}$$

or the maximum of $M$ samples of the beampattern. The value of $u_{\text{max}}$ is given in Eq. (5.15) depending on the steering angle and whether the array is linear or planar.
Figure 5.6: Testing for independence between beampattern probabilities at $u = u_s$ and $u = u_{\text{max}}$ for three different antenna position distributions, $N = 4$.

Before determining the distribution of $P_{\text{max}}$ analytically, we simulate the distribution of the true maximum of the beampattern. Since samples are being taken, $P_{\text{max}}$ is an approximation of the true maximum for which the bound is given in Eqs. (5.20), (5.21), and (5.22).

In Figs. 5.8 and 5.9, the true peak sidelobe level distribution is plotted as a probability density function (pdf). Appendix B gives an explanation of how the true peak sidelobe levels are found. Linear arrays were used in both simulations. The beginning of the sidelobe region was arbitrarily set to $u_s = 0.3$ and the beampattern was not steered away from $\phi = 0$. Least squares estimates of Gumbel distribution parameters $a$ and $b$ are made. The pdf of the
Figure 5.7: Testing for independence between beampattern probabilities at \( u = u_s \) and \( u = u_{\text{max}} \) for three different antenna position distributions, \( N = 6 \).

The beampattern maximum assuming it is Gumbel distributed is given as

\[
f_{\text{max}}(P(u))(P_0) = \frac{1}{b} e^{-\frac{P_0 - a}{b}} - e^{-\frac{P_0 - a}{b}}. \]

The pdf using the parameters is plotted against the simulated graph. Maximum Likelihood (ML) estimates of the Weibull distribution parameters \( a, b \), and \( \alpha \) are made. The pdf of the beampattern maximum assuming it is Weibull distributed is given as

\[
f_{\text{max}}(P(u))(P_0) = \frac{\alpha}{b} \left(\frac{-P_0 + a}{b}\right)^{\alpha-1} e^{-\left(\frac{-P_0 + a}{b}\right)^\alpha}. \]
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The pdf using the parameters is plotted against the simulated graph.

For both these antenna array geometries, the Gumbel and Weibull distribution estimates seem to match well. The estimated parameters do not seem to be dependent on the type of antenna position distribution.

**Figure 5.8:** The pdf of true maximum of beampattern, \( N = 100 \) Antennas, Triangle Antenna Position Distribution, Linear Arrays, Sidelobe starts at \( u_s = 0.3 \), Steering angle is \( \phi_0 = 0 \)

**Figure 5.9:** The pdf of true maximum of beampattern, \( N = 100 \) Antennas, Uniform Antenna Position Distribution, Linear Arrays, Sidelobe starts at \( u_s = 0.3 \), Steering angle is \( \phi_0 = 0 \)
A similar good match occurs when the number of elements is increased to \( N = 400 \) and the variance is also increased as seen in Fig. 5.10.

![Figure 5.10: The pdf of true maximum of beampattern, \( N = 400 \) Antennas, Uniform Antenna Position Distribution, Linear Arrays, Sidelobe starts at \( u_s = 0.3 \), Steering angle is \( \phi_0 = 0 \)](image)

There still seems to be good agreement between the simulated pdf and the Gumbel and Weibull distribution fits for \( N = 20 \) in Fig. 5.11.

When \( N = 10 \), it is seen in Fig. 5.12 that the Weibull distribution begins to fit better to the simulated graph than the Gumbel distribution fit.

When the number of elements is reduces further to \( N = 4 \), Fig. 5.13 shows that the Weibull distribution estimate is better than the Gumbel distribution estimate. Therefore, we continue with calculating the distribution of \( P_{\text{max}} \) by seeing how the cumulative probability density function (cdf) of \( P(u, z) \) at each angle is in the domain of attraction of the Weibull distribution and, when \( N \) is large, in the domain of attraction of the Gumbel distribution.

### 5.3.7 CDF of Beampattern at each Angle, \( u \)

We now see if the cumulative distribution function (cdf) at each beampattern sample is in the domain of attraction of one of the Extreme Value Theory (EVT) distributions. We now
Figure 5.11: The pdf of true maximum of beampattern, $N = 20$ Antennas, Triangle Antenna Position Distribution, Linear Arrays, Sidelobe starts at $u_s = 0.3$, Steering angle is $\phi_0 = 0$

Figure 5.12: The pdf of true maximum of beampattern, $N = 10$ Antennas, Triangle Antenna Position Distribution, Linear Arrays, Sidelobe starts at $u_s = 0.3$, Steering angle is $\phi_0 = 0$

calculate the distribution of the beampattern at each angle $u$. No approximations such as the Gaussian approximation made for the sampling method used by Ref. [17] and the upcrossing method will be made here.
We re-write the equation of the field pattern, or array factor, of the beampattern as

\[ F(u, z) = \frac{1}{N} \sum_{k=1}^{N} e^{-j\beta uz_k} \]

\[ = \sum_{k=1}^{N} \left( \frac{1}{N} \cos(\beta uz_k) - j \frac{1}{N} \sin(\beta uz_k) \right) \]

\[ = \sum_{k=1}^{N} \frac{1}{N} \cos(\beta uz_k) - j \sum_{k=1}^{N} \frac{1}{N} \sin(\beta uz_k) \]

\[ = \sum_{k=1}^{N} X_k(u, z) - j \sum_{k=1}^{N} Y_k(u, z) \]
where
\[
X_k(u, z) = \frac{1}{N} \cos(\beta uz_k) \quad (5.50)
\]
\[
Y_k(u, z) = \frac{1}{N} \sin(\beta uz_k). \quad (5.51)
\]
To make reading equations easier, we rewrite \(X_k(u, z)\) and \(Y_k(u, z)\) as
\[
X_k \equiv X_k(u, z)
\]
\[
Y_k \equiv Y_k(u, z)
\]
where \(X_k\) and \(Y_k\) being a function of \(u\) and \(z\) is implied. It is seen from Eq. (5.50) and (5.51) that
\[
-\frac{1}{N} \leq X_k \leq \frac{1}{N},
\]
\[
-\frac{1}{N} \leq Y_k \leq \frac{1}{N}.
\]
Now,
\[
F(u, z) = \sum_{k=1}^{N} X_k - j \sum_{k=1}^{N} Y_k.
\]
The beampattern is given by
\[
P(u, z) = F(u, z) F^*(u, z)
\]
\[
= \frac{1}{N} \sum_{k=1}^{N} e^{-j\beta uz_k} \frac{1}{N} \sum_{k=1}^{N} e^{j\beta uz_k}
\]
\[
= \left( \sum_{k=1}^{N} X_k - j \sum_{k=1}^{N} Y_k \right) \left( \sum_{k=1}^{N} X_k + j \sum_{k=1}^{N} Y_k \right)
\]
\[
= \left( \sum_{k=1}^{N} X_k \right)^2 + \left( \sum_{k=1}^{N} Y_k \right)^2, \quad -\frac{1}{N} \leq X_k, Y_k \leq \frac{1}{N}. \quad (5.52)
\]
Let \(F_P(x)\) be the cumulative distribution function (cdf) of the the random variable \(P(u, z)\) when the antenna positions, \(z = \{z_1, \ldots, z_N\}\), are independent and identically distributed.
(iid). From Ref. [59], for a cdf, $F_X(x)$, to be in the domain of attraction of the Weibull distribution,

$$\lim_{t \to \infty} \frac{1 - F_X(\omega(F_X) - \frac{1}{tx})}{1 - F_X(\omega(F_X) - \frac{1}{t})} = x^{-\alpha}, \alpha > 0, x > 0$$

(5.53)

where

$$\omega(F_X) \equiv \sup\{x : F_X(x) < 1\}.$$ 

Since the power domain beampattern ranges from 0 to 1,

$$\omega(F_P) = \omega(F_P) = 1.$$ 

(5.54)

Now,

$$\lim_{t \to \infty} \frac{1 - F_P(\omega(F_P) - \frac{1}{tx})}{1 - F_P(\omega(F_P) - \frac{1}{t})} = \lim_{t \to \infty} \frac{1 - F_P(1 - \frac{1}{tx})}{1 - F_P(1 - \frac{1}{t})}$$

$$= \frac{1 - F_P(1)}{1 - F_P(1)}$$

$$= 1 - 1$$

$$= 0$$

Let

$$v = 1 - \frac{1}{tx}$$

$$w = 1 - \frac{1}{t}$$

so that

$$\frac{dv}{dt} = \frac{1}{t^2 x},$$

$$\frac{dw}{dt} = \frac{1}{t^2}.$$
Let \( f_P(x) \) be the probability density function (pdf) of the beampattern in Eq. (5.52). Now,

\[
\lim_{t \to \infty} \frac{1 - F_P \left(1 - \frac{1}{tx} \right)}{1 - F_P \left(1 - \frac{1}{t} \right)} = \lim_{t \to \infty} \frac{\frac{d}{dt} \left(1 - F_P \left(1 - \frac{1}{tx} \right)\right)}{\frac{d}{dt} \left(1 - F_P \left(1 - \frac{1}{t} \right)\right)}
\]

\[
= \lim_{t \to \infty} \frac{-\frac{dF_P \left(1 - \frac{1}{tx} \right)}{dt}}{-\frac{dF_P \left(1 - \frac{1}{t} \right)}{dt}}
\]

\[
= \lim_{t \to \infty} \frac{-\frac{dF_P(v)}{dv} \frac{dv}{dt}}{-\frac{dF_P(w)}{dw} \frac{dw}{dt}}
\]

\[
= \lim_{t \to \infty} \frac{-\frac{dF_P(v)}{dv} \frac{dv}{dt}}{-\frac{dF_P(w)}{dw} \frac{dw}{dt}}
\]

\[
= \lim_{t \to \infty} \frac{f_P(v) \frac{dv}{dt}}{f_P(w) \frac{dw}{dt}}
\]

\[
= \lim_{t \to \infty} \frac{f_P(v) \frac{1}{tx}}{f_P(w) \frac{1}{t}}
\]

\[
= \lim_{t \to \infty} \frac{f_P \left(1 - \frac{1}{tx} \right) \frac{1}{tx}}{f_P \left(1 - \frac{1}{t} \right) \frac{1}{t}}
\]

\[
= \lim_{t \to \infty} \frac{f_P \left(1 - \frac{1}{tx} \right) 1}{f_P \left(1 - \frac{1}{t} \right) \frac{1}{x}}
\]

\[
= \frac{f_P \left(1 \right) 1}{f_P \left(1 \right) \frac{1}{x}}.
\]

(5.55)

If the pdf of \( P(u, z) \) is a finite non-zero constant at \( P(u, z) = 1 \), then limit in Eq. (5.55) will be \( 1/x \). If the pdf is zero or not finite at \( P(u, z) = 1 \), then the limit becomes

\[
\lim_{t \to \infty} \frac{\frac{d}{dt} f_P \left(1 - \frac{1}{tx} \right) 1}{\frac{d}{dt} f_P \left(1 - \frac{1}{t} \right) \frac{1}{x}} = \lim_{t \to \infty} \frac{f_P' \left(1 - \frac{1}{tx} \right) 1}{f_P' \left(1 - \frac{1}{t} \right) \frac{1}{x^2}}
\]

\[
= \frac{f_P \left(1 \right) 1}{f_P' \left(1 \right) \frac{1}{x^2}}
\]

where \( f_P'(x) \) is the first derivative of the pdf \( f_P(x) \).

If the \( n \)th derivative of \( f_P(x) \),

\[
f_P^{(n)}(x)
\]
is a finite non-zero constant at \(x = 1\) and all derivatives of \(f_P(x)\)

\[ f^{(m)}_P(x), \ m < n \]

are zero or not finite at \(x = 1\), then the limit in Eq. (5.55) is

\[
\lim_{t \to \infty} \frac{1 - F_P \left(1 - \frac{1}{tx}\right)}{1 - F_P \left(1 - \frac{1}{t}\right)} = \lim_{t \to \infty} \frac{f^{(n)}_P \left(1 - \frac{1}{tx}\right) 1}{f^{(n)}_P \left(1 - \frac{1}{t}\right) x^n} = \frac{f^{(n)}_P (1) 1}{f^{(n)}_P (1) x^{n+1}} = \frac{1}{x^{n+1}}.
\]

**Finding expression for \(f_P(x)\)**

We now focus on finding an expression for \(f_P(x)\).

Let \(f_{X_k,Y_k}(X_k, Y_k)\) be the joint distribution of \(X_k\) and \(Y_k\). The characteristic function of this joint distribution is given by

\[
\Phi_{X_k,Y_k}(t_1, t_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{X_k,Y_k}(X_k, Y_k)e^{i(t_1 X_k + t_2 Y_k)} \, dX_k \, dY_k = \int_{-\frac{1}{N}}^{\frac{1}{N}} \int_{-\frac{1}{N}}^{\frac{1}{N}} f_{X_k,Y_k}(X_k, Y_k)e^{i(t_1 X_k + t_2 Y_k)} \, dX_k \, dY_k.
\]

Define \(\tilde{X}\) and \(\tilde{Y}\) as

\[
\tilde{X} \equiv \sum_{k=1}^{N} X_k \\
\tilde{Y} \equiv \sum_{k=1}^{N} Y_k.
\]  

(5.56)

\(\tilde{X}\) and \(\tilde{Y}\) are implied functions of \(u\) and \(z\) so that

\[ F(u, z) = \tilde{X} - j\tilde{Y} \]

and

\[ P(u, z) = \tilde{X}^2 + \tilde{Y}^2. \]

Let \(f_{\tilde{X},\tilde{Y}}(\tilde{X}, \tilde{Y})\) be the joint probability density function of \(\tilde{X}\) and \(\tilde{Y}\). Although \(X_k\) and
\(Y_k\) are dependent, each \((X_k - jY_k), k = \{1, \ldots, N\}\) is independent. So, the characteristic function of \(f_{\tilde{X}, \tilde{Y}}(\tilde{X}, \tilde{Y})\) can be written as

\[
\Phi_{\tilde{X}, \tilde{Y}}(t_1, t_2) = \prod_{k=1}^{N} \Phi_{X_k, Y_k}(t_1, t_2) = \Phi_{X_k, Y_k}^N(t_1, t_2)
\]

Now, \(f_{\tilde{X}, \tilde{Y}}(\tilde{X}, \tilde{Y})\) can be found by an inverse 2D Fourier transform:

\[
f_{\tilde{X}, \tilde{Y}}(\tilde{X}, \tilde{Y}) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{\tilde{X}, \tilde{Y}}(t_1, t_2)e^{-j(t_1 \tilde{X} + t_2 \tilde{Y})} dt_1 dt_2
\]

\[
= \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{X_k, Y_k}^N(t_1, t_2)e^{-j(t_1 X_k + t_2 Y_k)} dt_1 dt_2. \tag{5.57}
\]

Since our objective is to find a distribution for \(P(u, z)\) and

\[
\Pr(P(u, z) \leq P_0) = \Pr(\sqrt{P(u, z)} \leq \sqrt{P_0}),
\]

we re-write \(\sqrt{P(u, z)}\) as

\[
P = \sqrt{P(u, z)}
\]

and find the pdf of \(P\). We can write \(\tilde{X}\) and \(\tilde{Y}\) as

\[
\tilde{X} = P \cos(\psi)
\]

\[
\tilde{Y} = P \sin(\psi)
\]

where \(\psi\) is a random variable with uniform distribution

\[
f_\psi(\psi) = \frac{1}{2\pi}, \quad 0 \leq \psi \leq 2\pi.
\]

We first find the joint pdf of \(P\) and \(\psi\) through the transformation:

\[
f_{P, \psi}(P, \psi) = |J(P, \psi)| f_{\tilde{X}, \tilde{Y}}(\tilde{X}, \tilde{Y})
\]

\[
= |J(P, \psi)| f_{\tilde{X}, \tilde{Y}}(P \cos(\psi), P \sin(\psi))
\]
where

\[ |J(P, \psi)| = \left| \det \begin{bmatrix} \frac{\partial \tilde{X}}{\partial P} & \frac{\partial \tilde{X}}{\partial \psi} \\ \frac{\partial \tilde{Y}}{\partial P} & \frac{\partial \tilde{Y}}{\partial \psi} \end{bmatrix} \right| = \left| \det \begin{bmatrix} \frac{\partial P \cos(\psi)}{\partial P} & \frac{\partial P \cos(\psi)}{\partial \psi} \\ \frac{\partial P \sin(\psi)}{\partial P} & \frac{\partial P \sin(\psi)}{\partial \psi} \end{bmatrix} \right| = |P \cos^2(\psi) + P \sin^2(\psi)| = |P| = P \]

We now have

\[ f_{P,\psi}(P, \psi) = P f_{\tilde{X},\tilde{Y}}(P \cos(\psi), P \sin(\psi)) \]

\[ = \frac{P}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{X_k,Y_k}(t_1, t_2) e^{-j(t_1 \tilde{X} + t_2 \tilde{Y})} dt_1 dt_2 \left|_{\tilde{X} = P \cos(\psi)}_{\tilde{Y} = P \sin(\psi)} \right. = \frac{P}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{X_k,Y_k}(t_1, t_2) e^{-j(t_1 P \cos(\psi) + t_2 P \sin(\psi))} dt_1 dt_2. \quad (5.58) \]

Since \( P \) and \( \psi \) are independent random variables, we can get the pdf of \( \sqrt{P(u, z)} \) as

\[ f_P(P) = \frac{P}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{X_k,Y_k}(t_1, t_2) \int_{0}^{2\pi} e^{-j(t_1 P \cos(\psi) + t_2 P \sin(\psi))} d\psi dt_1 dt_2 = \frac{P}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{X_k,Y_k}(t_1, t_2) 2\pi J_0 \left( P \sqrt{t_1^2 + t_2^2} \right) dt_1 dt_2 = \frac{P}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{X_k,Y_k}(t_1, t_2) J_0 \left( P \sqrt{t_1^2 + t_2^2} \right) dt_1 dt_2. \]

The function \( J_m(x) \) is the bessel function of the first kind.

Fig. 5.14 shows what happens to the pdf, \( f_P(P) \), as the number of elements increases. The pdf and its derivatives at \( P = 1 \) seem to become zero, and the pdf seems to approach a delta function at \( P = 0 \). We would like to see these effects analytically.
We re-write the pdf of $\sqrt{P(u, z)}$ at $P$ as

$$f_P(P) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{X_k,Y_k}(t_1, t_2) P \cdot J_0 \left( P \sqrt{t_1^2 + t_2^2} \right) dt_1 dt_2$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \int_{-\frac{1}{N}}^{\frac{1}{N}} \int_{-\frac{1}{N}}^{\frac{1}{N}} f_{X_k,Y_k}(X_k, Y_k) e^{j(t_1 X_k + t_2 Y_k)} dX_k dY_k \right)^N \times P \cdot J_0 \left( P \sqrt{t_1^2 + t_2^2} \right) dt_1 dt_2$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\frac{1}{N}} \int_{-\frac{1}{N}}^{\frac{1}{N}} \cdots \int_{-\frac{1}{N}}^{\frac{1}{N}} \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \prod_{k=1}^{N} f_{X_k,Y_k}(X_k, Y_k) \right) e^{j\sum_{k=1}^{N} X_k} e^{j\sum_{k=1}^{N} Y_k} \times P \cdot J_0 \left( P \sqrt{t_1^2 + t_2^2} \right) dt_1 dt_2$$

$$dX_1 \ldots dX_N dY_1 \ldots dY_N.$$
We now focus on

\[
\int_{-\frac{1}{N}}^{\frac{1}{N}} \int_{-\frac{1}{N}}^{\frac{1}{N}} \cdots \int_{-\frac{1}{N}}^{\frac{1}{N}} \left( \prod_{k=1}^{N} f_{X_k,Y_k}(X_k,Y_k) \right) \\
\times e^{j t_1 \sum_{k=1}^{N} X_k} e^{j t_2 \sum_{k=1}^{N} Y_k} \, dX_1 \, dY_1 \cdots dX_N \, dY_N, \quad -\frac{1}{N} \leq X_k, Y_k \leq \frac{1}{N}.
\]

Let

\[
V_k \equiv \sqrt{N} X_k \\
W_k \equiv \sqrt{N} Y_k
\]

so that

\[
dx_k = \frac{dV_k}{\sqrt{N}}, \quad dY_k = \frac{dW_k}{\sqrt{N}}
\]

and

\[
f_{V_k,W_k}(V_k, W_k) \equiv \frac{f_{X_k,Y_k}(X_k,Y_k)}{|N|} \bigg|_{X_k=\frac{V_k}{\sqrt{N}}, \; Y_k=\frac{W_k}{\sqrt{N}}} \\
= \frac{f_{X_k,Y_k}\left(\frac{V_k}{\sqrt{N}}, \frac{W_k}{\sqrt{N}}\right)}{N}, \quad -\frac{1}{\sqrt{N}} \leq V_k, W_k \leq \frac{1}{\sqrt{N}}.
\]

So,

\[
f_{X_k,Y_k}\left(\frac{V_k}{\sqrt{N}}, \frac{W_k}{\sqrt{N}}\right) = N f_{V_k,W_k}(V_k, W_k), \quad -\frac{1}{\sqrt{N}} \leq V_k, W_k \leq \frac{1}{\sqrt{N}}.
\]
Now,

\[
\int_{-\frac{1}{N}}^{\frac{1}{N}} \int_{-\frac{1}{N}}^{\frac{1}{N}} \cdots \int_{-\frac{1}{N}}^{\frac{1}{N}} \left( \prod_{k=1}^{N} f_{X_k, Y_k}(X_k, Y_k) \right) \times e^{jt_1 \sum_{k=1}^{N} X_k} e^{jt_2 \sum_{k=1}^{N} Y_k} dX_1 dY_1 \ldots dX_N dY_N
\]

\[
= \frac{1}{N^N} \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \cdots \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \left( \prod_{k=1}^{N} f_{V_k, W_k}(V_k, W_k) \right) \times e^{jt_1 \sum_{k=1}^{N} V_k / \sqrt{N}} e^{jt_2 \sum_{k=1}^{N} W_k / \sqrt{N}} dV_1 dW_1 \ldots dV_N dW_N
\]

\[
= \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \cdots \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \left( \prod_{k=1}^{N} f_{V_k, W_k}(V_k, W_k) \right) \times e^{jt_1 \sum_{k=1}^{N} V_k / \sqrt{N}} e^{jt_2 \sum_{k=1}^{N} W_k / \sqrt{N}} dV_1 dW_1 \ldots dV_N dW_N.
\]

We focus on

\[
\int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} f_{V_k, W_k}(V_k, W_k) e^{jt_1 V_k / \sqrt{N}} e^{jt_2 W_k / \sqrt{N}} dV_k dW_k, \quad k = \{1, \ldots, N\}
\]

We would like to now do a Taylor Series expansion of

\[
e^{jt_1 V_k / \sqrt{N}}
\]

\[
e^{jt_2 W_k / \sqrt{N}}
\]

about \( t_1 = 0 \) and \( t_2 = 0 \), respectively. We are first interested in the case when \( N \) is large, so we only use the first three terms of the Taylor Series expansion.

The Taylor Series expansion of

\[
e^{jt_1 V_k / \sqrt{N}}
\]

about \( t_1 = 0 \) is given by

\[
e^{jt_1 V_k / \sqrt{N}} = 1 + \frac{jt_1 V_k}{\sqrt{N}} - \frac{t_1^2 V_k^2}{2N} + O \left( \frac{t_1^3}{N} \right).
\]

(5.59)
The Taylor Series expansion of 
\[ e^{jt \frac{W_k}{\sqrt{N}}} \]
about \( t_2 = 0 \) is given by

\[ e^{jt_2 \frac{W_k}{\sqrt{N}}} = 1 + \frac{jt_2 W_k}{\sqrt{N}} - \frac{t_2^2 W_k^2}{2N} + O \left( \frac{t_2^3}{N} \right). \]  
\( (5.60) \)

Multiplying Eqs. (5.59) and (5.60), we get

\[ e^{jt_1 \frac{V_k}{\sqrt{N}}} e^{jt_2 \frac{W_k}{\sqrt{N}}} = \left( 1 + \frac{jt_1 V_k}{\sqrt{N}} - \frac{t_1^2 V_k^2}{2N} \right) \left( 1 + \frac{jt_2 W_k}{\sqrt{N}} - \frac{t_2^2 W_k^2}{2N} \right) \]
\[ = \frac{t_1 t_2 V_k^2 W_k^2}{4N^2} - \frac{jt_1 t_2 V_k W_k^2}{2N^2} - \frac{jt_1 t_2 V_k W_k^2}{2N^2} - \frac{t_1 V_k^2}{2N} \]
\[ - \frac{t_1 t_2 V_k W_k}{N} - \frac{t_2^2 W_k^2}{2N} + \frac{jt_1 V_k}{\sqrt{N}} + \frac{jt_2 W_k}{\sqrt{N}} + 1 \]
\[ + O \left( \frac{t_1^3}{N^{\frac{3}{2}}} \right) + O \left( \frac{t_2^3}{N^{\frac{3}{2}}} \right). \]  
\( (5.61) \)

Now,

\[
\int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} f_{V_k, W_k}(V_k, W_k) e^{jt_1 \frac{V_k}{\sqrt{N}}} e^{jt_2 \frac{W_k}{\sqrt{N}}} dV_k dW_k = \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} f_{V_k, W_k}(V_k, W_k) \left( \frac{t_1 t_2 V_k^2 W_k^2}{4N^2} \right) \]
\[ - \frac{jt_1 t_2 V_k^2 W_k}{2N^2} - \frac{jt_1 t_2 V_k W_k^2}{2N^2} - \frac{t_1 V_k^2}{2N} \]
\[ - \frac{t_1 t_2 V_k W_k}{N} - \frac{t_2^2 W_k^2}{2N} + \frac{jt_1 V_k}{\sqrt{N}} + \frac{jt_2 W_k}{\sqrt{N}} + 1 \]
\[ + O \left( \frac{t_1^3}{N^{\frac{3}{2}}} \right) + O \left( \frac{t_2^3}{N^{\frac{3}{2}}} \right) dV_k dW_k \]
\[ , \ k = \{1, \ldots, N\}. \]  
\( (5.61) \)

We now find the expectations of each term in Eq. (5.61) using the antenna position distributions. We use the relations

\[ V_k = \sqrt{N} X_k = \sqrt{N} \frac{1}{N} \cos(\beta uz) = \frac{1}{\sqrt{N}} \cos(\beta uz) \]
\[ W_k = \sqrt{N} Y_k = \sqrt{N} \frac{1}{N} \sin(\beta uz) = \frac{1}{\sqrt{N}} \sin(\beta uz). \]

If the pdf of \( z \) is an even function, which it is in the cases of uniform, triangle, and Gaussian
distributions, then

\[ E[V_k^2 W_k] = 0 \]
\[ E[V_k W_k] = 0 \]
\[ E[W_k] = 0. \]

Let \( f_z(z) \) be the pdf of the antenna positions, and let \( \hat{f}_z(u) \) be the characteristic function of \( f_z(z) \). For the other terms in Eq. (5.61),

\[
E[V_k] = \frac{1}{\sqrt{N}} \int_z f_z(z) \cos(\beta uz) \, dz \\
= \frac{1}{\sqrt{N}} \left( \hat{f}_z(u) + \hat{f}_z(-u) \right) \\
(5.62)
\]

\[
E[V_k^2] = \frac{1}{N} \int_z f_z(z) \cos^2(\beta uz) \, dz \\
= \frac{1}{N} \left( \int_z f_z(z) \frac{1}{2} \, dz + \int_z f_z(z) \frac{\cos(2u)}{2} \, dz \right) \\
= \frac{1}{2N} + \frac{1}{N} \left( \hat{f}_z(2u) + \hat{f}_z(-2u) \right) \\
(5.63)
\]

\[
E[W_k^2] = \frac{1}{N} \int_z f_z(z) \sin^2(\beta uz) \, dz \\
= \frac{1}{N} \left( \int_z f_z(z) \frac{1}{2} \, dz - \int_z f_z(z) \frac{\cos(2u)}{2} \, dz \right) \\
= \frac{1}{2N} - \frac{1}{N} \left( \hat{f}_z(2u) + \hat{f}_z(-2u) \right) \\
(5.64)
\]

\[
E[V_k W_k^2] = \frac{1}{N^2} \int_z f_z(z) \cos(\beta uz) \sin^2(\beta uz) \, dz \\
= \frac{1}{8N^2} \left( \hat{f}_z(u) + \hat{f}_z(-u) - \hat{f}_z(3u) - \hat{f}_z(-3u) \right) \\
(5.65)
\]

\[
E[V_k^2 W_k^2] = \frac{1}{N^2} \int_z f_z(z) \cos^2(\beta uz) \sin^2(\beta uz) \, dz \\
= \frac{1}{8N^2} - \frac{1}{16N^2} \left( \hat{f}_z(4u) + \hat{f}_z(-4u) \right) \\
(5.66)
\]

The beampattern statistics need to be angle-independent for Extreme Value Theory to be
used, and it is seen in subsection 5.3.4 that this assumption approximately holds if the antenna position variance is large. For large antenna position variance, it was shown through examples in Eqs. (5.25), (5.26), (5.27), (5.28), (5.29), (5.30), (5.31), and (5.32) that

\[
\int f_z(z) \cos(\beta uz) \sim 0
\]

\[
\int f_z(z) \cos^2(\beta uz) \sim \frac{1}{2}
\]

\[
\int f_z(z) \sin^2(\beta uz) \sim \frac{1}{2}
\]

or

\[
\lim_{\sigma_z^2 \to \infty} \int f_z(z) \cos(\beta uz) = 0 
\]

\[
\lim_{\sigma_z^2 \to \infty} \int f_z(z) \cos^2(\beta uz) = \frac{1}{2}
\]

\[
\lim_{\sigma_z^2 \to \infty} \int f_z(z) \sin^2(\beta uz) = \frac{1}{2}
\]

where \(\sigma_z^2\) is the antenna position variance. This angle-independence is also seen to be achieved for large antenna position variance when looking at the examples in Eqs. (5.36), (5.37), (5.38), (5.39), (5.42), (5.43), (5.46), and (5.47). So, the characteristic function with \(u\) dependence in Eqs. (5.62), (5.63), and (5.64), (5.65), and (5.66) may be dropped to get

\[
E[V_k] \approx 0
\]

\[
E[V_k^2] \approx \frac{1}{2N}
\]

\[
E[W_k^2] \approx \frac{1}{2N}
\]

\[
E[V_k W_k^2] \approx 0
\]

\[
E[V_k^2 W_k^2] \approx \frac{1}{8N^2}.
\]
Let $\sigma^2_{V_k}$ be the variance of $V_k$. Now,

$$\sigma^2_{V_k} = E[V_k^2] - E[V_k]^2$$

$$\approx \frac{1}{2N}$$

$$\approx E[V_k^2]$$

$$\approx E[W_k^2].$$

Now,

$$\int_{\frac{-1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \int_{\frac{-1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} f_{V_k,W_k}(V_k, W_k) e^{jt_1 V_k / \sqrt{N}} e^{jt_2 W_k / \sqrt{N}} dV_k dW_k \approx \int_{\frac{-1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \int_{\frac{-1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} f_{V_k,W_k}(V_k, W_k)\left(\frac{t_1^2 t_2^2 V_k^2 W_k^2}{4N^2} - \frac{t_1^2 V_k^2}{2N} - \frac{t_2^2 W_k^2}{2N} + 1 + O\left(\frac{t_1^3}{N^{3/2}}\right) + O\left(\frac{t_2^3}{N^{3/2}}\right)\right) dV_k dW_k$$

$$, k = \{1, \ldots, N\}$$

$$\approx \frac{t_1^2 t_2^2}{32N^4} - \frac{t_1^2 \sigma^2_{V_k}}{2N} - \frac{t_2^2 \sigma^2_{W_k}}{2N} + 1 + O\left(\frac{t_1^3}{N^{3/2}}\right) + O\left(\frac{t_2^3}{N^{3/2}}\right)$$

$$, k = \{1, \ldots, N\}. $$
Now,

\[
f_P(P) = \frac{1}{2\pi} \int_{-\frac{1}{N}}^{\frac{1}{N}} \ldots \int_{-\frac{1}{N}}^{\frac{1}{N}} \left( \prod_{k=1}^{N} f_{X_k, Y_k}(X_k, Y_k) \right) \times e^{jt_1 \sum_{k=1}^{N} X_k} e^{jt_2 \sum_{k=1}^{N} Y_k} \times P \cdot J_0 \left( P \sqrt{t_1^2 + t_2^2} \right) dX_1 \ldots dX_N \, dY_1 \ldots dY_N
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \int_{-\frac{1}{N}}^{\frac{1}{N}} \ldots \int_{-\frac{1}{N}}^{\frac{1}{N}} \right) \left( \prod_{k=1}^{N} f_{V_k, W_k}(V_k, W_k) \right) \times e^{jt_1 \sum_{k=1}^{N} \frac{V_k}{\sqrt{N}}} e^{jt_2 \sum_{k=1}^{N} \frac{W_k}{\sqrt{N}}} \times dV_1 dW_1 \ldots dV_N dW_N
\]

\[
\approx \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{t_1^2 t_2^2}{32N^4} - \frac{t_1^2 \sigma^2_{V_k}}{2N} - \frac{t_2^2 \sigma^2_{W_k}}{2N} + 1 \right) + O \left( \frac{t_1^3}{N^{\frac{3}{2}}} \right) + O \left( \frac{t_2^3}{N^{\frac{3}{2}}} \right)
\]

\[
\approx \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( 1 - \frac{(t_1^2 + t_2^2) \sigma^2}{2N} + \frac{t_1^2 t_2^2}{32N^4} + O \left( \frac{t_1^3}{N^{\frac{3}{2}}} \right) + O \left( \frac{t_2^3}{N^{\frac{3}{2}}} \right) \right)
\]

\[
\times P \cdot J_0 \left( P \sqrt{t_1^2 + t_2^2} \right) dt_1 dt_2
\]

Let

\[
q = \sqrt{t_1^2 + t_2^2}
\]

so that

\[
t_1 = q \cos(\theta)
\]

\[
t_2 = q \sin(\theta)
\]

where

\[
0 \leq \theta \leq 2\pi.
\]
We now have

\[
\begin{align*}
& f_p(P) \approx \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left(1 - \frac{(t_1^2 + t_2^2)\sigma_V^2}{2N} + \frac{t_1^2 t_2^2}{32N^4} + O\left(\frac{t_1^3}{N^{1/2}}\right) + O\left(\frac{t_2^3}{N^{1/2}}\right)\right)^N \\
& \times P \cdot J_0\left(P \sqrt{t_1^2 + t_2^2}\right) \, dt_1 \, dt_2 \\
& \approx \frac{1}{2\pi} \int_0^{2\pi} \int_{-\infty}^{\infty} \left(1 - \frac{q^2\sigma_V^2}{2N} + \frac{q^4\cos^2(\theta)\sin^2(\theta)}{32N^4} + O\left(\frac{q^3\cos^3(\theta)}{N^{3/2}}\right)\right)^N \\
& + O\left(\frac{q^3\sin^3(\theta)}{N^{3/2}}\right)^N \times Pq \cdot J_0\left(Pq\right) \, dq \, d\theta \\
& \approx \frac{1}{2\pi} \int_0^{2\pi} \int_{-\infty}^{\infty} \left(1 - \frac{q^2\sigma_V^2}{2N} + \frac{q^4\cos^2(\theta)\sin^2(\theta)}{32N^4} + O\left(\frac{q^3}{N^{3/2}}\right)\right)^N \\
& \times Pq \cdot J_0\left(Pq\right) \, dq \, d\theta \\
& \approx \frac{1}{2\pi} \int_0^{2\pi} \int_{0}^{\infty} \left(1 - \frac{q^2\sigma_V^2}{2N} + O\left(\frac{q^4}{N^2}\right)\right)^N \times Pq \cdot J_0\left(Pq\right) \, dq \, d\theta \\
& \approx \int_0^{\infty} \left(1 - \frac{q^2\sigma_V^2}{2N} + O\left(\frac{q^4}{N^2}\right)\right)^N \times Pq \cdot J_0\left(Pq\right) \, dq
\end{align*}
\]

Pdf for Large \(N\)

Focusing on

\[
\left(1 - \frac{q^2\sigma_V^2}{2N} + O\left(\frac{q^4}{N^2}\right)\right)^N,
\]

we have

\[
\lim_{N \to \infty} \left(1 - \frac{q^2\sigma_V^2}{2N} + O\left(\frac{q^4}{N^2}\right)\right)^N = e^{-\frac{q^2\sigma_V^2}{2N} + O\left(\frac{q^4}{N^2}\right)}.
\]
Now,

\[ f_P(P) \approx \int_0^\infty e^{-\frac{q^2 N}{2 \sigma^2 V_k}} \times Pq \cdot J_0(Pq) \, dq \]

\[ \approx \int_0^\infty e^{-\frac{q^2 N}{2 \sigma^2 V_k}} \times \left( 1 + O\left( \frac{q^4}{N} \right) \right) \times Pq \cdot J_0(Pq) \, dq \]

\[ \approx \int_0^\infty e^{-\frac{q^2 N}{2 \sigma^2 V_k}} \times Pq \cdot J_0(Pq) \, dq \]

\[ + \int_0^\infty e^{-\frac{q^4 N}{2 \sigma^2 V_k}} Pq \cdot J_0(Pq) \, dq \]

\[ \approx \frac{P}{\sigma^2 V_k} e^{-\frac{P^2}{2 \sigma^2 V_k}} + \int_0^\infty e^{-\frac{q^4 N}{2 \sigma^2 V_k}} \times Pq \cdot J_0(Pq) \, dq. \tag{5.68} \]

Since for \( P > 0 \),

\[ \left| e^{-\frac{q^2 N}{2 \sigma^2 V_k}} Pq \cdot J_0(Pq) \right| \leq e^{-\frac{q^2 N}{2 \sigma^2 V_k}} Pq, \, \forall q \in [0, \infty), \]

and

\[ \int_0^\infty e^{-\frac{q^2 N}{2 \sigma^2 V_k}} Pq \, dq = \frac{P}{\sigma^2 V_k} \]

we have by Lebesgue’s Dominated Convergence Theorem,

\[ \lim_{N \to \infty} \int_0^\infty e^{-\frac{q^2 N}{2 \sigma^2 V_k}} Pq \cdot J_0(Pq) = \int_0^\infty \lim_{N \to \infty} e^{-\frac{q^2 N}{2 \sigma^2 V_k}} Pq \cdot J_0(Pq) \]

\[ = 0, \sigma^2 V_k > 0, P > 0. \]

Therefore, for large \( N \), we may ignore the term

\[ \int_0^\infty e^{-\frac{q^2 N}{2 \sigma^2 V_k}} Pq \cdot J_0(Pq) \]

in Eq. (5.68) to get

\[ f_P(P) \approx \frac{P}{\sigma^2 V_k} e^{-\frac{P^2}{2 \sigma^2 V_k}}. \tag{5.69} \]
Since, for arbitrarily large antenna position variance so that there is no dependence on $u$,

$$\sigma^2_{V_k} \approx \frac{1}{2N},$$

Now,

$$f_P(P) \approx 2PN e^{-P^2N}. \quad (5.70)$$

Eqs. (5.69) and (5.70) show that for arbitrarily large $N$, the pdf of the beampattern at each angle $u$ in the sidelobe region is approximately Rayleigh distributed with parameter $\sigma^2_{V_k} = 1/(2N)$.

We can also show that the distribution of the beampattern at each angle converges to the Rayleigh distribution as $N$ tends to infinity by comparing the characteristic functions of the distributions. Let $f_R(P_0)$ be the pdf of the Rayleigh distribution, or

$$f_R(P_0) = 2P_0Ne^{-P_0^2N}, \quad 0 < P_0 < \infty. \quad (5.71)$$

Let $\Phi_R(t)$ be the characteristic function of $f_R(P_0)$, or

$$\Phi_R(t) = 1 - \frac{1}{\sqrt{2N}}te^{\frac{t^2}{4N}}\sqrt{\frac{\pi}{2}} \left(-j\text{erf}\left(\frac{jt}{2\sqrt{N}}\right) - j\right) \quad (5.72)$$

where $\text{erf}(x)$ is the error function.

Let $\Phi_P(t)$ be the characteristic function of $f_P(P_0)$, the beampattern distribution at angle $u$. It is given by

$$\Phi_P(t) = \sum_{l=0}^{\infty} \frac{(jt)^l}{l!} \mu_k^l \quad (5.73)$$
where \( \mu_k' \) is the kth moment of \( f_P(P_0) \). The zeroth and first moments are

\[
\begin{align*}
\mu_0' &= 1 \\
\mu_1' &= E_z[P(u, z)] \\
&= E_z[F(u, z)F^*(u, z)] \\
&= \frac{1}{N^2}E_z \left[ \sum_{k=1}^{N} 1 + \sum_{k=1}^{N} e^{-j \beta uz_k} \sum_{l=1 \atop l \neq k}^{N} e^{j \beta uz_l} \right] \\
&= \frac{1}{N} + \frac{1}{N^2} \sum_{k=1}^{N} E_{z_k} \left[ e^{-j \beta uz_k} \right] \sum_{l=1 \atop l \neq k}^{N} E_{z_l} \left[ e^{j \beta uz_l} \right] \\
&= \frac{1}{N} + \frac{N(N-1)}{N^2} E_{z_k} \left[ e^{-j \beta uz_k} \right] \\
&= \frac{1}{N} + \frac{N-1}{N} E_{z_k} \left[ e^{-j \beta uz_k} \right] \\
&= \frac{1}{N} + \left( 1 - \frac{1}{N} \right) E_{z_k} \left[ e^{-j \beta uz_k} \right].
\end{align*}
\]

In Eq. (5.74), \( E_{z_k} \left[ e^{-j \beta uz_k} \right] \) is the characteristic function of the antenna position distribution, \( f_{z_k}(z_k) \), in \( u \). Therefore,

\[
E_{z_k} \left[ e^{-j \beta uz_k} \right] < \infty \forall u.
\]
The second moment is

\[
\mu_2' = E_z \left[ P^2(u, z) \right] = E_z \left[ F^2(u, z) \left( F^*(u, z) \right)^2 \right] = \frac{1}{N^4} E_z \left[ \sum_{k_1=1}^{N} 1 + \sum_{k_1=1}^{N} e^{-j\beta u z_k} \sum_{l_1=1, l_1 \neq k_1}^{N} e^{j\beta u z_{l_1}} \right]
\times \left[ \sum_{k_2=1}^{N} 1 + \sum_{k_2=1}^{N} e^{-j\beta u z_{k_2}} \sum_{l_2=1, l_2 \neq k_2}^{N} e^{j\beta u z_{l_2}} \right]
+ E_z \left[ \sum_{k_1=1}^{N} e^{-j\beta u z_k} \sum_{l_1=1, l_1 \neq k_1}^{N} e^{j\beta u z_{l_1}} \sum_{k_2=1}^{N} e^{-j\beta u z_{k_2}} \sum_{l_2=1, l_2 \neq k_2}^{N} e^{j\beta u z_{l_2}} \right]
\]

\[
= \frac{1}{N^2} + \frac{2N(N-1)}{N^3} E_{z_k} \left[ e^{-j\beta u z_k} \right]
+ \frac{1}{N^4} E_z \left[ \sum_{k_1=1}^{N} e^{-j\beta u z_k} \sum_{l_1=1, l_1 \neq k_1}^{N} e^{j\beta u z_{l_1}} \sum_{k_2=1}^{N} e^{-j\beta u z_{k_2}} \sum_{l_2=1, l_2 \neq k_2}^{N} e^{j\beta u z_{l_2}} \right]
\]

\[
= \frac{1}{N^2} + \frac{2N(N-1)}{N^3} E_{z_k} \left[ e^{-j\beta u z_k} \right]
+ \frac{1}{N^4} E_z \left[ N(N-1) + \sum_{k=1}^{N-1} \sum_{l=k+1}^{N} \left( e^{-j2\beta u (z_k-z_l)} + e^{j2\beta u (z_k-z_l)} \right) \right]
\times \sum_{k=1}^{N-1} \sum_{l=k+1}^{N} \left( e^{-j\beta u (z_k-z_l)} + e^{j\beta u (z_k-z_l)} \right)
\]

\[
= \frac{1}{N^2} + \frac{2N(N-1)}{N^3} E_{z_k} \left[ e^{-j\beta u z_k} \right]
+ \frac{1}{N^4} E_z \left[ N(N-1) + \sum_{k=1}^{N-1} \sum_{l=k+1}^{N} \left( e^{-j2\beta u (z_k-z_l)} + e^{j2\beta u (z_k-z_l)} \right) \right]
\times \sum_{k=1}^{N-1} \sum_{l=k+1}^{N} \left( e^{-j\beta u (z_k-z_l)} + e^{j\beta u (z_k-z_l)} \right)
\] \hspace{1cm} (5.75)
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Continuing from Eq. (5.75),
\[
\mu'_2 = \frac{1}{N^2} + \frac{2N(N - 1)}{N^3} E_{z_k} \left[ e^{-j\beta u z_k} \right] + \frac{N(N - 1)}{N^4} E_{z_k} \left[ e^{-j2\beta u z_k} \right]^2
\]
\[
+ E_{z_k} \left[ \sum_{k_1=1}^{N-1} \sum_{l_1=k_1+1}^N \left( e^{-j\beta u (z_{k_1} - z_{l_1})} + e^{j\beta u (z_{k_1} - z_{l_1})} \right) \right]
\times \sum_{k_2=1}^{N-1} \sum_{l_2=k_2+1}^N \left( e^{-j\beta u (z_{k_2} - z_{l_2})} + e^{j\beta u (z_{k_2} - z_{l_2})} \right) \right].
\]
\]
\]
\]
\]
\]

Since \( E_{z_k} \left[ e^{-j\beta u z_k} \right] \) is the characteristic function of the antenna position distribution, in Eq. (5.76), for all \( u \),
\[
E_{z_k} \left[ \sum_{k_1=1}^{N-1} \sum_{l_1=k_1+1}^N \left( e^{-j\beta u (z_{k_1} - z_{l_1})} + e^{j\beta u (z_{k_1} - z_{l_1})} \right) \right]
\times \sum_{k_2=1}^{N-1} \sum_{l_2=k_2+1}^N \left( e^{-j\beta u (z_{k_2} - z_{l_2})} + e^{j\beta u (z_{k_2} - z_{l_2})} \right) < \infty.
\]

As discussed in subsection 5.3.4 and in Eq. (5.67) of subsection 5.3.7, for large antenna position variance, the beampattern statistics become approximately angle-independent. The characteristic function of the antenna position distribution obtains the properties of Eq. (4.28) which is also given in Eq. (5.33) and here as
\[
E_{z_k} \left[ e^{-j\beta u z_k} \right] \approx 0 \forall u.
\]

Now, the first three moments of the beampattern at each angle are given by
\[
\mu'_0 = 1 \quad \text{(5.77)}
\]
\[
\mu'_1 \approx \frac{1}{N} \quad \text{(5.78)}
\]
\[
\mu'_2 \approx \frac{1}{N^2} + \frac{N(N - 1)}{N^4} \quad \text{(5.79)}
\]
\[
\approx \frac{2}{N^2} - \frac{1}{N^3}
\]
From Ref. [79],

\[ |\Phi_P(t) - \mu'_0 - j\mu'_1t| \leq \mu'_2 \frac{|t|^2}{2} \]

and approximately

\[ \left| \Phi_P(t) - 1 - \frac{jt}{N} \right| \leq \frac{|t|^2}{N^2} - \frac{|t|^2}{2N^3}. \] (5.80)

The finite bound given in Eq. (5.80) implies that the higher moments of the beampattern at each angle are decreasing. Now, approximately,

\[
\begin{align*}
\lim \sup_{N \to \infty} \left| \Phi_P(t) - 1 - \frac{jt}{N} \right| & \leq \lim \sup_{N \to \infty} \frac{|t|^2}{N^2} - \frac{|t|^2}{2N^3} \\
\left| \lim_{N \to \infty} \Phi_P(t) - 1 \right| & \leq 0.
\end{align*}
\] (5.81)

Eq. (5.81) implies that all the moments other than the zeroth moment converge to zero as \( N \), the number of elements, increases.

Taking the ratio of the Rayleigh distribution characteristic function in Eq. (5.72) to the true characteristic function of the beampattern at angle \( u \), we have

\[
\frac{\Phi_R(t)}{\Phi_P(t)} = 1 - \frac{1}{\sqrt{2\pi}N}te^{\frac{t^2}{2}} \left( -\text{erf} \left( \frac{jt}{2\sqrt{N}} \right) - j \right) \sum_{l=0}^{\infty} \frac{(jt)^l}{l!} \mu'_k.
\]
As the number of elements increases for a fixed number of beampattern samples,

\[
\lim_{N \to \infty} \frac{\Phi_R(t)}{\Phi_P(t)} = \lim_{N \to \infty} \frac{1 - \frac{1}{\sqrt{2N}} te^{\frac{i^2 \pi}{2}} \left( -j \text{erf} \left( \frac{jt}{2\sqrt{N}} \right) - j \right)}{\sum_{l=0}^{\infty} \frac{(jt)^l}{l!} \mu'_k} \\
= \lim_{N \to \infty} \frac{1 - \frac{1}{\sqrt{2N}} te^{\frac{i^2 \pi}{2}} \left( -j \text{erf} \left( \frac{jt}{2\sqrt{N}} \right) - j \right)}{\mu' + j(t)\mu' - \frac{1}{2}t^2\mu'_2} \\
\approx \lim_{N \to \infty} \frac{1 - \frac{1}{\sqrt{2N}} te^{\frac{i^2 \pi}{2}} \left( -j \text{erf} \left( \frac{jt}{2\sqrt{N}} \right) - j \right)}{1 + \frac{j(t)}{N} - \frac{t^2}{2N^2}} \\
\approx \frac{1}{1} \\
\approx 1.
\] (5.82)

The reason why the ratio in Eq. (5.82) is approximate and not exact is because the characteristic function of the element position distribution is assumed to be approximately zero for all \( u \neq 1 \) which occurs for large antenna array apertures.

Eq. (5.82) also implies the following result when taking the difference of the characteristic functions:

\[
\left| \int_{-\infty}^{\infty} e^{jtP_0} (f_P(P_0) - f_R(P_0)) dP_0 \right| = \left| \int_{-\infty}^{\infty} e^{jtP_0} f_P(P_0) dP_0 - \int_{-\infty}^{\infty} e^{jtP_0} f_R(P_0) dP_0 \right| \\
= \left| \int_{0}^{\infty} e^{jtP_0} f_P(P_0) dP_0 - \int_{-\infty}^{\infty} e^{jtP_0} f_R(P_0) dP_0 \right| \\
= |\Phi_P(t) - \Phi_R(t)|.
\]

From Eqs. (5.72) and (5.73), we have

\[
|\Phi_P(t) - \Phi_R(t)| = \left| \sum_{l=0}^{\infty} \frac{(jt)^l}{l!} \mu'_k - 1 + \frac{1}{\sqrt{2N}} te^{\frac{i^2 \pi}{2}} \left( -j \text{erf} \left( \frac{jt}{2\sqrt{N}} \right) - j \right) \right|.
\]

From Eq. (5.80) the higher moments of the beampattern at each angle are reducing. Assuming the angle-dependency of the moments to be approximately zero, which is reasonable for large
array apertures, we have

\[
|\Phi_P(t) - \Phi_R(t)| \approx |1 + (jt)\mu'_1 - \frac{t^2}{2}\mu'_2 - 1 + \frac{1}{\sqrt{2N}}te^{\frac{t^2}{4N}} \sqrt{\frac{\pi}{2}} \left(-j\text{erf}\left(\frac{jt}{2\sqrt{N}}\right) - j\right)| \\
\approx |1 + (jt)\frac{1}{N} - \frac{t^2}{2}\left(\frac{2}{N^2} - \frac{1}{N^3}\right) - 1 \\
+ \frac{1}{\sqrt{2N}}te^{\frac{t^2}{4N}} \sqrt{\frac{\pi}{2}} \left(-j\text{erf}\left(\frac{jt}{2\sqrt{N}}\right) - j\right)|.
\]

Now, as the number of elements increases,

\[
\lim_{N \to \infty} |\Phi_P(t) - \Phi_R(t)| \approx \lim_{N \to \infty} \left|1 + (jt)\frac{1}{N} - \frac{t^2}{2}\left(\frac{2}{N^2} - \frac{1}{N^3}\right) - 1 \\
+ \frac{1}{\sqrt{2N}}te^{\frac{t^2}{4N}} \sqrt{\frac{\pi}{2}} \left(-j\text{erf}\left(\frac{jt}{2\sqrt{N}}\right) - j\right)\right| \\
\approx |1 - 1| \\
\approx 0.
\]

Just as Eq. (5.82) shows the ratio of the characteristic functions of the Rayleigh distribution and the beampattern distribution at each angle converges to one, Eq. (5.83) shows that their difference converges to approximately zero. The approximation occurs because samples of the beampattern are assumed to be angle-independent. In real-world implementation, with increasing number of elements, the position variance of the elements will also have to increase. With the increasing position variance, the approximations of the moments in Eqs. (5.77), (5.78), and (5.79) become more exact, and the approximations in Eqs. (5.82) and (5.83) become more exact.

Eqs. (5.82) and (5.83) show that

\[
\lim_{N \to \infty} \Phi_R(t) \approx 1 \quad (5.84) \\
\lim_{N \to \infty} \Phi_P(t) \approx 1. \quad (5.85)
\]

Theorem 2.4 in Ref. [80] says, "for each \( n \geq 1 \), let \( \phi_n(t) \) be the characteristic function of
a probability distribution \( \alpha_n \). Assume that \( \lim_{n \to \infty} \phi_n(t) \equiv \phi(t) \) exists for each \( t \) and \( \phi(t) \) is continuous at \( t = 0 \). Then \( \phi(t) \) is the characteristic function of some probability distribution \( \alpha \) and \( \alpha_n \Rightarrow \alpha \)." In Ref. [80], the notation "\( \alpha_n \Rightarrow \alpha \)" means that the probability distribution \( \alpha_n \) converges weakly to a probability distribution \( \alpha \).

By Theorem 2.4 in Ref. [80] and Eqs. (5.84) and (5.85), the characteristic functions of the Rayleigh distribution and the true beampattern distribution converge approximately to a characteristic function that is 1. The pdf associated with such a characteristic function is given by

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-jtx} \, dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-j2\pi \frac{1}{\pi} x} \, dt = \int_{-\infty}^{\infty} e^{-j2\pi t' x} \, dt' = \delta(x).
\]

By Theorem 2.4 in Ref. [80],

\[
\lim_{N \to \infty} f_P(x) \approx \delta(x) \quad (5.87)
\]

\[
\lim_{N \to \infty} f_R(x) \approx \delta(x) \quad (5.88)
\]

with the convergence being a weak convergence. The result in Eq. (5.87) explains what is happening in the simulations of Fig. 5.14 where the beampattern distributions at each angle seem to become more like delta functions with increasing number of elements. From Eqs. (5.87) and (5.88), we have

\[
\lim_{N \to \infty} f_P(x) \approx \lim_{N \to \infty} f_R(x) \approx \lim_{N \to \infty} 2xN e^{-x^2 N} \quad (5.89)
\]
and
\[
\lim_{N \to \infty} |f_P(x) - f_R(x)| \approx \lim_{N \to \infty} |f_P(x) - 2xNe^{-x^2N}| \\
\approx 0.
\] (5.90)

From Eqs. (5.89) and (5.90), we again state
\[
f_P(P_0) \approx 2P_0Ne^{-P_0^2N}
\] (5.91)
for large \(N\) but the convergence to the Rayleigh distribution as the number of elements, \(N\), increases is a weak convergence.

**Domain of Attraction of Weibull Distribution as Number of Elements Tends to Infinity**

By Eq. (5.86), as the number of elements increases, we have the weak convergence
\[
\lim_{N \to \infty} f_P(1) \approx \delta(1) \\
= 0
\] (5.92)
\[
\lim_{N \to \infty} f_P^{(n)}(1) \approx \lim_{N \to \infty} \frac{d^{(n)}\delta(x)}{dx^n} n > 0 \\
= 0 \ n > 0.
\] (5.93)

Now, with \(F_P(x)\) being the cdf of \(P = \sqrt{P(u, z)}\), the condition for it to be in the domain of attraction of the Weibull distribution is
\[
\lim_{t \to \infty} \frac{1 - F_P(1 - \frac{1}{t})}{1 - F_P(1 - \frac{1}{t})} = \lim_{t \to \infty} \frac{f_P^{(n)}(1) 1}{f_P^{(n)}(1) x^n} \\
= \frac{f_P^{(n)}(1)}{f_P^{(n)}(1) x^{n+1}} \\
= \frac{1}{x^{n+1}}
\]
where \( f_P^{(n)}(1) \) is the first finite non-zero derivative of \( f_P(x) \) at \( x = 1 \). From Eqs. (5.92) and (5.93), \( f_P(x) \) and all its derivatives at \( x = 1 \) converge weakly to approximately zero as \( N \) tends to infinity. Therefore, as \( N \) tends to infinity, the first non-zero derivative weakly converges to occur at an infinite derivative of \( f_P(x) \), or

\[
\lim_{N \to \infty} n = \infty.
\]

From Ref. [59], if the cdf of the beampattern, \( F_P(x) \), is in the domain of attraction of the Weibull distribution, then

\[
\Pr(P_{\text{max}} \leq P_0) = \begin{cases} 
1 & \text{if } P_0 \geq a_M \\
 e^{-\left(-\frac{P_0 - a_M}{b_M}\right)^\alpha} & \text{if } P_0 < a_M 
\end{cases}
\]

where \( \alpha \) is given in Eq. (5.53) and

\[
a_M = \sup\{x : F_P(x) < 1\} \\
b_M = a_M - \inf\left\{x : 1 - F_P(x) \leq \frac{1}{M}\right\}.
\]

As \( N \) tends to infinity

\[
\lim_{N \to \infty} F_P(x) = \lim_{N \to \infty} \int_0^x f_P(x) \, dx.
\]

Since

\[
|f_P(x)| \leq \max_x f_P(x)
\]

and

\[
\int_0^x \max_x f_P(x) \, dx = x \max_x f_P(x) < \infty, \quad x < \infty,
\]
we have by Lebesgue’s Dominated Convergence Theorem,

\[
\lim_{N \to \infty} F_P(x) = \lim_{N \to \infty} \int_0^x f_P(x) \, dx = \int_0^x \lim_{N \to \infty} f_P(x) \, dx \\
\approx \int_0^x \delta(x) \, dx \\
\approx 1, \ x < \infty.
\]

Therefore, under weak convergence,

\[
a_M = 1 \\
\lim_{N \to \infty} b_M \approx 1 \\
\lim_{N \to \infty} \alpha = \lim_{N \to \infty} (n + 1) = \infty.
\]

In the asymptotic limit of a large number of antennas, the distribution of the peak sidelobe level is with weak convergence approximately Weibull distributed with parameters \(a_M = 1, b_M \approx 1, \) and \(\alpha = \infty.\) In the asymptotic limit of a large antenna position variance, the approximation becomes exact with \(b_M = 1.\)

**Pdf for arbitrary Number of Elements, \(N,\)** **including \(N < 10\)**

For any arbitrary \(N,\) the Taylor Series approximation must be taken out to higher order terms, and the pdf of \(P\) is

\[
f_P(P) \approx \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left(1 + \frac{t_1^2 t_2^2}{32N^4} - \frac{t_1^2 \sigma_{V_k}^2}{2N} - \frac{t_2^2 \sigma_{V_k}^2}{2N} + O \left(\frac{t_1^2}{N}\right) + O \left(\frac{t_2^2}{N}\right) + t_1 O \left(\frac{t_2^2}{N}\right)\right) \\
+ t_1^2 O \left(\frac{t_2^2}{N}\right)^N \times P \cdot J_0 \left(P \sqrt{t_1^2 + t_2^2}\right) \, dt_1 \, dt_2.
\]

Since

\[
\int_z f_z(z) \cos^n(\beta uz) \sin^{2m+1}(\beta uz) = 0, \ n = \{0, 1, 2, \ldots\}, \ m = \{0, 1, 2, \ldots\}
\]
and, for an arbitrarily large antenna position variance,

\[ \int z f_z(z) \cos^2n(z) \sin^m(z) \approx 0, \quad n = \{0, 1, 2, \ldots\}, \quad m = \{0, 1, 2, \ldots\}, \]

where \( f_z(z) \) is an even antenna position distribution, only the terms with \( t_1^{2n} t_2^{2m}, \quad n = \{0, 1, 2, \ldots\}, \quad m = \{0, 1, 2, \ldots\} \) will appear in the Taylor Series expansion of

\[ \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \int_{-\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} f_{V_k,W_k}(V_k,W_k) e^{j \frac{V_k}{\sqrt{N}}} e^{j \frac{W_k}{\sqrt{N}}} dV_k dW_k \approx \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{j^{2n+2m} t_1^{2n} t_2^{2m} E[V_k^{2m} W_k^{2n}]}{(2n)!(2m)! N^{n+m}} \]

\[ \approx \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} (-1)^{n+m} \frac{j^{2n+2m} E[V_k^{2m} W_k^{2n}]}{(2n)!(2m)! N^{n+m}}, \quad k = \{1, \ldots, N\}. \]

So, the pdf becomes

\[ f_P(P) \approx \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} (-1)^{n+m} \frac{j^{2n+2m} E[V_k^{2m} W_k^{2n}]}{(2n)!(2m)! N^{n+m}} \right)^N \]

\[ \times P \cdot J_0 \left( P \sqrt{t_1^2 + t_2^2} \right) dt_1 dt_2. \]

Keeping

\[ t_1 = q \cos(\theta) \]
\[ t_2 = q \sin(\theta) \]

where

\[ 0 \leq \theta \leq 2\pi, \]

we have

\[ f_P(P) \approx \frac{1}{2\pi} \int_0^{2\pi} \int_0^\infty \left( \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} (-1)^{n+m} q^{2(n+m)} \cos^{2n}(\theta) \sin^{2m}(\theta) E[V_k^{2m} W_k^{2n}] \right)^N \]

\[ \times P \cdot J_0 \left( Pq \right) q dq d\theta. \]
We rewrite the approximate distribution as

\[ f_P(P) \approx \sum_{k=1}^{\infty} \frac{1}{2\pi} \int_{0}^{2\pi} \int_{0}^{\infty} q^{2a_k} f_k(\theta) \times P \cdot J_0(Pq) q \, dq \, d\theta \quad (5.95) \]

In Eq. (5.95), each \( f_k(\theta) \) is a function of \( \theta \). For each \( a_k \), \( a_k \in \mathbb{Z}^0 \), the set of non-negative integers. Each term in the infinite sum of Eq. (5.95) is the Hankel transform of order 0 of \( q^{2a_k} \). The Hankel transform of each \( q^{2a_k} \) will be valid if

\[ \int_{0}^{\infty} |q^{2a_k}| q^{1/2} \, dq < \infty. \quad (5.96) \]

Eq. (5.96) does not hold for \( a_k \in \mathbb{Z}^0 \). Therefore, integrating over \( q \) is not the best way to proceed, and another method must be found to analytically show Weibull distribution convergence of the peak sidelobe level distribution. We finding another approach to subsequent research.

### 5.3.8 Domain of Attraction to Gumbel Distribution for \( N \geq 10 \)

It was shown that cdf of Eq. (5.94) is with weak convergence in the domain of attraction of the Weibull distribution as \( N \) and the antenna position variance tend to infinity with parameters

\[ a_M = 1 \]
\[ \lim_{\sigma_z^2 \to \infty} \lim_{N \to \infty} b_M = 1 \]
\[ \lim_{\sigma_z^2 \to \infty} \lim_{N \to \infty} \alpha_M = \infty. \quad (5.97) \]

For arbitrarily large antenna position variance, Eq. (5.94) is with weak convergence approximately in the Weibull domain of attraction with the parameters in Eq. (5.97). However, evaluating the Weibull distribution conditions for arbitrary \( N \) and \( \sigma_z^2 \) is not trivial.

With weak convergence as \( N \) becomes large, we use Eq. (5.91) or

\[ f_P(P) \approx 2N \times P e^{-P^2 \times N}. \quad (5.98) \]
In Fig. 5.15, we plot Eq. (5.98) along with the simulated pdf of the beampattern. We see, that at least for large $N$, even for $N = 10$, the approximation in Eq. (5.98) seems accurate.

The cdf from Eq. (5.98) is given by

$$F_P(P) \approx \int_0^P 2N \times P' e^{-P'^2 \times N} dP' \approx 1 - e^{-P^2 N}.$$  \hspace{1cm} (5.99)

We see that the cdf is one at $P = \infty$. Note that Eq. (5.99) is the same distribution one would get if the calculation proceeded by assuming the quadrature components of the beampattern are approximately Gaussian distributed. Due to the approximations made, Eq. (5.98) will not give the correct parameters when testing for domain of attraction to Weibull. However,
to see if it is in the domain of attraction of the Gumbel distribution, we have

\[
A(z) = \frac{P \int_z^\infty e^{-t^2N} dt}{ze^{-z^2N}} = 2\sqrt{\pi}e^{Nz^2}\text{erfc}\left(\sqrt{Nz}\right)
\]

\[
\lim_{z \to \infty} \frac{1 - F_P(z + zA(z)x)}{1 - F(z)} = \lim_{z \to \infty} e^{Nz^2 - N\left(\frac{\sqrt{\pi}e^{Nz^2}\text{erfc}\left(\sqrt{Nz}\right)}{2\sqrt{N}} + z\right)^2} = e^{-x}.
\]

Therefore, when \(N\), the number of antennas, is large, the distribution of the beampattern, \(P = \sqrt{P(u, z)}\) is weakly in the domain of attraction of the Gumbel distribution. Therefore, the peak sidelobe level distribution weakly converges to the Gumbel distribution.

### 5.3.9 Domain of Attraction to Weibull Distribution for \(N < 10\)

Although it was shown that cdf of Eq. (5.94) is with weak convergence in the domain of attraction of the Weibull distribution as \(N\) and \(\sigma_z^2\) tend to infinity with parameters

\[
a_M = 1
\]

\[
\lim_{N \to \infty} b_M = 1
\]

\[
\lim_{N \to \infty} \alpha_M = \infty,
\]

showing the domain of attraction for \(N < 10\) is not trivial. When \(N < 10\), the approximations made for large \(N\) will begin to cause significant error, especially if the array is sparse. We see through simulations that the Weibull distribution does seem to match well to the simulated peak sidelobe level pdf. Figs. 5.16, 5.17, 5.18, 5.19, 5.20, 5.21 show this match to the Weibull distribution for \(N = 4\) to \(N = 9\). Similar pdfs are given for each \(N\) if the antenna position variance, \(\sigma_z^2\), is changed or a different antenna position distribution is used.
Figure 5.16: Simulated pdf with $N = 4$ fitted to Weibull and Gumbel distribution estimates

Figure 5.17: Simulated pdf with $N = 5$ fitted to Weibull and Gumbel distribution estimates

Figure 5.18: Simulated pdf with $N = 6$ fitted to Weibull and Gumbel distribution estimates
Figure 5.19: Simulated pdf with $N = 7$ fitted to Weibull and Gumbel distribution estimates

Figure 5.20: Simulated pdf with $N = 8$ fitted to Weibull and Gumbel distribution estimates

Figure 5.21: Simulated pdf with $N = 9$ fitted to Weibull and Gumbel distribution estimates

5.3.10 $N = 2$ and $N = 3$ Antenna Elements

If there are only two antenna elements, then grating lobes are guaranteed to occur if the distance between the antennas is greater than the wavelength, $\lambda$. If distances are to be kept
less than the wavelength, then the antenna position variances will need to be small. A small variance will cause the independent and identically distributed condition for Extreme Value Theory to not hold.

If $N = 3$, then there is still a high chance for grating lobes to occur with large antenna position variance. The samples of the beampattern taken with Extreme Value Theory do not account for an increase in grating lobes as aperture increases. Taking more samples will correct for this omission to some extent, but then there will be more samples with strong dependence and Extreme Value Theory will become less accurate.

5.3.11 Calculating Gumbel Distribution Parameters

From Eq. (5.4), the Gumbel distribution is given by

$$\Pr(P_{\text{max}} \leq P_0) = e^{-e^{-\frac{P_0-a_M}{b_M}}}, -\infty < P_0 < \infty.$$  

From Ref. [59], the values of $a_M$ and $b_M$ are given by

$$a_M = \inf \left\{ x : 1 - F(x) \leq \frac{1}{M} \right\}$$

and

$$b_M = a_M A(a_M).$$

From Ref. [81], these values for $a_M$ and $b_M$ gives the optimal rate of pointwise convergence to the Gumbel distribution. With the cdf in Eq. (5.99),

$$b_M = \frac{1}{N},$$

$$a_M = \frac{\log(M)}{N}.$$
Comparing Simulated Values of $b_M$ to Theoretical Values

Least squares estimates of $b_M$ and $a_M$ can be made from Monte Carlo simulations of the beampattern maximum in the sidelobe region. In Tables 5.1, 5.2, 5.3, 5.4, 5.5, and 5.6 we see that the least squares estimates for $b_M$ are close to the theoretical $1/N$. The elements in the tables show the average $b_M$ estimate taken from 20 Monte Carlo simulations with the particular antenna position distribution and standard deviation. The variances of the estimates are not shown because they were small. We see that the estimates begin to decrease and become less accurate as the position variance increases. However, for large $N$, the diminishing accuracy of the estimates seems to be less pronounced.

Table 5.1: Least Squares Estimate for $b_M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 10$; $u_s = 0.3$, $\phi_0 = 0$; Theoretical $b_M = 0.1$; Each table element shows average $b_M$ estimates averaged over 20 simulations

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>5$\lambda$</td>
<td>0.0961</td>
<td>0.0970</td>
<td>0.0959</td>
</tr>
<tr>
<td>15$\lambda$</td>
<td>0.0888</td>
<td>0.0885</td>
<td>0.0889</td>
</tr>
<tr>
<td>25$\lambda$</td>
<td>0.0847</td>
<td>0.0847</td>
<td>0.0850</td>
</tr>
<tr>
<td>50$\lambda$</td>
<td>0.0799</td>
<td>0.0802</td>
<td>0.0804</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>0.0757</td>
<td>0.0751</td>
<td>0.0761</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>0.0700</td>
<td>0.0696</td>
<td>0.0699</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.0631</td>
<td>0.0629</td>
<td>0.0636</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.0562</td>
<td>0.0559</td>
<td>0.0568</td>
</tr>
</tbody>
</table>

Simulated Number of Samples

Least squares estimates of $a_M$ may also be given, but we are more interested in the value of $M$, the number of samples taken of the beampattern. Working with the simulations whose estimates of $b_M$ are close to the theoretical $1/N$, we use the least squares estimates of $a_M$ to
Table 5.2: Least Squares Estimate for $b_M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 30$; $u_s = 0.3$, $\phi_0 = 0$; Theoretical $b_M = 0.0333$; Each table element shows average $b_M$ estimates averaged over 20 simulations

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>15$\lambda$</td>
<td>0.0344</td>
<td>0.0348</td>
<td>0.0344</td>
</tr>
<tr>
<td>25$\lambda$</td>
<td>0.0338</td>
<td>0.0341</td>
<td>0.0339</td>
</tr>
<tr>
<td>50$\lambda$</td>
<td>0.0331</td>
<td>0.0333</td>
<td>0.0333</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>0.0325</td>
<td>0.0326</td>
<td>0.0327</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>0.0318</td>
<td>0.0317</td>
<td>0.0318</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.0312</td>
<td>0.0312</td>
<td>0.0311</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.0307</td>
<td>0.0306</td>
<td>0.0306</td>
</tr>
</tbody>
</table>

Table 5.3: Least Squares Estimate for $b_M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 50$; $u_s = 0.3$, $\phi_0 = 0$; Theoretical $b_M = 0.02$; Each table element shows average $b_M$ estimates averaged over 20 simulations

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>25$\lambda$</td>
<td>0.0209</td>
<td>0.0211</td>
<td>0.0209</td>
</tr>
<tr>
<td>50$\lambda$</td>
<td>0.0206</td>
<td>0.0207</td>
<td>0.0205</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>0.0205</td>
<td>0.0203</td>
<td>0.0203</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>0.0200</td>
<td>0.0201</td>
<td>0.0201</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.0197</td>
<td>0.0198</td>
<td>0.0198</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.0195</td>
<td>0.0195</td>
<td>0.0194</td>
</tr>
</tbody>
</table>

Table 5.4: Least Squares Estimate for $b_M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 100$; $u_s = 0.3$, $\phi_0 = 0$; Theoretical $b_M = 0.01$; Each table element shows average $b_M$ estimates averaged over 20 simulations

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>50$\lambda$</td>
<td>0.0106</td>
<td>0.0106</td>
<td>0.0106</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>0.0105</td>
<td>0.0105</td>
<td>0.0104</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>0.0104</td>
<td>0.0104</td>
<td>0.0104</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.0103</td>
<td>0.0102</td>
<td>0.0103</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.0102</td>
<td>0.0102</td>
<td>0.0101</td>
</tr>
</tbody>
</table>
Table 5.5: Least Squares Estimate for $b_M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 200; u_s = 0.3, \phi_0 = 0$; Theoretical $b_M = 0.005$; Each table element shows average $b_M$ estimates averaged over 20 simulations

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>100$\lambda$</td>
<td>0.0053</td>
<td>0.0053</td>
<td>0.0053</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>0.0053</td>
<td>0.0053</td>
<td>0.0053</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
</tr>
</tbody>
</table>

Table 5.6: Least Squares Estimate for $b_M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 400; u_s = 0.3, \phi_0 = 0$; Theoretical $b_M = 0.0025$; Each table element shows average $b_M$ estimates averaged over 20 simulations

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>200$\lambda$</td>
<td>0.0027</td>
<td>0.0027</td>
<td>0.0027</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.0026</td>
<td>0.0026</td>
<td>0.0026</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.0026</td>
<td>0.0026</td>
<td>0.0026</td>
</tr>
</tbody>
</table>

find estimates of $M$ by

$$\hat{M} = e^\hat{a}_{M\cdot N}.$$

These estimates are given in Tables 5.7, 5.8, 5.9, 5.10, 5.11, and 5.12.

Table 5.7: Estimate for $M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 10; u_s = 0.3, \phi_0 = 0$; Each table element shows average $M$ averaged over 20 simulations plus/minus the standard deviation found from the sample variance of $\hat{M}$ from 20 simulations.

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>5$\lambda$</td>
<td>22.75± 0.30</td>
<td>22.68± 0.24</td>
<td>22.53± 0.23</td>
</tr>
</tbody>
</table>
Table 5.8: Estimate for $M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 30$; $u_s = 0.3$, $\phi_0 = 0$; Each table element shows average $\hat{M}$ averaged over 20 simulations plus/minus the standard deviation found from the sample variance of $\hat{M}$ from 20 simulations.

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>15$\lambda$</td>
<td>74.67±0.94</td>
<td>73.46±1.01</td>
<td>74.34±1.12</td>
</tr>
<tr>
<td>25$\lambda$</td>
<td>125.54 ± 1.11</td>
<td>124.49 ± 1.56</td>
<td>125.51 ± 1.78</td>
</tr>
<tr>
<td>50$\lambda$</td>
<td>253.72 ± 3.54</td>
<td>250.74 ± 2.36</td>
<td>251.94 ± 3.64</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>505.82 ± 6.08</td>
<td>500.75 ± 6.15</td>
<td>500.22 ± 5.45</td>
</tr>
</tbody>
</table>

Table 5.9: Estimate for $M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 50$; $u_s = 0.3$, $\phi_0 = 0$; Each table element shows average $\hat{M}$ averaged over 20 simulations plus/minus the standard deviation found from the sample variance of $\hat{M}$ from 20 simulations.

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>25$\lambda$</td>
<td>131.43 ± 1.41</td>
<td>129.70 ± 1.74</td>
<td>131.43 ± 1.72</td>
</tr>
<tr>
<td>50$\lambda$</td>
<td>271.67 ± 4.38</td>
<td>268.61 ± 3.30</td>
<td>270.90 ± 2.34</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>552.78 ± 6.15</td>
<td>551.58 ± 5.98</td>
<td>549.15 ± 6.04</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>1117.58 ± 10.31</td>
<td>1110.39 ± 13.90</td>
<td>1108.61 ± 11.22</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>2231.18 ± 25.56</td>
<td>2232.85 ± 33.33</td>
<td>2214.24 ± 28.95</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>4441.58 ± 59.62</td>
<td>4434.81 ± 51.51</td>
<td>4412.94 ± 46.97</td>
</tr>
</tbody>
</table>

Table 5.10: Estimate for $M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 100$; $u_s = 0.3$, $\phi_0 = 0$; Each table element shows average $\hat{M}$ averaged over 20 simulations plus/minus the standard deviation found from the sample variance of $\hat{M}$ from 20 simulations.

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>50$\lambda$</td>
<td>285.26 ± 3.00</td>
<td>282.76 ± 2.77</td>
<td>283.85 ± 3.68</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>589.92 ± 5.68</td>
<td>590.91 ± 6.02</td>
<td>591.20 ± 7.75</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>1217.43 ± 15.10</td>
<td>1215.45 ± 15.82</td>
<td>1214.21 ± 15.05</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>2494.99 ± 26.66</td>
<td>2505.04 ± 33.19</td>
<td>2494.22 ± 25.29</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>5074.41 ± 68.44</td>
<td>5119.35 ± 60.48</td>
<td>5076.33 ± 49.27</td>
</tr>
</tbody>
</table>
Table 5.11: Estimate for $M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 200$; $u_s = 0.3$, $\phi_0 = 0$; Each table element shows average $\hat{M}$ averaged over 20 simulations plus/minus the standard deviation found from the sample variance of $\hat{M}$ from 20 simulations.

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>100$\lambda$</td>
<td>615.81 ± 7.56</td>
<td>606.36 ± 6.34</td>
<td>611.42 ± 6.31</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>1275.97 ± 16.80</td>
<td>1271.05 ± 18.23</td>
<td>1278.57 ± 13.73</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>2652.24 ± 35.55</td>
<td>2638.01 ± 26.87</td>
<td>2650.27 ± 33.44</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>5486.01 ± 75.24</td>
<td>5453.06 ± 57.05</td>
<td>5463.65 ± 86.44</td>
</tr>
</tbody>
</table>

Table 5.12: Estimate for $M$ for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 400$; $u_s = 0.3$, $\phi_0 = 0$; Each table element shows average $\hat{M}$ averaged over 20 simulations plus/minus the standard deviation found from the sample variance of $\hat{M}$ from 20 simulations.

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>200$\lambda$</td>
<td>1304.28 ± 14.67</td>
<td>1293.90 ± 19.27</td>
<td>1303.47 ± 15.01</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>2721.23 ± 37.00</td>
<td>2704.59 ± 35.62</td>
<td>2720.34 ± 43.62</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>5661.24 ± 88.36</td>
<td>5628.70 ± 70.61</td>
<td>5621.73 ± 64.63</td>
</tr>
</tbody>
</table>

Simulated Correlations Among Sampled Points

Each estimate of $M$ in Tables 5.7, 5.8, 5.9, 5.10, 5.11, and 5.12 can give the estimated sampling interval as

$$\frac{u_{\text{max}} - u_s}{M - 1}. \quad (5.100)$$

For the estimates given in the tables, $u_{\text{max}} = 1$ and $u_s = 0.3$.

We would now like to know if a specific correlation of two points of the beampattern separated by the sampling interval in Eq. (5.100) will require the number of samples $M$ estimated by the previous tables. If a specific correlation is needed, then it can be used to determine $M$. 

151
The radiation pattern correlation given by Eq. (5.48), which is repeated here:

\[
Corr[F(u_1, z), F^*(u_2, z)] = \frac{[COV[X_1, X_2] + COV[Y_1, Y_2]]}{\sqrt{VAR[X_1] + VAR[Y_1]VAR[X_2] + VAR[Y_2]}},
\]

can be expressed in terms of \( u_1 - u_2 \) by

\[
\rho_F(u_1 - u_2) \equiv Corr[F(u_1, z), F^*(u_2, z)].
\]

Figs. 5.4 and 5.5 given previously plot \( \rho_F(u_1 - u_2) \). We use these plots and determine the value of

\[
\rho_F\left(\frac{u_{\text{max}} - u_s}{\hat{M} - 1}\right). \tag{5.101}
\]

Here \( \hat{M} \) is the average estimate of \( M \) from 20 simulations. If \( \sigma_{\hat{M}} \) is the sampled standard deviation of the estimate of \( M \) of, then

\[
\hat{M} = \hat{\hat{M}} \pm \sigma_{\hat{M}}. \tag{5.102}
\]

Eq. (5.102) is the value of each element in Tables 5.7, 5.8, 5.9, 5.10, 5.11, and 5.12.

In Fig. 5.22, we again plot \( \rho_F(u_1 - u_2) \) and mark where it crosses Eq. (5.101), which for the case of \( N = 50 \) triangle distributed antenna positions with standard deviation \( \sigma_z = 50\lambda \) is close to 0.7105.

In Tables 5.13, 5.14, 5.15, 5.16, 5.17, and 5.18, we see the correlations corresponding to Eq. (5.101) for the different antenna array geometries. The correlations seem close across antenna position distributions. As the standard deviation, \( \sigma_z \), increases, the correlations seem to increase steadily. They also seem to increase with \( N \), but \( N = 200 \) and \( N = 400 \) seem to have the same correlation values for given \( \sigma_z \). These tables indicate that EVT chooses the sampling interval even if there is high correlation between samples. Also, these tables may be used as a guide in choosing \( M \), but the tables do not seem to suggest an analytical way to find \( M \).
Correlation, $\rho_F(u_1-u_2)$

$N = 50$ Antennas
Triangle Distributed Positions
$\sigma_z = 50\lambda$

Figure 5.22: Correlation among beampattern points at $u_1$ and $u_2$. Dashed red line indicates where correlation is equal to sampling interval from Eq. (5.100).

Table 5.13: Correlation with sampling interval given by Eq. (5.101) for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 10$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5\lambda$</td>
<td>0.5827</td>
<td>0.5617</td>
<td>0.5998</td>
</tr>
</tbody>
</table>

Table 5.14: Correlation with sampling interval given by Eq. (5.101) for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 30$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>$15\lambda$</td>
<td>0.6581</td>
<td>0.6446</td>
<td>0.6697</td>
</tr>
<tr>
<td>$25\lambda$</td>
<td>0.6662</td>
<td>0.6534</td>
<td>0.6772</td>
</tr>
<tr>
<td>$50\lambda$</td>
<td>0.6743</td>
<td>0.6621</td>
<td>0.6848</td>
</tr>
<tr>
<td>$100\lambda$</td>
<td>0.6736</td>
<td>0.6614</td>
<td>0.6842</td>
</tr>
</tbody>
</table>

5.3.12 Upcrossing Method vs. Extreme Value Theory for Large Number of Elements

When $N > 200$, we may use the upcrossing method with Gaussian approximation of the beampattern quadrature components may be used to calculate the peak sidelobe level distri-
Table 5.15: Correlation with sampling interval given by Eq. (5.101) for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 50$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>25$\lambda$</td>
<td>0.6915</td>
<td>0.6807</td>
<td>0.7009</td>
</tr>
<tr>
<td>50$\lambda$</td>
<td>0.7106</td>
<td>0.7011</td>
<td>0.7189</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>0.7201</td>
<td>0.7113</td>
<td>0.7278</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>0.7257</td>
<td>0.7173</td>
<td>0.7332</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.7251</td>
<td>0.7166</td>
<td>0.7326</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.7230</td>
<td>0.7143</td>
<td>0.7306</td>
</tr>
</tbody>
</table>

Table 5.16: Correlation with sampling interval given by Eq. (5.101) for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 100$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>50$\lambda$</td>
<td>0.6841</td>
<td>0.6727</td>
<td>0.6939</td>
</tr>
<tr>
<td>100$\lambda$</td>
<td>0.7504</td>
<td>0.7435</td>
<td>0.7566</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>0.7644</td>
<td>0.7583</td>
<td>0.7699</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.7747</td>
<td>0.7691</td>
<td>0.7797</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.7815</td>
<td>0.7763</td>
<td>0.7862</td>
</tr>
</tbody>
</table>

Table 5.17: Correlation with sampling interval given by Eq. (5.101) for different antenna position distribution types (Triangle, Uniform, Gaussian); $N = 200$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>100$\lambda$</td>
<td>0.7689</td>
<td>0.7631</td>
<td>0.7742</td>
</tr>
<tr>
<td>200$\lambda$</td>
<td>0.7835</td>
<td>0.7784</td>
<td>0.7882</td>
</tr>
<tr>
<td>400$\lambda$</td>
<td>0.7983</td>
<td>0.7939</td>
<td>0.8024</td>
</tr>
<tr>
<td>800$\lambda$</td>
<td>0.8105</td>
<td>0.8066</td>
<td>0.8140</td>
</tr>
</tbody>
</table>

Since this approach begins to break down when $N < 200$, the Gumbel distribution approximation with Extreme Value Theory may be used for $10 \leq N \leq 200$. The tables in Appendix C give a finer breakdown of the correlations for different $N$ from $N = 10$ to $N = 200$. One may use these tables to estimate $M$ and then estimate the Gumbel distribution.
Table 5.18: Correlation with sampling interval given by Eq. (5.101) for different antenna position distribution types (Triangle, Uniform, Gaussian); \( N = 400 \)

<table>
<thead>
<tr>
<th>( \sigma_z )</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>200( \lambda )</td>
<td>0.7920</td>
<td>0.7873</td>
<td>0.7963</td>
</tr>
<tr>
<td>400( \lambda )</td>
<td>0.8076</td>
<td>0.8036</td>
<td>0.8113</td>
</tr>
<tr>
<td>800( \lambda )</td>
<td>0.8211</td>
<td>0.8177</td>
<td>0.8243</td>
</tr>
</tbody>
</table>

parameter \( a_M \).

### 5.3.13 Calculating Weibull Distribution Parameters

From Ref. [59], if the cumulative distribution function of the beampattern, \( F_P(P_0) \), is in the domain of attraction of the Weibull distribution, then

\[
\Pr(P_{\text{max}} \leq P_0) = \begin{cases} 
1 & \text{if } P_0 \geq a_M \\
e^{-\left(-\frac{P_0-a_M}{b_M}\right)^\alpha} & \text{if } P_0 < a_M 
\end{cases}
\]

where

\[
a_M = \sup \{ x : F_P(x) < 1 \} \\
b_M = a_M - \inf \left \{ x : 1 - F_P(x) \leq \frac{1}{M} \right \} .
\]

and \( \alpha \) is given by

\[
\lim_{t \to \infty} \frac{1 - F_P \left( a_M - \frac{1}{t} \right)}{1 - F_P \left( a_M - \frac{1}{t} \right)} = x^{-\alpha} \quad \alpha > 0, \quad x > 0
\]

It is clear that

\[
a_M = 1.
\]

Since the distribution for the beampattern in terms of just \( P \) is not trivial to find for arbitrary \( N \) and \( \sigma_z^2 \), the following graphs show values of \( b_M \) and \( \alpha \) for \( N = 4 \) to \( N = 9 \) over antenna position standard deviation, \( \sigma_z \). Figs. 5.23, 5.24, 5.25, 5.26, 5.27, and 5.28 can be used to
estimate the Weibull distribution parameters for $N = 4$ to $N = 9$.

**Figure 5.23:** Maximum Likelihood Estimates of $\alpha$ and $b_M$ as a function of antenna position variance for Weibull distribution domain of attraction for $N = 4$ triangle, uniform, and Gaussian distributed antenna positions.

**Figure 5.24:** Maximum Likelihood Estimates of $\alpha$ and $b_M$ as a function of antenna position variance for Weibull distribution domain of attraction for $N = 5$ triangle, uniform, and Gaussian distributed antenna positions.
Figure 5.25: Maximum Likelihood Estimates of $\alpha$ and $b_M$ as a function of antenna position variance for Weibull distribution domain of attraction for $N = 6$ triangle, uniform, and Gaussian distributed antenna positions.

Figure 5.26: Maximum Likelihood Estimates of $\alpha$ and $b_M$ as a function of antenna position variance for Weibull distribution domain of attraction for $N = 7$ triangle, uniform, and Gaussian distributed antenna positions.
Figure 5.27: Maximum Likelihood Estimates of $\alpha$ and $b_M$ as a function of antenna position variance for Weibull distribution domain of attraction for $N = 8$ triangle, uniform, and Gaussian distributed antenna positions.

Figure 5.28: Maximum Likelihood Estimates of $\alpha$ and $b_M$ as a function of antenna position variance for Weibull distribution domain of attraction for $N = 9$ triangle, uniform, and Gaussian distributed antenna positions.
Chapter 6

Dependent Antenna Positions/Radars

6.1 Correlated Antenna Positions with Radars

When the antenna positions in $z$ are correlated, evaluating the peak sidelobe level distribution becomes more difficult. This situation arises when working with radars which have a transmit array and a receive array of elements.

Let there be a receive array with $N_r$ antenna elements having location/phase center vector $\mathbf{r} = [r_1, r_2, \ldots, r_{N_r}]$ whose elements are independent and identically distributed (iid). Let there also be a transmit array with $N_t$ antenna elements has location/phase center vector $\mathbf{t} = [t_1, t_2, \ldots, t_{N_t}]$ whose elements are also iid.

Transforming a transmitter array and receiver array pair into a system with one transmitter (or receiver) array and a single receiving (or transmitting) element simplifies finding the distribution of maximum sidelobe peaks for radar. This transformation occurs by convolving functions of the transmitter and receiver array positions[32]. The node locations of the resulting convolution produce a virtual transmitting (or receiving) array. Having the virtual array transmit to (or receive from) a single radiating element is equivalent to the operation of the transmitter array and receiver array pair. Fig. 6.1 illustrates the transformation to a
virtual array. The number of elements in the virtual array is $N_r \cdot N_t$.

**Figure 6.1:** Transformation of receive and transmit array radar pair to virtual receive array and single transmitting element.

With the virtual antenna array elements having positions $\mathbf{z} = \{z_1, z_2, \ldots, z_{N_r \cdot N_t}\}$, the virtual antenna array factor is given by

$$F(u, \mathbf{z}) = F(u, \mathbf{r})F(u, \mathbf{t})$$

$$= \frac{1}{N_r \cdot N_t} \sum_{k_r=1}^{N_r} e^{-j\beta u \cdot r_{k_r}} \sum_{k_t=1}^{N_t} e^{-j\beta u \cdot t_{k_t}}$$

$$= \frac{1}{N_r \cdot N_t} \sum_{k_r=1}^{N_r} \sum_{k_t=1}^{N_t} e^{-j\beta u \cdot (r_{k_r} + t_{k_t})}$$

$$= \frac{1}{N_r \cdot N_t} \sum_{k=1}^{N_r \cdot N_t} e^{-j\beta u \cdot z_k}.$$

Here,

$$z_k = r_{k_r} + t_{k_t}$$

where $k_r = 1, 2, \ldots, K_r$, $k_t = 1, 2, \ldots, K_t$, and $k = 1, 2, \ldots, N_r \cdot N_t$. The probability density function (pdf) of each $z_k$ is found by convolving the pdfs of $r_{k_r}$ and $t_{k_t}$. Now, the $z_k$ are correlated, and it is difficult to find the peak sidelobe level using the pdf of $z_k$. 
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We may write the beampattern of the virtual array as

\[
P(u, z) = F(u, z)F^*(u, z)
\]

\[
= F(u, r)F(u, t)F^*(u, r)F^*(u, t)
\]

\[
= P(u, r)P(u, t)
\]

\[
= \frac{1}{N_r \cdot N_t} (X^2(u, r) + Y^2(u, r))(X^2(u, t) + Y^2(u, t)) 
\]

(6.1)

where

\[
X(u, r) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N_r} \cos(r_k \beta u)
\]

\[
Y(u, r) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N_r} \sin(r_k \beta u)
\]

\[
X(u, t) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N_t} \cos(t_k \beta u)
\]

\[
Y(u, t) = \frac{1}{\sqrt{N}} \sum_{k=1}^{N_t} \sin(t_k \beta u).
\]

Since

\[
P(u, z) = \sqrt{P(u, z)}
\]

\[
P(u, r) = \sqrt{P(u, r)}
\]

\[
P(u, t) = \sqrt{P(u, t)},
\]

We can find the probability distribution of

\[
\sqrt{P(u, z)} = \sqrt{P(u, r)}\sqrt{P(u, t)}.
\]

We may approximate, with weak convergence as \(N_r\) and \(N_t\) become large, the cumulative
distribution functions of $\sqrt{P(u, r)}$ and $\sqrt{P(u, t)}$ by Eq. (5.99), which is given again here as

$$\Pr[\sqrt{P(u, r)} \leq \sqrt{P_0}] \approx 1 - e^{-P_0 N_r} \quad (6.2)$$

$$\Pr[\sqrt{P(u, t)} \leq \sqrt{P_0}] \approx 1 - e^{-P_0 N_t} \quad (6.3)$$

The pdfs of $\sqrt{P(u, r)}$ and $\sqrt{P(u, t)}$ are given by

$$f_{P(u,r)}(N_r P_0) \approx e^{-N_r P_0}$$

$$f_{P(u,t)}(N_t P_0) \approx e^{-N_t P_0},$$

respectively. Let

$$Z(u) = [\sqrt{P(u, r)}][\sqrt{P(u, t)}].$$

Using the fact that $\sqrt{P(u, r)}$ and $\sqrt{P(u, t)}$ are independent, the pdf of $Z(u)$ can be found as

$$f_Z(u)(y) = \int_0^\infty \frac{1}{x} f_{P(u,r)}(x) f_{P(u,t)} \left( \frac{y}{x} \right) dx$$

$$\approx \int_0^\infty \frac{1}{x} e^{-x} e^{\frac{y}{x}} dx$$

$$\approx 2K_0[2\sqrt{y}],$$

where $K_n(x)$ is the modified bessel function of the second kind. From Eq. (6.1),

$$\sqrt{P(u, z)} = \frac{Z(u)}{N_r \cdot N_t}.$$

The cdf of $P(u, z)$ can now be found as

$$\Pr[P(u, z) \leq P_0] = \Pr[\sqrt{P(u, z)}]$$

$$= \Pr[Z(u) \leq N_t \cdot N_r P_0]$$

$$\approx \int_0^{N_t N_r P_0} 2K_0[2\sqrt{y}] dy$$

$$\approx 1 - 2\sqrt{N_r \cdot N_t P_0} K_1[2\sqrt{N_r \cdot N_t P_0}] \quad (6.4)$$

When applying Eq. (6.4) to the EVT distributions, it is difficult to verify whether it is in
the domain of attraction of the Frechet or Gumbel distributions. The peak sidelobe level distribution may also be found by

\[
\Pr(P(u, z) \leq P_0 \forall u \in S) \approx \Pr(P_{\text{max}} \leq P_0) \\
\approx \left(1 - 2 \sqrt{N_r \cdot N_t \cdot P_0 K_1 [2 \sqrt{N_r \cdot N_t \cdot P_0}]}\right)^M
\]

where \(P_{\text{max}}\) is defined in Eq. (5.49) and \(M\) is the number of beampattern samples.

### 6.1.1 Co-located Tx/Rx Antennas

If the transmit and receive antennas are co-located so that \(r = t\) and \(N_r = N_t\), then

\[
P(u, z) = P^2(u, r) = \frac{1}{N_r^2} (X^2(u, r) + Y^2(u, r))^2
\]

and

\[
\Pr(P(u, z) \leq P_0) = \Pr((X^2(u, r) + Y^2(u, r))^2 \leq N_r^2 P_0).
\]

If we make the approximation that \(X(u, z)\) and \(Y(u, z)\) are approximately Gaussian distributed, then the distribution of \(P(u, z)\) is the square of an exponential distribution. Letting

\[
Z(u) = [X^2(u, r) + Y^2(u, r)]^2.
\]

The pdf of \(Z(u)\) can be found as

\[
f_{Z(u)}(y) = \frac{1}{2y} f_{X^2(r) + Y^2(r)}(x)\bigg|_{x=\sqrt{y}}
\]

\[
= \frac{1}{2\sqrt{y}} f_{X^2(r) + Y^2(r)}(\sqrt{y})
\]

\[
\approx \frac{1}{2\sqrt{y}} e^{-\sqrt{y}}.
\]
The cdf of \( P(u, z) \) can now be found as

\[
\Pr[P(u, z) \leq P_0] = \Pr[Z(u) \leq N^2_rP_0]
\approx \int_0^{N^2_rP_0} \frac{1}{2\sqrt{y}} e^{-\sqrt{y}} dy
\approx 1 - e^{-\sqrt{N^2_rP_0}}
\approx 1 - e^{-N_r\sqrt{P_0}}, \quad 0 \leq P_0 < \infty.
\]

(6.5)

From the requirements for a cdf to be in the domain of attraction of the Gumbel distribution in Eq. (5.6) are met by Eq. (6.5) by

\[
x_F = \sup\{x : 1 - e^{-N_r\sqrt{x}}\}
\]

\[
= \infty
\]

and

\[
A(z) = \frac{\int_z^{\infty} \left( e^{-N_r\sqrt{t}} \right) dt}{z \left( e^{-N_r\sqrt{z}} \right)}
\]

\[
= \frac{2e^{-N_r\sqrt{z}(1+N_r\sqrt{z})}}{N^2_r z}
\]

\[
= \frac{2(1+N_r\sqrt{z})}{N^2_r z}
\]

to get

\[
\lim_{z \to \infty} \frac{1 - \Pr[P(u, z) \leq (z + zA(z))x]}{1 - \Pr[P(u, z) \leq z]} \approx \lim_{z \to \infty} \frac{e^{-N_r\sqrt{z + zA(z)x}}}{e^{-N_r\sqrt{z}}}
\]

\[
\approx \lim_{z \to \infty} \frac{e^{-N_r\sqrt{z + z(2(1+N_r\sqrt{z})x)}}}{e^{-N_r\sqrt{z}}}
\]

\[
\approx \lim_{z \to \infty} \frac{e^{-N_r\sqrt{z + 2(1+N_r\sqrt{z})x}}}{e^{-N_r\sqrt{x}}}
\]

\[
\approx e^{-x}, \quad -\infty < x < \infty.
\]
Chapter 7

Concluding Remarks

7.1 Summary

When array element positions are randomly distributed, we found the resulting array beampattern and peak sidelobe levels for different number of array elements. Arrays were discussed in the context of antenna arrays using electromagnetic energy, but the computations in this thesis may be applied to any similar system of elements. The arrays were assumed to have independent and identically distributed element positions. Linear arrays were investigated, but the computations also apply to planar arrays with random elements that can be transformed into linear arrays. The peak sidelobe level distribution calculations for arrays with more than \( N = 200 \) elements were done using the number of times the beampattern crosses a threshold in an upward direction. For \( N < 200 \), Extreme Value Theory (EVT) was used to find the distribution of the peak sidelobe level in the limit of a large number of beampattern samples.

The method of upward-crossings of the beampattern was investigated to calculate the peak sidelobe level distribution. We contributed to this method by expressing the peak sidelobe level distribution as a function of the antenna position distribution. This closed-form expression in terms of the variance of the element position distribution is given by Eq. (4.50),
which is given here again as

$$\Pr\{P(u|z) \geq P_0 \forall u \in S\} 
\approx 1 - (1 - e^{-NP_0}) e^{-\beta\mu(S_{nr})}\sigma_z \sqrt{N} e^{-NP_0} \sqrt{\frac{P_0}{\pi}}.$$  

(7.1)

In Eq. (7.1), $P_0$ is a beampattern threshold, $u \in S$ means for all angles in the sidelobe region, $\mu(S_{nr})$ is the length of the sidelobe region, $\beta$ is the wave number, and $\sigma_z$ is the array element position standard deviation. Eq. (7.1) holds for $N$ array elements if

- $\sqrt{N} \cdot \hat{f}_{z_k}(u)$ and $\sqrt{N} \cdot \hat{f}'_{z_k}(u)$ are close to zero in the sidelobe region with angle $u$.

- $\sigma^2_{X',z}(u) \approx \sigma^2_{Y',z}(u)$ in the sidelobe region

where $\hat{f}_{z_k}(u)$ is the characteristic function of the antenna position distribution, $\hat{f}'_{z_k}(u)$ is its derivative with respect to $u$, and $\sigma^2_{X',z}(u)$ and $\sigma^2_{Y',z}(u)$ are the quadrature component derivative variances.

Another contribution to the upward-crossing method made in this thesis is the evaluation of the peak sidelobe level distribution in the asymptotic limit of a large number of antennas. We found that the closed form peak sidelobe level distribution in Eq. (7.1) is valid asymptotically as the number of elements increases if

- The element position standard deviation, or effective length, diverges as the number of elements increases.

- The means of the quadrature components and their derivatives with respect to angle $u$ converge to zero as the effective length of the array increases with the number of elements.

- $\sigma^2_{X',z}(u)$ and $\sigma^2_{Y',z}(u)$ become angle-independent as the number of elements increases.
We let the effective array length, or array element position standard deviation, change with the number of elements by

\[ \sigma_z(N) = \frac{\kappa e^{NP_0}}{\sqrt{N}} + g(N) \]  

(7.2)

where \( P_0 \) is a beampattern threshold, \( g(N) \) is some function of \( N \) such that \( \sigma_z(N) \) is positive and

\[ \lim_{N \to \infty} g(N) e^{-NP_0} \sqrt{N} \mu(S_{nr}) = 0, \]  

(7.3)

and \( \kappa \) serves as a positive and finite proportionality constant for the effective length. With the effective array length defined by Eq. (7.2), the probability of the peak sidelobe level exceeding some level can converge between zero and one with increasing number elements. Simulated examples were given that showed this convergence and how one can use the results in designing arrays with unequal element spacings.

It was also shown that for sparse arrays when the number of elements is approximately \( N < 200 \), the probability calculations using the upward-crossing method become inaccurate. We turned to EVT to calculate the peak sidelobe level distributions for \( N < 200 \). To avoid inaccuracies that occur for a smaller number of elements, we did not approximate the distributions of the beampattern quadrature components by Gaussian distributions. In using EVT, we first showed that the beampattern is uniformly continuous so that there are no large fluctuations of the beampattern between samples. We gave an upper bound to the difference between the true maximum of the beampattern and the sampled maximum to show that the bound becomes smaller as the number of samples increases. An expression for the beampattern distribution at each angle without assuming Gaussian distributed quadrature components was found and is given by Eq. (5.94) and is given here again as

\[
\begin{align*}
    f_P(P) &\approx \frac{1}{2\pi} \int_0^{2\pi} \int_0^\infty \left( \sum_{n=0}^\infty \sum_{m=0}^\infty (-1)^{n+m} \frac{q^{2(n+m)} \cos^{2n}(\theta) \sin^{2m}(\theta) E[V_{k}^{2m}W_{k}^{2n}]}{(2n)!(2m)!N^{n+m}} \right)^N \\
    &\times P \cdot J_0(Pq) q \, dq \, d\theta
\end{align*}
\]  

(7.4)
where \( E[V_k^{2m}W_k^{2n}] \) represents expectations over the array factor quadrature components and \( N \) is the number of elements in the array.

For an arbitrarily large number of elements, we showed that the cumulative distribution function of Eq. (7.4) was in the domain of attraction of the Gumbel distribution. However, it was also shown that being in this domain of attraction occurs under weak convergence with a large number of elements. The Gumbel distribution parameters for the peak sidelobe level were given in terms of the number of array elements and beampattern samples. Tables are given in subsection 5.3.11 and Appendix C to determine the number of samples given a certain number of array elements, element position variance, and the type of position distribution.

Showing that Eq. (7.4) was in the domain of attraction of the Weibull distribution proved non-trivial. However, it was shown that the distribution in the limit as the number of elements, \( N \), tends to infinity is approximately in the domain of attraction of the Weibull distribution with parameters \( a_M = 1 \), \( b_M \approx 1 \), and \( \alpha = \infty \). It was shown through simulations that the Weibull distribution seems to be in the domain of attraction of the beampattern distribution for any number of array elements. One may use the charts in subsection 5.3.13 to determine the Weibull distribution parameters for \( N = 4 \) array elements to \( N = 9 \) elements.

When array element positions become correlated, as in the case of radars, evaluating the peak sidelobe level distribution becomes more difficult. For radars with independently distributed transmit antennas and independently distributed receive antennas, an expression for the virtual beampattern distribution at a particular angle was found. It was not easily verified whether this distribution was in the domain of attraction of the Gumbel or Frechet EVT distributions. When radar transmit and receive antennas are co-located, then the expression for the virtual beampattern distribution at a particular angle was found to be in the domain of attraction of the Gumbel distribution.
7.2 Choosing Method to Calculate Peak Sidelobe Level
Distributions Based on Number of Array Elements

Three methods to calculate the peak sidelobe level distribution were investigated in this
thesis. They are:

1. Upward-Crossing Method
2. Gumbel distributed peak sidelobe level using Extreme Value Theory (EVT)
3. Weibull distributed peak sidelobe level using EVT

One may decide on the which method to use based on the number of elements, $N$, in the array.

- For $N > 200$ array elements, the peak sidelobe level distribution can be found using the method of upcrossings of the beampattern. It may also be used for smaller number of elements if the array is not sparse, meaning the variance of the element positions is relatively small.

- For $10 \leq N \leq 200$ array elements, especially if the array is sparse, we may use the Gumbel distribution from EVT. The number of samples can be found from the tables in subsection 5.3.11 and Appendix C.

- When $N < 10$, we may use the Weibull distribution from EVT. The charts in subsection 5.3.13 can be used to find the Weibull distribution parameters.

7.3 Future Work

An immediate concern is to analytically show Weibull distribution domain of attraction by manipulating the expression for the beampattern distribution at each angle. At least for a
small number of elements, $N < 10$, perhaps distributions that approximate the beampattern
distribution at each angle can be used. The approximate distributions will need to be in the
domain of attraction of the Weibull distribution.

Efforts can also be made in calculating the peak sidelobe level distribution using the exact
equation for the expected number of upcrossings.

For radar, a method to determine the peak sidelobe level distribution using the method
of upcrossings is desired. Also, it needs to be concluded that the virtual beampattern
distribution when the transmit and receive arrays are not co-located is or is not in the domain
of attraction of the Gumbel or Frechet distributions.
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Appendix A

Second Moment of Element Positions
Given by Variance

Eq. (4.48), which is repeated here,

\[ E[\nu(P_0)] = \beta \mu(S_{nr}) \sqrt{E[z^2]} N e^{-NP_0} \sqrt{\frac{P_0}{\pi}}, \]

seems to imply a different number of upward-crossings will appear in the far-field beampattern if the array element locations were shifted to have a different mean. It will now be shown that angle-independence applies when the element location distribution is shifted to have approximately zero mean. Assume that \( \sqrt{N} \cdot \hat{f}_{z_k}(u) \) and \( \sqrt{N} \cdot \hat{f}_{z_k}'(u) \) are close to zero in the sidelobe region with \( u \) for some arbitrary element location distribution. Also assume for the time being that the mean of the element distribution may be non-zero. Shift each element location, \( z_k \), in the array by some real number, \( \alpha \), to produce a zero-mean location distribution. The new element location, \( z_{k,0} = z_k + \alpha \), has the characteristic function

\[ \hat{f}_{z_{k,0}}(u) \triangleq e^{-j\beta\alpha u} \hat{f}_{z_k}(u). \]
If
\[ \hat{f}_{z_k}(u) \approx 0 \approx \hat{f}_{z_k}(-u), \]
then
\[ \hat{f}_{z_k,0}(u) \approx 0 \approx \hat{f}_{z_k,0}(-u) \]
which implies
\[ \hat{f}_{z_k,0}(-u) = e^{j\beta_\alpha u} \hat{f}_{z_k}(u) \approx e^{j\beta_\alpha u} \hat{f}_{z_k}(u) \]
\[ \approx e^{-j\beta_\alpha u} \hat{f}_{z_k}(u). \]
The equation
\[ e^{j\beta_\alpha u} \approx e^{-j\beta_\alpha u} \]
can only hold for non-zero \( u \) if \( \alpha \approx 0 \). If there is approximately no shift, then the original element location must have had an approximately zero-mean distribution. When \( z_k \) has an approximately zero-mean distribution, the following equations show what happens to
angle-independent statistics when the shift $\alpha$ is much greater than zero:

\[
\begin{align*}
m_{X,z+\alpha}(u) & \approx \sqrt{N} \hat{f}_{zk}(u) \cos(\beta \alpha u) \\
m_{Y,z+\alpha}(u) & \approx -\sqrt{N} \hat{f}_{zk}(u) \sin(\beta \alpha u) \\
\sigma_{X,z+\alpha}^2(u) & \approx \frac{1}{2} + \frac{1}{2} \hat{f}_{zk}^2(2u) \cos(2\beta \alpha u) \\
& \quad - \hat{f}_{zk}^2(u) \cos^2(\beta \alpha u) \\
\sigma_{Y,z+\alpha}^2(u) & \approx \frac{1}{2} - \frac{1}{2} \hat{f}_{zk}^2(2u) \cos(2\beta \alpha u) \\
& \quad - \hat{f}_{zk}^2(u) \sin^2(\beta \alpha u) \\
m_{X',z+\alpha}(u) & \approx \sqrt{N} \alpha \beta \hat{f}_{zk}(u) \sin(\beta \alpha u) \\
m_{Y',z+\alpha}(u) & \approx \sqrt{N} \alpha \beta \hat{f}_{zk}(u) \cos(\beta \alpha u) \\
\sigma_{X',z+\alpha}^2(u) & \approx \frac{\beta^2 \alpha^2}{2} + \frac{1}{4} \left( \hat{f}_{zk}''(2u) e^{-j2\beta \alpha u} \\
& \quad + \hat{f}_{zk}''(-2u) e^{j2\beta \alpha u} - j2\beta \alpha \hat{f}_{zk}'(2u) \\
& \quad - \beta^2 \alpha^2 \hat{f}_{zk}(2u) \cos(2\beta \alpha u) \right) \\
& \quad - \frac{m_{X',z+\alpha}^2(u)}{N} \\
\sigma_{Y',z+\alpha}^2(u) & \approx \frac{\beta^2 \alpha^2}{2} - \frac{1}{4} \left( \hat{f}_{zk}''(2u) e^{-j2\beta \alpha u} \\
& \quad + \hat{f}_{zk}''(-2u) e^{j2\beta \alpha u} - j2\beta \alpha \hat{f}_{zk}'(2u) \\
& \quad - \beta^2 \alpha^2 \hat{f}_{zk}(2u) \cos(2\beta \alpha u) \right) \\
& \quad - \frac{m_{Y',z+\alpha}^2(u)}{N} \\
\sigma_{XX',z+\alpha} & \approx -\alpha \beta \hat{f}_{zk}(2u) \sin(2\beta \alpha u) \\
& \quad - \frac{m_{X,z+\alpha}(u)m_{X',z+\alpha}(u)}{N} \\
\sigma_{YY',z+\alpha} & \approx \alpha \beta \hat{f}_{zk}(2u) \sin(2\beta \alpha u) \\
& \quad - \frac{m_{Y,z+\alpha}(u)m_{Y',z+\alpha}(u)}{N}
\end{align*}
\]

For large $\alpha$, it is seen that the statistics become angle-dependent. Therefore,

\[
E_{zk}[\hat{z}_k^2(k)] \approx \sigma_z^2
\]

which is the antenna location variance.
Appendix B

Numerical Method for Finding Peak Sidelobe (Sidelobe Level) of Random Antenna Array Beampattern

This appendix describes the algorithm used to numerically find the peak sidelobe value or peak sidelobe level of a random beampattern.

Given an antenna array with \( N \) antenna elements at locations \( z, z = \{z_1, z_2, \ldots, z_N\} \), a beampattern like the one in Fig. B.1 is produced. Here \( u = \sin(\phi) \) where \( \phi \) is the angular direction in the beampattern. Fig. B.1 is a normalized beampattern in the power domain. It is given by the beampattern equation in Eq. 2.9 which is

\[
P(u, z) \equiv \frac{1}{N^2} \left[ \left( \sum_{k=1}^{N} \cos(u\beta z_k) \right)^2 + \left( \sum_{k=1}^{N} \sin(u\beta z_k) \right)^2 \right]
\]

where \( \beta = 2\pi/\lambda \) for linear arrays and \( \beta = 4\pi/\lambda \) for planar arrays. \( \lambda \) is the wavelength.

For a random beampattern simulation for which the antenna positions are not known in advance and are randomly generated, we are interested in numerically computing the value
of the peak sidelobe or peak sidelobe level. Sampling the beampattern in $u$ with smaller intervals will give more accurate values for sidelobe peaks. When our goal is to generate the peak sidelobe level distribution from a large number of simulations, reducing the sampling interval will cause long simulation run times. Also, the beampattern will need to be sampled at least twice with each consecutive sample run having smaller sampling intervals to make sure the global sidelobe maximum is being found. We can also use the first derivative of the beampattern with respect to $u$, $P'(u, z)$ to know how close to a maximum the estimated global maximum in the sidelobe region is.

The numerical approach taken in this paper is to sample the beampattern, use its first derivative, apply interpolation to find a set of local maximum sidelobe peaks, and then set the global peak sidelobe level to be the largest local maximum sidelobe peak. The method will avoid sampling heavily in regions of the beampattern that do not have sidelobe peaks, but not having enough samples may not find local maxima of sidelobes whose peaks are near the slopes of adjacent sidelobes.
B.1 Interpolation after Sampling

The algorithm in this paper uses the interpolation method from Ref. [82]. Samples of the beampattern are taken at evenly spaced intervals in $u$. Beampattern samples are shown as green circles in Fig. B.2.

![Beampattern with sample points](image)

**Figure B.2:** Beampattern with sample points

The derivative of the beampattern with respect to $u$ at each sample point, $P'(u_{sample}, z)$, is calculated where $u_{sample}$ is the angle corresponding to the sample point. Two adjacent sample points are considered. One is at $u = u_a$, and the other is at $u = u_b$ where $u_a < u_b$. If for some $\epsilon > 0$,

$$P'(u_a, z) > 0$$  \hspace{1cm} (B.1)

and

$$|P'(u_b, z)| < \epsilon,$$  \hspace{1cm} (B.2)

then $P(u_b, z)$ is considered a local maximum and its value and the value of $u_b$ are stored. We choose $\epsilon$ to be small and close to 0. In these examples, $\epsilon = 10e - 4$. 
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If $P(u_b, z)$ is not considered a local maximum, then if

$$P'(u_a, z) > 0 \quad \text{(B.3)}$$

and

$$P'(u_b, z) < 0, \quad \text{(B.4)}$$

then there is a local peak at some $u, u_a < u < u_b$. If Eqs. (B.3) and (B.4) are not true, then the next sample point is considered. When moving to the next sample point, $u_b$ becomes $u_a$ and the new sample point location is designated $u_b$. If Eqs. (B.3) and (B.4) are true, then the interpolation method from Ref. [82] is used to find the local maximum. First, the midpoint of line segment $u_a$ and $u_b$ is found:

$$u_c \equiv \frac{u_a + u_b}{2}. \quad \text{(B.5)}$$

If

$$|P'(u_c, z)| < \epsilon \quad \text{(B.6)}$$

then $P(u_c, z)$ is declared a local maximum at $u_c$ and the next sample point at $u > u_b$ is analyzed. Otherwise, with the points

$$(u_a, P(u_a, z))$$

$$(u_b, P(u_b, z))$$

$$(u_c, P(u_c, z)),$$  \quad \text{(B.7)}

a parabola is found. These points and the parabola connecting them are shown in Fig. B.3. Now, the maximum of the parabola is found at some $u = u_d$ where $u_a \leq u_d \leq u_b$.

If

$$|P'(u_d, z)| < \epsilon, \quad \text{(B.8)}$$

then $P(u_d, z)$ is declared a local maximum at $u_d$ and the next sample point at $u > u_b$ is analyzed.
Figure B.3: Interpolating parabola through points in Eq. (B.7) to get maximum of parabola at \( u = u_d \) from which point \((u_d, P(u_d, z))\) is determined.

analyzed. Otherwise, the process of interpolation is repeated with a smaller bracket between \( u_a \) and \( u_b \). The smaller bracket is obtained by redefining \( u_a \) and \( u_b \) to be from two adjacent
points among

\[(u_a, P(u_a, z))\]
\[(u_b, P(u_b, z))\]
\[(u_c, P(u_c, z))\]
\[(u_d, P(u_d, z))\]  \hspace{1cm} (B.9)

so that

\[P'(u_a, z) > 0\]

and

\[P'(u_b, z) < 0.\]

In the example in Fig. B.3,

\[P'(u_c, z) > 0\]
\[P'(u_d, z) > 0,\]  \hspace{1cm} (B.10)

and so

\[u_a = u_d,\]  \hspace{1cm} (B.11)

and \(u_b\) retains the same value since \(P'(u_b, z) < 0.\)

As seen in Fig. B.4, a new point

\[(u_c, P(u_c, z))\]  \hspace{1cm} (B.12)

is found from

\[u_c = \frac{u_a + u_b}{2}.\]

A parabola is used to find the point

\[(u_d, P(u_d, z))\]  \hspace{1cm} (B.13)
Figure B.4: Interpolating parabola through next iteration of points to get closer to local maximum as shown in Fig. B.4. A new interpolation bracket is created and the process repeats until

$$|P'(u_c, z)| < \epsilon$$

or

$$|P'(u_d, z)| < \epsilon$$

which sets the local maximum. The process is repeated for all sets of adjacent sample points that indicate a local maximum between them from their derivatives with respect to $u$. 
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This interpolation method cannot work if the points corresponding to \(u_a\), \(u_b\), and \(u_c\) are on a horizontal line, but it will not happen with beampatterns.

### B.2 Interpolation Results

Fig. B.5 shows the results of the algorithm in determining the local maxima. The global maximum, and the peak sidelobe or peak sidelobe level, is the largest beampattern value of the set of local maxima. Zooming into Fig. B.5 shows that sidelobes with peaks that are near slopes of adjacent sidelobes do not get their local maxima determined. The height of these sidelobes before the beginning of the adjacent sidelobe is 1 to 2 dB. The sampling interval must be reduced to determine the local maxima of these smaller sidelobes.

![Beampattern with global and most local maxima found; not enough samples to find some local maxima](image)

**Figure B.5:** Beampattern with global and most local maxima found; not enough samples to find some local maxima

The algorithm outlined in this paper accounts for a global maximum occurring at the beginning of the sidelobe region at \(u = u_s\) or at the end of the sidelobe region at \(u = 1\). The
sidelobe values at these extremes may not be peaks, but they may still be the maximum values. Therefore, the values at these extremes are included in the set of local maxima even if they are not near-peak values. The case where \( u = 1 \) will not be included in the set of local maxima is if another local maxima was found between it and the preceding sample point.

### B.3 Choosing Sampling Rate

To set a reasonable sampling interval to take simulated beampattern measurements, we use knowledge of the main beam width. In Fig. B.6, zooming into the main beam of the beampattern at \( u = 0 \) shows that the shape main beam lobe above at least \(-3 \, \text{dB}\) is close to the shape of the sidelobes around the sidelobe peaks.

![Beampattern sidelobe shapes compared to main beam](image)

**Figure B.6:** Beampattern sidelobe shapes compared to main beam

The width of the main beam at the \(-3 \, \text{dB}\) level or half power beamwidth is given by Ref. [83] as

\[
BW_{-3dB} \equiv \sin \left( \frac{\sqrt{2}}{\beta\gamma} \right).
\]  

(B.14)
Here, $\gamma$ is

$$\gamma \equiv \sqrt{\frac{1}{N} \left( \sum_{k=1}^{N} z_k^2 \right) - \frac{1}{N^2} \left( \sum_{k=1}^{N} z_k \right)^2}.$$  \hspace{1cm} (B.15)

If the antenna positions, $z$, are independent, then by the Laws of Large Numbers,

$$\lim_{N \to \infty} \gamma = \sigma_z$$ \hspace{1cm} (B.16)

where $\sigma_z$ is the standard deviation of the antenna array element positions.

If the antenna positions have some correlation among themselves, then the half-power beamwidth will be larger as seen in Fig. B.7 for correlated virtual antenna positions formed by convolving the positions of iid transmit and receive antenna positions. In Fig. B.7 also, the main beam lobe shape above $-3$ dB is close to the shape of the side lobe peaks.

![Random Beampattern](image)

**Figure B.7**: **Beampattern formed from virtual antenna array with correlated element positions**

The sampling interval in Fig. B.5 was set to

$$\frac{(1 - u_s)}{\left[ \frac{2(1-u_s)}{BW_{-3dB}} \right]}$$ \hspace{1cm} (B.17)

where $u = u_s$ is where the sidelobe region starts and $u_s > 0$. To find local maxima of sidelobes
whose peaks are near the slopes of adjacent sidelobes, reducing the sampling interval to

\[
\frac{(1 - u_s)}{\sqrt{4(1-u_s)BW_{-3dB}}} \quad (B.18)
\]

seems to allow local maxima to be found for the smaller sidelobes as seen in Fig. B.8. It is also seen that the global maxima was chosen at the same sidelobe as when a longer sampling interval was used.

![Figure B.8: Beampattern with global and local maxima found; reduced sampling interval to \(\frac{(1-u_s)}{\sqrt{4(1-u_s)BW_{-3dB}}}\)](image)

When dealing with antenna arrays with correlated antenna positions, it is better to choose the sampling interval as though the random antenna positions are independent to ensure enough sample points will be used.

### B.4 Additional Simulations

The following simulations in Figs. B.9, B.10, B.11, and B.12 were able to correctly find the maximum peak sidelobe or sidelobe level.
B.5 Problems with Algorithm

If the sampling interval is too long, then sidelobes with peaks near the slopes of adjacent sidelobes may not have their local minima determined. One of these undetected local minima...
Figure B.11: Beampattern with $N = 400$ independently distributed antenna elements

Figure B.12: Beampattern with $N = 400$ random virtual antenna elements with some correlation among each other. Transmit and receive antennas are iid. Could be a local maximum.
Appendix C

Correlations of Beampattern Samples,

$10 \leq N \leq 200$

These tables give the correlation with the sampling interval given by

$$\rho_F \left( \frac{u_{\text{max}} - u_s}{\hat{M} - 1} \right)$$  \hspace{1cm} (C.1)

for different $N$, $\sigma_z$, and antenna position distribution type. One may use these tables to estimate $\hat{M}$, given $u_{\text{max}}$ and $u_s$, so the Gumbel distribution parameter,

$$a_M = \frac{\log M}{N}$$

may be estimated.
Table C.1: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 10$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>5$\lambda$</td>
<td>0.5799</td>
<td>0.5554</td>
<td>0.5956</td>
</tr>
<tr>
<td>10$\lambda$</td>
<td>0.5726</td>
<td>0.5392</td>
<td>0.5786</td>
</tr>
<tr>
<td>20$\lambda$</td>
<td>0.5316</td>
<td>0.4989</td>
<td>0.5375</td>
</tr>
</tbody>
</table>

Table C.2: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 20$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>10$\lambda$</td>
<td>0.6302</td>
<td>0.6043</td>
<td>0.6319</td>
</tr>
<tr>
<td>20$\lambda$</td>
<td>0.6397</td>
<td>0.6072</td>
<td>0.6388</td>
</tr>
<tr>
<td>40$\lambda$</td>
<td>0.6349</td>
<td>0.5970</td>
<td>0.6400</td>
</tr>
</tbody>
</table>

Table C.3: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 30$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>15$\lambda$</td>
<td>0.6624</td>
<td>0.6457</td>
<td>0.6628</td>
</tr>
<tr>
<td>30$\lambda$</td>
<td>0.6709</td>
<td>0.6572</td>
<td>0.6766</td>
</tr>
<tr>
<td>60$\lambda$</td>
<td>0.6737</td>
<td>0.6615</td>
<td>0.6765</td>
</tr>
</tbody>
</table>

Table C.4: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 40$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>20$\lambda$</td>
<td>0.6781</td>
<td>0.6538</td>
<td>0.6840</td>
</tr>
<tr>
<td>40$\lambda$</td>
<td>0.6881</td>
<td>0.6811</td>
<td>0.7003</td>
</tr>
<tr>
<td>80$\lambda$</td>
<td>0.6919</td>
<td>0.6912</td>
<td>0.7093</td>
</tr>
</tbody>
</table>
Table C.5: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 50$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>$25\lambda$</td>
<td>0.6902</td>
<td>0.6768</td>
<td>0.7045</td>
</tr>
<tr>
<td>$50\lambda$</td>
<td>0.7163</td>
<td>0.6985</td>
<td>0.7190</td>
</tr>
<tr>
<td>$100\lambda$</td>
<td>0.7178</td>
<td>0.7132</td>
<td>0.7188</td>
</tr>
</tbody>
</table>

Table C.6: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 60$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>$30\lambda$</td>
<td>0.7016</td>
<td>0.6876</td>
<td>0.7105</td>
</tr>
<tr>
<td>$60\lambda$</td>
<td>0.7253</td>
<td>0.7038</td>
<td>0.7297</td>
</tr>
<tr>
<td>$120\lambda$</td>
<td>0.7249</td>
<td>0.7207</td>
<td>0.7435</td>
</tr>
</tbody>
</table>

Table C.7: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 70$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>$35\lambda$</td>
<td>0.7136</td>
<td>0.6929</td>
<td>0.7215</td>
</tr>
<tr>
<td>$70\lambda$</td>
<td>0.7292</td>
<td>0.7167</td>
<td>0.7372</td>
</tr>
<tr>
<td>$140\lambda$</td>
<td>0.7408</td>
<td>0.7403</td>
<td>0.7529</td>
</tr>
</tbody>
</table>

Table C.8: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 80$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>$40\lambda$</td>
<td>0.7235</td>
<td>0.7039</td>
<td>0.7311</td>
</tr>
<tr>
<td>$80\lambda$</td>
<td>0.7366</td>
<td>0.7262</td>
<td>0.7350</td>
</tr>
<tr>
<td>$160\lambda$</td>
<td>0.7512</td>
<td>0.7378</td>
<td>0.7625</td>
</tr>
</tbody>
</table>
Table C.9: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of \( \sigma_z = 1/2N \), \( \sigma_z = N \), and \( \sigma_z = 2N \); \( N = 90 \)

<table>
<thead>
<tr>
<th>( \sigma_z )</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>45( \lambda )</td>
<td>0.7231</td>
<td>0.7068</td>
<td>0.7349</td>
</tr>
<tr>
<td>90( \lambda )</td>
<td>0.7437</td>
<td>0.7440</td>
<td>0.7554</td>
</tr>
<tr>
<td>180( \lambda )</td>
<td>0.7559</td>
<td>0.7540</td>
<td>0.7636</td>
</tr>
</tbody>
</table>

Table C.10: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of \( \sigma_z = 1/2N \), \( \sigma_z = N \), and \( \sigma_z = 2N \); \( N = 100 \)

<table>
<thead>
<tr>
<th>( \sigma_z )</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>50( \lambda )</td>
<td>0.7283</td>
<td>0.7189</td>
<td>0.7427</td>
</tr>
<tr>
<td>100( \lambda )</td>
<td>0.7465</td>
<td>0.7441</td>
<td>0.7561</td>
</tr>
<tr>
<td>200( \lambda )</td>
<td>0.7644</td>
<td>0.7600</td>
<td>0.7722</td>
</tr>
</tbody>
</table>

Table C.11: \( N = 110 \)

<table>
<thead>
<tr>
<th>( \sigma_z )</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>55( \lambda )</td>
<td>0.7423</td>
<td>0.7263</td>
<td>0.7456</td>
</tr>
<tr>
<td>110( \lambda )</td>
<td>0.7536</td>
<td>0.7429</td>
<td>0.7594</td>
</tr>
<tr>
<td>220( \lambda )</td>
<td>0.7694</td>
<td>0.7682</td>
<td>0.7700</td>
</tr>
</tbody>
</table>

Table C.12: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of \( \sigma_z = 1/2N \), \( \sigma_z = N \), and \( \sigma_z = 2N \); \( N = 120 \)

<table>
<thead>
<tr>
<th>( \sigma_z )</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>60( \lambda )</td>
<td>0.7426</td>
<td>0.7283</td>
<td>0.7558</td>
</tr>
<tr>
<td>120( \lambda )</td>
<td>0.7631</td>
<td>0.7481</td>
<td>0.7680</td>
</tr>
<tr>
<td>240( \lambda )</td>
<td>0.7730</td>
<td>0.7716</td>
<td>0.7863</td>
</tr>
</tbody>
</table>
Table C.13: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 130$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>65$\lambda$</td>
<td>0.7491</td>
<td>0.7370</td>
<td>0.7508</td>
</tr>
<tr>
<td>130$\lambda$</td>
<td>0.7636</td>
<td>0.7554</td>
<td>0.7683</td>
</tr>
<tr>
<td>260$\lambda$</td>
<td>0.7769</td>
<td>0.7709</td>
<td>0.7852</td>
</tr>
</tbody>
</table>

Table C.14: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 140$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>70$\lambda$</td>
<td>0.7526</td>
<td>0.7401</td>
<td>0.7535</td>
</tr>
<tr>
<td>140$\lambda$</td>
<td>0.7705</td>
<td>0.7584</td>
<td>0.7762</td>
</tr>
<tr>
<td>280$\lambda$</td>
<td>0.7789</td>
<td>0.7783</td>
<td>0.7888</td>
</tr>
</tbody>
</table>

Table C.15: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 150$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>75$\lambda$</td>
<td>0.7552</td>
<td>0.7444</td>
<td>0.7506</td>
</tr>
<tr>
<td>150$\lambda$</td>
<td>0.7678</td>
<td>0.7659</td>
<td>0.7765</td>
</tr>
<tr>
<td>300$\lambda$</td>
<td>0.7779</td>
<td>0.7861</td>
<td>0.7942</td>
</tr>
</tbody>
</table>

Table C.16: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N$, $\sigma_z = N$, and $\sigma_z = 2N$; $N = 160$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>80$\lambda$</td>
<td>0.7563</td>
<td>0.7501</td>
<td>0.7621</td>
</tr>
<tr>
<td>160$\lambda$</td>
<td>0.7778</td>
<td>0.7706</td>
<td>0.7790</td>
</tr>
<tr>
<td>320$\lambda$</td>
<td>0.7869</td>
<td>0.7909</td>
<td>0.7962</td>
</tr>
</tbody>
</table>
Table C.17: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N, \sigma_z = N,$ and $\sigma_z = 2N$; $N = 170$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>85(\lambda)</td>
<td>0.7589</td>
<td>0.7545</td>
<td>0.7670</td>
</tr>
<tr>
<td>170(\lambda)</td>
<td>0.7704</td>
<td>0.7767</td>
<td>0.7807</td>
</tr>
<tr>
<td>340(\lambda)</td>
<td>0.7806</td>
<td>0.7892</td>
<td>0.7956</td>
</tr>
</tbody>
</table>

Table C.18: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N, \sigma_z = N,$ and $\sigma_z = 2N$; $N = 180$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>90(\lambda)</td>
<td>0.7601</td>
<td>0.7570</td>
<td>0.7692</td>
</tr>
<tr>
<td>180(\lambda)</td>
<td>0.7826</td>
<td>0.7772</td>
<td>0.7881</td>
</tr>
<tr>
<td>360(\lambda)</td>
<td>0.7964</td>
<td>0.7890</td>
<td>0.8021</td>
</tr>
</tbody>
</table>

Table C.19: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N, \sigma_z = N,$ and $\sigma_z = 2N$; $N = 190$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>95(\lambda)</td>
<td>0.7632</td>
<td>0.7556</td>
<td>0.7647</td>
</tr>
<tr>
<td>190(\lambda)</td>
<td>0.7825</td>
<td>0.7748</td>
<td>0.7879</td>
</tr>
<tr>
<td>380(\lambda)</td>
<td>0.7943</td>
<td>0.7891</td>
<td>0.8013</td>
</tr>
</tbody>
</table>

Table C.20: Correlation with Sampling Interval given in Eq. (C.1) for different antenna position distribution types (Triangle, Uniform, Gaussian); correlation given for antenna position variances of $\sigma_z = 1/2N, \sigma_z = N,$ and $\sigma_z = 2N$; $N = 200$

<table>
<thead>
<tr>
<th>$\sigma_z$</th>
<th>Triangle</th>
<th>Uniform</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>100(\lambda)</td>
<td>0.7739</td>
<td>0.7581</td>
<td>0.7741</td>
</tr>
<tr>
<td>200(\lambda)</td>
<td>0.7849</td>
<td>0.7747</td>
<td>0.7856</td>
</tr>
<tr>
<td>400(\lambda)</td>
<td>0.8035</td>
<td>0.7941</td>
<td>0.8046</td>
</tr>
</tbody>
</table>