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Distributed Dynamic Spectrum Allocation for Secondary Users in a Vertical Spectrum Sharing Scenario

Behtash BABADI*†,†† and Vahid TAROKHI†‡, Nonmembers

SUMMARY In this paper, we study the problem of distributed spectrum allocation under a vertical spectrum sharing scenario in a cognitive radio network. The secondary users share the spectrum licensed to the primary user by observing the activity statistics of the primary users, and regulate their transmission strategy in order to abide by the spectrum sharing etiquette. When the primary user is inactive in a subset of the available frequency bands, from the perspective of the secondary users the problem reduces to a distributed horizontal spectrum sharing. For a specific class of networks, the latter problem is addressed by the recently proposed GADIA algorithm [1]. In this paper, we present analytical and numerical results on the performance of the GADIA algorithm in conjunction with the above-mentioned vertical spectrum sharing scenario. These results reveal near-optimal performance guarantees for the overall vertical spectrum sharing scenario.
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1. Introduction

One of the main challenges in almost every communication network is the scarcity of spectrum. Exclusive spectrum access may become very hard to maintain in the future, thereby necessitating flexible spectrum usage with the goals of increasing the overall system efficiency and system concept flexibility and scalability. Cognitive radio systems have been proposed as a solution to these challenges, and have been the center of much attention as a new paradigm of network communication [6].

Most frequency bands up to 6 GHz (and beyond) are allocated by the Federal Communications Commission (FCC). However, measurements show that much of this frequency at any time instance is not fully utilized, at various locations of interest. Thus, intelligent devices, such as cognitive radios, may allow better use of the spectrum by sharing these unused resources.

The problem of spectrum sharing is thus an important yet challenging issue in wireless networking. Several papers in the literature focus on this problem from various perspectives (see, for example, [1], [5], [7], [11], [13], [14], [17], [18], and [22]). For a detailed literature review, see [1] and [12]). Spectrum sharing can be carried out in vertical or horizontal fashions. In the vertical spectrum sharing scenario, there exist pre-established priorities for all the involved systems. In particular, the secondary users need to control their transmission in order to prevent interference on the primary users. In the horizontal spectrum sharing scenario, there are no pre-established priorities for the users. Horizontal spectrum sharing can be done with or without coordination, and already exists in several systems. For example, systems operating in the ISM band share the spectrum horizontally without coordination. Examples of horizontal spectrum sharing with coordination are Wi-Fi devices.

Vertical spectrum sharing is a particularly important problem in cognitive radios. However, whenever a primary user is inactive, the secondary users need to perform horizontal spectrum sharing in order to maximize their sum-rate. This motivates us to study efficient and robust methods for horizontal spectrum sharing, as a sub-problem of vertical spectrum sharing.

FCC has recently released the band 3650–3700 MHz for cognitive transmission [8]. Currently, fixed satellite services and federal government stations are transmitting in this band. Certain geographical areas around these transmitters are not allowed for secondary transmission. Otherwise, cognitive transmissions are allowed subject to 25 W and 1 W per 25 MHz bandwidth for fixed and mobile stations, respectively. Other bands of interest are the TV Broadcast bands (6 MHz channels which correspond to the designated channels 2 to 69 in the VHF and UHF portions of the radio spectrum), which are denoted by TV White Spaces. Other existing devices in parts of this band are wireless microphones. The FCC has announced recently that secondary devices may operate in TV White Spaces based on certain rules to be published, in order to control their interference to the primary users. This has caused lots of interest in network solutions and consumer devices for these bands (see, for example, [10], [19] and [20]).

In this paper, we consider a cognitive network scenario where the secondary users observe the primary link activity,
and regulate their transmission accordingly. That is, the secondary users horizontally share the portion of the spectrum which is unoccupied by the primary link. The Greedy Asynchronous Distributed Interference Avoidance (GADIA) algorithm [1] is considered as the horizontal spectrum sharing algorithm to be incorporated in the above-mentioned vertical spectrum sharing scenario. We will present analytical and numerical results on how the GADIA algorithm performs in the vertical spectrum sharing scenario, and how the overall vertical spectrum sharing scenario can improve the performance of the network. In particular, 1) we obtain analytical results on the temporal evolution of the interference experienced by the primary receiver, as well the Shannon capacity of the primary link, and 2) we study the dynamical behavior of the network utility of the secondary users in the vertical spectrum sharing scenario.

The outline of this paper follows next. In Sect. 2, we give an overview of the existing algorithms for horizontal spectrum sharing, including a discussion of the GADIA algorithm. The system model and the vertical spectrum sharing scenario are discussed in Sect. 3. The main results of the paper regarding the dynamics of various network quantities are presented in Sect. 4 followed a discussion in Sect. 5. The simulation results are presented in Sect. 6. Finally, we conclude the paper in Sect. 7. The proofs of the results of Sect. 4 are presented in the Appendices A and B.

2. The GADIA Algorithm: An Overview

Before talking about the overall vertical spectrum sharing scenario, we briefly overview the GADIA algorithm and other existing methods for horizontal spectrum sharing.

2.1 Decentralized Horizontal Spectrum Sharing

Due to the ever-growing usage of spectrum in the modern world, the scarcity of spectrum is one of the most important challenges in the wireless communication paradigm. Decentralized horizontal frequency allocation has provided a viable solution to this challenge, specially in many emerging communication networks (such as ad hoc wireless networks, wireless sensor networks, cognitive radios, etc.), where no central frequency allocation authority is naturally available. There are various proposed methods for decentralized (distributed) frequency allocation in different contexts (See, for example, [4], [5], [7], [11], [13], [14], [17], [18], [22], and [23]). These methods include methods based on graph coloring for cognitive networks, greedy interference avoidance techniques, Iterative Water-filling for Digital Subscriber Lines (DSL), game theoretic approaches to dynamic spectrum allocation and methods based on auction theory. These approaches may either excessively simplify the interference models, or may not be decentralized, or may require too much information exchange between autonomous nodes/clusters, or may suffer from all these shortcomings. Additionally, they may be too complex to implement. We will give a brief overview of some of these approaches which are relevant to this work.

Etkin et al. [5] use piece-wise constant power allocation for optimal power spectral density (PSD) shaping across different users in the network, as a solution to distributed spectrum sharing. They provide a number of achievability and existence results in the context of non-cooperative and cooperative game theory for obtaining efficiency and fairness, as well as a punishment-based mechanism. Another result in the context of game theory is established by Huang et al. [7], in which each user in the network announces a price to the other users, so that they can adapt their PSD accordingly. Other game-theoretic methods based on potential games have been proposed in [13] and [14].

Another strand of work considers the problem of spectrum balancing (See, for example, [4] and [23]). The objective of spectrum balancing, which has its main application in DSL systems, is to maximize the throughput of each user by shaping its transmission PSD, satisfying certain power constraints. Yu et al. [23] propose the method of Iterative Water-filling in order to solve this problem. In the case of two users, they show the existence and conditions on the uniqueness of a Nash equilibrium point for their proposed iterative algorithm. The Iterative Water-filling algorithm has high complexity and the resulting Nash equilibrium point is not necessarily the optimal solution (See [5] for a discussion).

The GADIA algorithm proposed in [1] is a simple, low-complexity, robust and fully decentralized algorithm for horizontal spectrum sharing. In the GADIA algorithm, each node, having knowledge about the interference it experiences, chooses the frequency band with the least amount of interference from the other nodes. The GADIA algorithm requires neither any information exchange between autonomous devices, nor even any knowledge of the existence of other autonomous entities. In particular, it has been shown that the GADIA algorithm outperforms the Iterative Water-filling algorithm in wireless networks operating in the low signal to interference regime [1]. Before giving an overview of the GADIA algorithm, we will talk about the network model under which the algorithm operates.

2.2 Network Model

The canonical network model, under which the GADIA algorithm is defined, consists of a number of co-existing and hence interfering sets of network nodes, where each set may or may not have an internal structure [1]. Many communication networks of interest can be represented in this canonical form. We will discuss the class of Clustered Wireless Networks as an important example of the canonical network.

Consider a set of transceivers distributed in space such that they can be partitioned into a union of possibly overlapping clusters. Each cluster is equipped with a cluster-head. Such networks commonly arise in the context of cognitive radios and sensor networks. According to the recent FCC order on TV white spaces [8], a personal/portable device must either be under the control of
a fixed device or a personal/portable device that employs geo-location, database access and spectrum sensing or employ geo-location/database access and spectrum sensing itself. Therefore, the assumption of a clustered wireless network, in which each cluster consists of a number of users is very reasonable in the context of cognitive networks sharing white spaces horizontally.

Another example is the homogeneous/heterogeneous clustered sensor networks for target tracking and localization (See, for example, [3]). In such networks, agile clusters of pressure, sonar and magnetic sensors are formed for target tracking purposes. Each cluster is equipped with a cluster-head, which communicates with the cluster members, gathers their data and reports to a fusion center. Often times a number of such clusters coexist in the same spatiotime neighborhood, and hence spectrum sharing is very desired in order to increase the throughput of the underlying intra-cluster communication links.

More explicitly, the network consists of a collection of nodes, $c_i$, $i = 1, 2, \cdots, N$, which co-exist and interfere with each other. We assume that the interference between the nodes is reciprocal and the leakage interference is symmetric. In the clustered wireless network scenario, this can be achieved by assuming that at each moment there is at most one active transmitter in each cluster. Suppose that node $c_i$ transmits with a power $P_i$. The channel gain between nodes $c_i$ and $c_j$ is denoted by $h_{ij}$. We also attribute a self-gain of $h_{ii}$ to cluster $c_i$. Note that the channel gains and self-gains are conceptually defined over the canonical network, and may have different interpretations according to the realization of the canonical network. For instance, in the case of clustered wireless networks, the channel gain $h_{ij}$ can be interpreted as the wireless link gain between the two transmitting users in clusters $i$ and $j$. Similarly, a self-gain of $h_{ii}$ for cluster $c_i$ can be interpreted as the typical link gain between the cluster-head and cluster members of cluster $i$. Moreover, we assume that the accessible spectrum is divided into $r$ bands, $b_1, b_2, \cdots, b_r$. At time $t$, the $i$th node is in state $s_i(t) \in \{1, 2, \cdots, r\}$, corresponding to the index of the frequency band it is using for communication purposes. Finally, we assume that the rate of change of the spatial distributions of the nodes in the network is much less than the processing/transmission rate. We adopt this network model for the secondary users in the cognitive radio network under study.

Let $\alpha_{ij} := h_{ij}/h_{ii}$ and $f(s_i, s_j)$ denote the symmetric leakage interference of the frequency band $s_i$ into $s_j$. Let $I_{c_i}^k(t)$ denote the interference experienced by $c_i$ caused by all the nodes in frequency band $b_k$ if $c_i$ was transmitting in band $b_k$, i.e.,

$$I_{c_i}^k(t) = \sum_{j=1}^N P_j \alpha_{ij} f(k, s_j(t)).$$

The interference experienced by node $c_i$ at time $t$, given the state of the system being $\{s_1(t), s_2(t), \cdots, s_N(t)\}$, is given by

$$I_{c_i}(t) := I_{c_i}^{1}(t) = \sum_{j=1, j \neq i}^N P_j \alpha_{ij} f(s_i(t), s_j(t)).$$

The network utility of the secondary users is their weighted aggregate interference and is defined as

$$U_s(t) := -\sum_{i=1}^N P_i I_{c_i}(t).$$

This network utility is closely related to the sum-rate of the network and is discussed in detail in [1].

2.3 The GADIA Algorithm

In the GADIA algorithm, nodes scan all the frequency bands $b_1, \cdots, b_r$ in an asynchronous manner over time. Each node chooses the frequency band in which it experiences the least interference from other nodes. Let $t^{(1)}, t^{(2)}, t^{(3)}, \cdots$ be the points in time when the different nodes scan the spectrum in order to update their frequency band. Each node, say $c_i$, updates its frequency band at time $t^{(t)}$ according to the following rule:

$$s_i(t) = \arg \min_j I_{c_i}^j(t^{(t)})$$

where $t \in (t^{(t)}, t^{(t+1)})$. If the minimizer is not unique, $c_i$ randomly picks one such minimizer.

The performance of the GADIA algorithm is studied comprehensively in [1]. In particular, the convergence of the GADIA algorithm to a local minimum is proved. Furthermore, several performance bounds in [1] show that this local minimum can be very close to the optimal solution for a wide range of spatial node configurations. Another class of results in [1] is the dynamical analysis of the GADIA algorithm, which is more relevant to this paper. In particular, using methods from statistical physics, the dynamical behavior of the utility function is derived.

Let $\mathcal{P}(t; s_1, s_2, \cdots, s_N)$ be the probability density of the nodes $(c_1, c_2, \cdots, c_N)$ being at the point $(s_1, s_2, \cdots, s_N)$ in the state-space $(1, 2, \cdots, r)^N$ at time $t$. For any scalar function $f(s_1, s_2, \cdots, s_N)$ over the state-space, the ensemble average at time $t$ is defined as follows:

$$\langle f(s_1, s_2, \cdots, s_N) \rangle := \sum_{s_1=1}^r \sum_{s_2=1}^r \cdots \sum_{s_N=1}^r f(s_1, s_2, \cdots, s_N) \mathcal{P}(t; s_1, s_2, \cdots, s_N).$$

Moreover, suppose that the network nodes update their frequency bands with a rate of $1/t_r$. Finally, assume that the leakage function $f(s_i, s_j)$ is approximated by the Kronecker delta function $\delta(s_i, s_j)$. Then, the ensemble average of the network utility satisfies the following differential equation:

$$\frac{d}{dt} \langle U_s(t) \rangle = -\frac{2}{t_r} \left( \langle U_s(t) \rangle - \langle U_0(t) \rangle \right),$$

where
\[ U_0(t) := - \lim_{\beta \to \infty} \sum_{k=1}^{N} P_k P_i \alpha_{kl} F(k, l, \beta; t) \quad (6) \]

\[ F(k, l, \beta; t) := \frac{\exp \left(-\beta \sum_{j \neq k} P_k P_j \alpha_{kj} \delta(s_j(t), s_j(t))\right)}{\sum_{m} \exp \left(-\beta \sum_{j \neq k} P_k P_j \alpha_{kj} \delta(m, s_j(t))\right)}. \quad (7) \]

Moreover, it has been shown that the dynamics can be simplified to
\[ \frac{d}{dt} \langle U_s(t) \rangle = -\frac{2}{\tau_r} \left( \langle U_s(t) \rangle - \langle U(\infty) \rangle \right) \quad (8) \]

near equilibrium, where \( U(\infty) \) is independent of \( t \). Equation (8) corresponds to exponential dynamics with time constant \( \tau_r \).

3. System Model and Problem Formulation

Before defining the technical specifications of the vertical spectrum sharing scenario, we provide a motivational example. Consider an urban scenario where pressure, magnetic and video sensors are located on the streets for traffic control or target tracking. These sensors may form clusters for data fusion. Also, they can use the Police spectrum or TV white spaces for their ad-hoc communication purposes. In this case, the secondary users are the sensors in the network, and the primary user is the Police or TV receiver. The secondary users need to abide by certain spectrum policies in order to avoid interfering with the licensed primary users.

Next, we build a mathematical model for the vertical spectrum sharing scenario under study.

3.1 System Model

First, we overview the network model under which we formulate the spectrum sharing problem. We consider a pair of transmitter/receiver primary users located arbitrarily in space. Motivated by the FCC order [8], certain geographical areas around these transmitters are not allowed for secondary transmission. Figure 1 shows the system model. The primary transmitter and receiver are a distance \( d \) apart from each other. \( R_{\text{min}} \) denotes the radius of the primary-exclusive region dictated by the FCC. \( R_0 \) denotes the radius below which the secondary users are not allowed to transmit while the primary link is active. Finally, \( R_{\text{max}} \) denotes the maximum radius below which the interfering secondary users are located.

3.2 The Vertical Spectrum Sharing Scenario

Suppose that the primary transmitter/receiver pair are located as in Fig. 1. Moreover, suppose that the primary transmitter uses the \( i \)th frequency band according to a two-state symmetric Markov process with a transition rate of \( 1/\tau_p \).

Let \( A^{(i)}(t) \) denote the activity state of the primary link in the \( i \)th frequency band \( b_i \), i.e., \( A^{(i)}(t) = 0 \) when the primary link does not transmit in band \( b_i \), and \( A^{(i)}(t) = 1 \) when the primary link transmits in band \( b_i \), at time \( t \). Therefore, the state of the primary link at time \( t \) is given by \( s(t) := (A^{(1)}(t), A^{(2)}(t), \ldots, A^{(n)}(t)) \in [0, 1]^n \).

We assume that the secondary users form a network which lies in the canonical network category defined earlier. Finally, suppose that the secondary users sense the activity of the primary transmitter and scan the spectrum with rate \( 1/\tau_r \). Then, the vertical spectrum sharing scenario is as follows:

Each secondary user senses the activity of the primary link in each of the available frequency bands, and conforms to the GADIA algorithm across the set of frequency bands \( \{b_i|A^{(i)}(t) = 0\} \) in order to share the spectrum with the other secondary users. All the secondary users within a distance of \( R_0 \) from the primary receiver must refrain from transmitting in any frequency band \( b_i \) for which \( A^{(i)}(t) = 1 \). The secondary users at a distance greater or equal to \( R_0 \) from the primary receiver do not need to regulate their transmission according to the primary link activity, and follow the GADIA algorithm for horizontal spectrum sharing across all the \( r \) frequency bands.

Remark 1. Note that the distance \( R_0 \) is dictated by the FCC [8]. Assuming that the secondary users are equipped with geo-location devices, they can estimate their distance to the primary and hence abide by the vertical spectrum sharing etiquette.

Remark 2. The secondary users sense the activity of the primary using carrier sensing or beacon detection techniques. These techniques are discussed in detail in [8].

4. Main Results

Before presenting the main results of this paper, we introduce a few additional assumptions for the sake of analysis. First of all, we suppose that the channel model is governed by path loss with exponent \( \eta \). This is a common simpli-
fying assumption in the literature of cognitive radios (See, for example, [1], [15], and [21]). For simplicity, we assume that the spectrum spread is small enough so that the channel model is the same for all the $r$ available frequency bands. Moreover, we assume that the $N$ secondary users are distributed uniformly between the two discs of radius $R_{\text{min}}$ and $R_{\text{max}}$, with a density of $\Lambda = N/\pi(R_{\text{max}}^2 - R_{\text{min}}^2)$. Finally, suppose that all the secondary users transmit with a power $\bar{P}_s := P_s/ \Lambda$, and the primary transmitter transmits with a power $P_p$ in each of the $r$ frequency bands. Note that the parameter $P_s$ is employed as a scaled version of the secondary transmit power, which will be shown to be an convenient scaling in the limit of $N \to \infty$.

4.1 Primary Dynamics

Let $p_{fa}$ and $p_{md}$ denote the false alarm and miss detection probabilities for the secondary user $c_j$ in detecting the events $A^{(i)}(t) = 0$ and $A^{(i)}(t) = 1$, respectively, for all $i = 1, 2, \cdots, r$ and $j = 1, 2, \cdots, N$. Such errors occur due to the observation noise and statistics mismatch of the detection model [19]. Let $a_j^{(i)}(t)$ denote the activity state of the secondary user $c_j$ in the frequency band $b_i$, for $i = 1, 2, \cdots, r$ and $j = 1, 2, \cdots, N$. Finally, let $I \subseteq \{1, 2, \cdots, N\}$ be the indices corresponding to the secondary users within a distance $R_0$ from the primary receiver.

Suppose that the primary link state transitions occur at time instances $t_1, t_2, \cdots$. At time $t = t_1$, consider the primary link transition from state $s_j(t_1) := s_j(t_1^\ast)$ to $s_j(t_1) := s_j(t_1^\ast)$. Assuming that the $r$ Markov processes governing the state transitions for each frequency band are independent, the probability that $s_j(t_1) = s_j(t_1^\ast)$ and $s_j(t_1) = s_j(t_1^\ast)$ differ in more than one frequency band is 0. Let $i_t$ be the frequency band in which the two state vectors $s_j(t_1)$ and $s_j(t_1)$ differ. Let $\mathcal{F}(t) := \{b_i|A^{(i)}(t) = 1\}$ be the set of frequency bands in which the primary link is active after a transition at time $t_1$. We have two types of transition: type 1) $A^{(i)}(t) = 0$ and $A^{(i)}(t) = 1$, and type 2) $A^{(i)}(t) = 1$ and $A^{(i)}(t) = 0$. We first consider transitions of type 1.

Type 1 Transitions

$A^{(i)}(t) = 0$ and $A^{(i)}(t) = 1$. In this case, the frequency band $b_i$ is not available to the secondary users within a distance of $R_0$ from the primary receiver.

Suppose that $|\mathcal{F}(t)| := r - m$ for some $0 \leq m \leq r - 1$. Then, at any time $t \geq t_1$, the probability that a secondary user $c_i$ with $i \in I$ chosen at random, which did not use the frequency band $b_i$, at $t < t_1$, starts using the frequency band $b_i$, is given by:

$$p_e := p_{md} \sum_{i=0}^{m} \sum_{k=0}^{m-1} \frac{1}{l+k+1} \binom{r-m-1}{m} \binom{m}{l} \times (1 - p_{fa})^l p_{fa}^m (1 - p_{md})^{r-m-1-l-k}. \quad (9)$$

In the time interval $[t, t_1)$, the dynamics of $a_k^{(i)}(t)$ is thus governed by the following Itô equation [9]:

$$da_k^{(i)}(t) = -a_k^{(i)}(t) dN_k + (1 - a_k^{(i)}(t)) dN'_k \quad (10)$$

for $k = 1, 2, \cdots, N$, where $dN_k$ and $dN'_k$ are two independent Poisson counters with rates $(1 - p_e)/\tau_s$ and $p_e/\tau_s$, respectively [9]. Note that the Poisson counter $dN_k$ accounts for the successful sensing process of the secondary user $c_k$ (and thus refraining from transmission in band $b_i$), and $dN'_k$ reflects erroneous sensing of the secondary user $c_k$, which results in transmitting in band $b_i$. Given that the secondary users carry out their sensing independently and homogeneously, the interference experienced by the primary receiver in band $i_t$ at time $t \in [t_1, t_{n+1}]$ can be approximated by:

$$I^{(i)}(t) = \frac{1}{r} I_g + \frac{n^{(i)}(t)}{N} I_e \quad (11)$$

where

$$I_g := \frac{2\pi \Lambda}{N(r-2)} \left( \frac{P_p}{R_{\text{min}}^{r-2}} - \frac{P_s}{R_{\text{max}}^{r-2}} \right),$$

$$I_e := \frac{2\pi \Lambda}{N(r-2)} \left( \frac{P_s}{R_{\text{min}}^{r-2}} - \frac{P_s}{R_{\text{max}}^{r-2}} \right),$$

and $n^{(i)}(t)$ is the number of active secondary users located within the radius $R_0$ from the primary receiver and transmitting in band $b_i$, at time $t$, i.e.,

$$n^{(i)}(t) := \sum_{k \in I} a_k^{(i)}(t). \quad (12)$$

Recall that the secondary users transmit with a power $\bar{P}_s := P_s/ \Lambda$. We prefer to work with $P_s$ rather than $\bar{P}_s$ for the clarity of the limiting cases discussed throughout this paper, and hence express all the underlying parameters in terms of the scaled power $P_s$. Note that $I_g$ is the lowest possible interference on the primary receiver in band $b_i$, and corresponds to the case where none of the secondary users within the radius of $R_0$ are transmitting in band $b_i$, and $1/r$ of the secondary users beyond the radius of $R_0$ are transmitting in band $b_i$, on average (due to the assumption of spatial homogeneity and symmetry of the $r$ frequency bands). That is, the primary experiences the minimum interference of $1/r I_g$ when all the secondary users are given genie knowledge of the activity state of the primary link in frequency band $b_i$ at time $t$. Moreover, $I_e$ corresponds to the excess interference caused by the secondary users which have not yet detected the activity state of the primary at time $t$, and are still transmitting in band $b_i$.

The dynamics of $n^{(i)}(t)$ is enough to obtain that of $I^{(i)}(t)$. Thus, we first study the dynamics of $n^{(i)}(t)$. Let $\mathbb{E}_t$ denote the ensemble averaging operator with respect to the Poisson counters $dN_j$ and $dN'_j$, for $j = 1, 2, \cdots, N$. We then have the following theorem regarding the mean and variance of $n^{(i)}(t)$:

**Theorem 4.1:** Suppose that at time $t = t_1$ the primary transmitter starts transmitting in frequency band $b_i$, and
that \( n_t := n^{(i)}(t) \) secondary users within a distance of \( R_0 \) of the primary receiver are active in this band at time \( t \). Let \( p_e \) be the error probability that the secondary user \( c_i \) starts transmitting in band \( b_i \), at time \( t \geq t \). Then, the mean and normalized variance of \( n^{(i)}(t) \) at time \( t \leq t \leq t_{\tau+1} \) are given by:

\[
E_s[n^{(i)}(t)] = \left( n_t e^{-[t-t_i]/\tau_s} + \alpha N p_e (1 - e^{-[t-t_i]/\tau_s}) \right)
\]

and

\[
\sigma^2_{n^{(i)}(t)} = \frac{1}{N^2} E_s\left\{ n^{(i)}(t)^2 - E_s[n^{(i)}(t)]^2 \right\} = \frac{(1 - e^{-[t-t_i]/\tau_s})}{N} \times \left[ \sigma_e(1 - 2p_e)e^{-[t-t_i]/\tau_s} + \alpha p_e (1 - p_e + p_e e^{-[t-t_i]/\tau_s}) \right]
\]

where

\[
\alpha := \frac{R^2_{\max} - R^2_{\min}}{R^2_{\max}}
\]

is the ratio of the number of secondary users within a distance \( R_0 \) of the primary receiver to the total number of secondary users.

The proof is given in Appendix A.

Remark 3. The evolution of \( n^{(i)}(t) \) following a transition of \( A^{(i)}(t^\tau) = 1 \) to \( A^{(i)}(t^\tau) = 0 \) can be obtained similarly and is governed by the same Itô equation given in Eq. (10), with \( dN_k \) replaced by \( dN_k' \), and \( p_{md} \) replaced by \( p_{ma} \) in the definition of \( p_e \) (and vice versa). The details are omitted for brevity.

From Theorem 4.1 and Eq. (11), the mean and normalized variance of the interference experienced by the primary receiver in band \( b_i \) at time \( t \in [t, t_{\tau+1}] \) are given by

\[
E_s[I^{(i)}(t)] = \frac{1}{r} I_{\bar{g}} + \frac{E_s[n^{(i)}(t)]}{N} I_{\bar{g}} \quad \text{and} \quad \sigma^2_{I_s^{(i)}(t)} = \frac{1}{N^2} \sigma^2_{n^{(i)}(t)} I_{\bar{g}}
\]

Note that the normalized variances of \( n^{(i)}(t) \) and \( I^{(i)}(t) \) vanish as \( N \to \infty \). Hence, by application of the Chebyshev’s inequality [16], \( n^{(i)}(t) \) and \( I^{(i)}(t) \) converge to their mean almost surely, as \( N \to \infty \). Thus, we have the following proposition:

**Proposition 4.2:** The normalized interference experienced by the primary receiver in band \( b_i \) at time \( t \in [t, t_{\tau+1}] \) converges to its mean value given by

\[
E_s[I^{(i)}(t)] = \frac{1}{r} I_{\bar{g}} + \left( \sigma_e e^{-[t-t_i]/\tau_s} + \alpha p_e (1 - e^{-[t-t_i]/\tau_s}) \right) I_{\bar{g}}
\]

almost surely as \( N \to \infty \), where \( \sigma_e := n_t/N \). Furthermore, for \( t \) large enough, the interference experienced by the primary in band \( b_i \) gets arbitrarily close to the near-optimal value of \( \frac{1}{r} I_{\bar{g}} + \alpha p_e I_{\bar{g}} \).

Remark 4. Note that when \( p_e = 0 \), i.e., when the secondary users detect the activity state of the primary link without any error, the asymptotic value of the interference coincides with the optimal value of \( \frac{1}{r} I_{\bar{g}} \).

**Type 2 Transitions**

\( A^{(i)}(t^\tau) = 1 \) and \( A^{(i)}(t^\tau) = 0 \). In this case, both the interference and capacity of the primary receiver in band \( b_j \) are equal to zero for \( t \in [t, t_{\tau+1}] \).

Combining the above two cases, we can express the interference experienced by the primary receiver for all \( t \). Let \( t_{\tau}^{(1)}, t_{\tau}^{(2)}, \cdots \) show the time instances for which transitions of type 1 occur in band \( b_j \). Similarly, let \( t_{\tau}^{(3)}, t_{\tau}^{(4)}, \cdots \) denote the time instances corresponding to state transitions of type 2 in band \( b_j \). Without loss of generality, suppose that

\[
t_{\tau}^{(1)} < t_{\tau}^{(2)} < t_{\tau}^{(3)} < t_{\tau}^{(4)} < \cdots \tag{13}
\]

Then, the asymptotic overall interference experienced by the primary receiver, \( I(t) \), at time \( t \) is given by

\[
I(t) \to E_s[I(t)] = \bar{I}_{\bar{g}}(t) + \bar{I}_e(t), \tag{14}
\]

where

\[
\bar{I}_{\bar{g}}(t) := \sum_{k=1}^{r} \frac{1}{r} A^{(i)}(t) I_{\bar{g}},
\]

\[
\bar{I}_e(t) := \sum_{k=1}^{r} \sum_{x=0}^{k} \left( \sigma_k^{x} (1 - e^{-[t-t_i]/\tau_s}) + \alpha p_e (1 - p_e) e^{-[t-t_i]/\tau_s} \right) I_{\bar{g}}
\]

\[
\times \left( u(t - t_{\tau}^{(i)}) - u(t - t_{\tau}^{(i)}) \right)
\]

and \( \sigma_k^{x} := n^{(i)}(t_{\tau}^{(x)})/N \) is the portion of secondary users transmitting in band \( b_j \) at time \( t_{\tau}^{(x)} \). Note that \( \bar{I}_{\bar{g}}(t) \) and \( \bar{I}_e(t) \) represent the normalized interference experienced by the primary receiver from all the secondary users beyond and within the radius \( R_0 \) at time \( t \), respectively.

As an application of Eq. (14), one can consider the steady state behavior of the interference experienced by the primary receiver. We have the following proposition regarding the ensemble average of the interference experienced by the primary receiver (with respect to the temporal dynamics of the primary link activity):

**Proposition 4.3:** Suppose that the primary link activity in each of the \( r \) frequency bands is governed by an independent symmetric two-state Markov process with transition rate \( 1/\tau_p \). Let \( E_p \) denote the ensemble average with respect to these set of independent Markov processes. Then, in the steady state we have:

\[
E_p[I(t)] \to E_p\left\{ E_s[I(t)] \right\} = \frac{1}{2} I_{\bar{g}} + \frac{1}{2} \left( \frac{\xi(t) + \gamma(t) p_{md} \tau_p}{\tau_s + \tau_p} \right) I_{\bar{g}},
\]

almost surely as \( N \to \infty \), given \( \tau_s \ll \tau_p \), where
\[ \xi(r) := \sum_{m=1}^{r-1} \frac{1 - p_{na}}{1 - p_{na} + p_{md}(1 - \frac{m}{r})} \frac{1}{m} \frac{1}{2^r}. \]
\[ \gamma(r) = \sum_{m=0}^{r-1} p_{se} \frac{1}{p_{md} m} \frac{1}{2^r}. \]

The proof is given in Appendix B.

One can similarly consider the dynamics of the Shannon capacity of the primary link at time \( t \). The Shannon capacity of the primary link in band \( b_i \) is given by:

\[ C^{(\text{p})}(t) := \log_2 \left( 1 + \frac{P_p}{\mathcal{N}_0 W_i + d^p P^{(\text{p})}(t)} \right), \]

where \( \mathcal{N}_0 W_i \) is the total noise power in band \( b_i \), \( d \) is the distance between the primary transmitter and receiver, and \( \eta \) is the path loss exponent. Now, by Proposition 4.2, as \( N \to \infty \), the interference converges to its mean value almost surely. Thus, by the smoothness of the \( \log_2(\cdot) \) function, we have the following proposition regarding the Shannon capacity of band \( b_i \) (parallel to Proposition 4.2):

**Proposition 4.4:** Let \( C^{(\text{p})}(t) \) be the Shannon capacity of the primary link in band \( b_i \) at time \( t \in [t_l, t_{l+1}] \). Then, \( C^{(\text{p})}(t) \) converges to its mean value given by

\[ C^{(\text{p})}(t) \to \log_2 \left( 1 + \frac{P_p}{\mathcal{N}_0 W_i + d^p P^{(\text{p})}(t)} \right) \]

almost surely as \( N \to \infty \).

Similarly, a general expression for the Shannon capacity of the primary link at any time \( t \) (parallel to Eq. (14)), and the ensemble average of the Shannon capacity with respect to the primary link activity (parallel to Proposition 4.3) can be obtained. But, the details are omitted for brevity.

4.2 Secondary Dynamics

Recall that \( I \subseteq \{1, 2, \ldots, N\} \) denotes the indices corresponding to the secondary users within a distance \( R_0 \) from the primary receiver. As before, let \( t_1, t_2, \ldots \) denote the time instances corresponding to the state transitions of the primary link, and let \( \mathcal{J}(t) := \{b_i A^{(p)}(t_j) = 1\} \) be the set of frequency bands in which the primary link is active after a transition at time \( t \). Also, let \( \mathcal{H}(t) \subseteq \{1, 2, \ldots, r\} \) be the set of frequency bands across which user \( c_i \) performs the GADA algorithm, at time \( t \). Note that for \( i \notin I \), we simply have \( \mathcal{H}(t) = \{1, 2, \ldots, r\} \). However, for \( i \in I \), \( \mathcal{H}(t) \) includes all the \( r \) frequency bands, except for those of which secondary user \( c_i \) has knowledge of the activity of the primary link, and in which the primary link is active at time \( t \). In this regard, \( \mathcal{H}(t), \) for \( i \in I \) is not necessarily the same as \( \mathcal{J}(t) \), unless the secondary users have genie knowledge of the activity of the primary link. Moreover, let \( \gamma_k \), for \( k = 1, 2, \ldots, N 
}\]
The details of the derivation of $U^0_p(t)$ and $U^0_{ps}(t)$ are similar to that of $U_0(t)$ in [1], and are left to the reader. Note that the linear drift terms of the above differential equations have different time constants. It is possible to obtain near-equilibrium approximations to the above equations as in [1], given $\tau_s < \tau_p$, so that the interval $[t, t_{eq}]$ is typically long enough for the above equations to reach near the equilibrium point. Also, note that for $t \gg \tau_s$, we have $\mathcal{H}_i(t) = f^i(t)$ for all $i \in I$, and $\mathcal{H}_i(t) = \{1, 2, \cdots, r\}$ for all $i \notin I$. The details of the near-equilibrium linearization are omitted for brevity.

5. Discussion of the Main Results

Theorem 4.1 studies the time evolution of the average number of active secondary users in a frequency band just occupied by the primary link, following a transition. In fact, for $N$ large enough, the theorem implies that the temporal evolution of the number of active secondary users is given by an exponential with time constant $\tau_s$. This is due to the fact that the normalized variance of the number of active users vanishes as $N \to \infty$.

Proposition 4.2 which is based on Theorem 4.1, gives a closed form expression for the interference experienced by the primary receiver in a frequency band which is just occupied following a state transition, asymptotically as $N \to \infty$. In parallel, Proposition 4.4 gives a similar expression for the Shannon capacity of the primary link.

Proposition 4.3 concerns the average steady state behavior of the overall interference experienced by the primary link. The average interference experienced by the primary receiver is given in closed form based on the system parameters $R_{\min}$, $R_0$, $R_{\max}$, $\Delta$, $r$, $\tau_s$, $\tau_p$, $p_{ta}$, and $p_{md}$. The result of Proposition 4.3 reveals the effect of the system parameters on the average interference experienced by the primary receiver. In particular, the term $\frac{1}{\Delta} \mathcal{H}_s$ reflects the average normalized interference from the secondary users beyond the radius $R_0$, which do not regulate their transmission based on the activity of the primary link. Hence, this portion of the average normalized interference can be considered as the "background" interference. The next term involving $J_s$ reflects the excess interference due to the delay and detection error of the secondary users in abiding by the vertical spectrum sharing regulations. This term can be made arbitrarily small if the miss detection error $p_{md}$ and the ratio $\tau_s/\tau_p$ are small enough.

Finally, the dynamics of the network utility of the secondary users is explored in Sect. 4.2. Due to the existence of the primary link, the network utility of the secondary users is decomposed into two parts corresponding to the secondary-to-secondary and primary-to-secondary interference, respectively. It has been shown that the secondary-to-secondary and primary-to-secondary interference have linear drift terms with time constants of $\tau_s/2$ and $\tau_s$, respectively.

6. Simulation Results

6.1 Simulation Settings

As for the simulations, we conform to the system model in Fig. 1. For this purpose, we normalize the distances as $R_{\min} = 1$, $R_0 = 1.8$ and $R_{\max} = 3$. Also, the distance between the primary receiver and transmitter is assumed to be $R_{\min}$, which corresponds to the worst case. We consider 100 secondary users distributed uniformly between the two discs of radii $R_{\min}$ and $R_{\max}$. Also, we normalize the powers as $P_s = 1$ and $P_p = 500$. We consider two frequency bands available for transmission ($r = 2$). Finally, the time is normalized so that $\tau_p = 2$ (recall that $1/\tau_p$ is the transition rate of the activity state of the primary link). All the following simulations are performed for a fixed spatial distribution of the 100 secondary users, where 38 secondary users are located within the radius of $R_0$ from the primary receiver.

6.2 Dynamics of $n^{(1)}(t)$, $I(t)$ and $C_p(t)$

In the first experiment, we consider the scenario where the primary transmitter is inactive in both bands from time $t = 0$ to $t = 0.2$. At time $t = 0.2$, the primary link becomes active in band $b_1$. Also, we suppose that at this time, all the 100 users are in band $b_1$, and that $p_{md} = p_{ta} = 0$.

Figure 2 shows the time evolution of $n^{(1)}(t)$, $I(t)$ and $C_p(t)$ in this scenario, with $\tau_1 = 0.1$. As it can be observed from Fig. 2, the dynamics of these parameters perfectly matches the analytical results of Theorem 4.1, Proposition 4.2 and 4.4. That is, the values of $n^{(1)}(t)$, $I(t)$ and $C_p(t)$ converge to their mean for all $t$, for $N$ large enough. Moreover, the interference and Shannon capacity of the primary receiver converge to their optimal values exponentially fast in $1/\tau_s$, as predicted by the analytical results.

6.3 The Effect of $\tau_s$, $p_{md}$ and $p_{ta}$ on the Dynamics

In the second experiment, we consider the steady state of

---

![Simulation vs. analytical results for the primary link interference, capacity and number of active secondary users.](image-url)
the system, where the activity of the primary link is modeled by a two state symmetric Markov model with transition rate $1/\tau_p = 0.5$. We record the number of active secondary users in each band, primary link interference and Shannon capacity, and the sum-rate of secondary users, $U''(t)$, for an interval of 10s.

Figure 3 shows the time evolution of the above quantities for $p_{nd} = p_{na} = 0$, $\tau_s = 0.1$ and $\tau_p = 2$. Note that the GADIA algorithm is performed by the secondary users with a rate of $1/\tau_s = 10$ per user. As it can be observed from Fig. 3, in this case the optimal rate of the primary is not achieved instantaneously. Moreover, the sum-rate of the secondary users increases as the primary link becomes inactive in each of the frequency bands.

Finally, Fig. 4 shows the same quantities for $p_{nd} = p_{na} = 0.1$, and $\tau_s = 0.1$ and $\tau_p = 2$. In this case, the secondary users detect the activity state of the primary link with nonzero error probability. Hence, as it can be observed from Fig. 4, the primary interference and capacity, number of active users and the secondary sum-rate fluctuate around their optimal values, as predicted by Proposition 4.2.

7. Conclusion

We have studied the problem of spectrum sharing in cognitive radios in a vertical spectrum sharing scenario. In this scenario, the secondary users detect the activity of the primary links and regulate their transmissions accordingly, in order to avoid interfering with the primary users. Moreover, the secondary users share the spectrum using the Greedy Asynchronous Distributed Interference Avoidance (GADIA) algorithm while controlling their interference on the primary users. Several analytical results presented in this paper establish the temporal behavior of the system parameters such as primary interference and Shannon capacity and the aggregate interference of the secondary users. In particular, these results imply that the primary user achieves near-optimal rates at all times, and the secondary users achieve near-optimal sum-rates by performing the GADIA algorithm. Finally, simulation studies reveal the validity of our analytical results.
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Appendix A: Proof of Theorem 4.1

Recall the Itô equation [9] given by Eq. (10):

$$da_k^{(i)}(t) = -a_k^{(i)}(t)dt + (1 - a_k^{(i)}(t))dN_k$$

Taking the expectation of both sides yields:

$$dE_s(a_k^{(i)}(t)) = \frac{1}{\tau_s} E_s(a_k^{(i)}(t))dt + \frac{P_s}{\tau_s} dt$$

Therefore,

$$E_s(a_k^{(i)}(t)) = a_k^{(i)}(t)e^{-\tau_s(t-t_s)} + p_s(1 - e^{-\tau_s(t-t_s)}) \quad (A-1)$$

and

$$E_s(n^{(i)}(t)) = n_{e} e^{-\tau_s(t-t_s)} + a N P_s (1 - e^{-\tau_s(t-t_s)}) \quad (A-2)$$

One can similarly compute the variance of $a_k^{(i)}(t)$, hence $n^{(i)}(t)$. By the Itô rule, we have:

$$d(a_k^{(i)}(t)^2) = \left(2a_k^{(i)}(t) - a_k^{(i)}(t)^2 \right) dN_k + \left( a_k^{(i)}(t) + 1 - a_k^{(i)}(t)^2 - a_k^{(i)}(t)^2 \right) dN'_k$$

$$= -a_k^{(i)}(t^2) dN_k + (1 - a_k^{(i)}(t)^2) dN'_k$$

Therefore,

$$E_s(a_k^{(i)}(t)^2) = a_k^{(i)}(t_s)^2 e^{-\tau_s(t-t_s)} + p_s (1 - e^{-\tau_s(t-t_s)}) \quad (A-3)$$

We then have:

$$E_s(n^{(i)}(t)^2)) = E_s\left(\left( \sum_k a_k^{(i)}(t) \right)^2 \right)$$

$$= \sum_k E_s(a_k^{(i)}(t)^2) + \sum_{k \neq m} E_s(a_k^{(i)}(t)) E_s(a_m^{(i)}(t))$$

which can be simplified as:

$$E_s(n^{(i)}(t)^2)) = n_{e} e^{-\tau_s(t-t_s)} + a N P_s (1 - e^{-\tau_s(t-t_s)})$$

$$+ n_{e} (n_{e} - 1) e^{-\tau_s(t-t_s)} + p_s (1 - e^{-\tau_s(t-t_s)})^2$$

$$+ a N (a N - n_{e}) (a N - n_{e} - 1) p_s (1 - e^{-\tau_s(t-t_s)})^2$$

$$+ 2 (a N - n_{e}) n_{e} p_s (1 - e^{-\tau_s(t-t_s)})^2 e^{-\tau_s(t-t_s)} + p_s (1 - e^{-\tau_s(t-t_s)})^2$$

$$= \left( n_{e} (1 - 2 p_s e^{-\tau_s(t-t_s)} + a N P_s (1 - e^{-\tau_s(t-t_s)}) \right)$$

$$\times (1 - e^{-\tau_s(t-t_s)}) \times$$

$$\left( n_{e} (1 - 2 p_s e^{-\tau_s(t-t_s)} + a N P_s (1 - e^{-\tau_s(t-t_s)}) \right)$$
Therefore, the normalized variance of \( n^{(i)}(t) \) is given by:

\[
\sigma^2_{n^{(i)}} = \frac{1}{N^2} \mathbb{E}_0 \left\{ n^{(i)}(t)^2 - \mathbb{E}_0 [n^{(i)}(t)]^2 \right\}
\]

\[
= \left(1 - e^{-(t-t_\ell)/\tau_\ell} \right) \frac{1}{N} \times \left[ \alpha_t (1 - 2p_x e^{-(t-t_\ell)/\tau_\ell} + \alpha p_x (1 - p_x + p_x e^{-(t-t_\ell)/\tau_\ell}) \right],
\]

which establishes the claim of the theorem.

**Appendix B: Proof of Proposition 4.3**

In order to compute the ensemble average with respect to the \( r \) independent Markov processes, we invoke the ergodicity of the underlying Poisson processes [16] and carry out the averaging in the time domain. Consider the frequency band \( b_j \), and the corresponding transition times of type 1 and 2, given by \( \left(t_k^{(j)} \right)_{k=1}^\ell \) and \( \left(r_k^{(j)} \right)_{k=1}^\ell \), respectively, with the interlacing property given in Eq. (13). The temporal average of the inner summation in the definition of \( \bar{I}_b(t) \), in band \( b_j \) in the time interval \([t_k^{(j)}, t_{k+1}^{(j)}] \) is given by Eq. (A.4).

\[
\lim_{\ell \to \infty} \frac{1}{2\ell - 1} \sum_{k=1}^\ell \int_0^{t_k^{(j)}} \{ \alpha_k^{(j)} e^{-(t-t_k^{(j)})/\tau_k^{(j)}} + \alpha p_x (1 - e^{-(t-t_k^{(j)})/\tau_k^{(j)}}) \} I_b \, dt
\]

\[
= \frac{1}{2\ell - 1} \sum_{k=1}^\ell \left( \alpha_k^{(j)} - \alpha_k^{(j)} e^{-(t-t_k^{(j)})/\tau_k^{(j)}} \right) \int_0^{t_k^{(j)}} I_b \, dt
\]

Dividing the numerator and denominator of Eq. (A.4) by \( 2\ell - 1 \) (the number of intervals between the transitions) and simplifying the integral in the numerator results in Eq. (A.5).

\[
\lim_{\ell \to \infty} \frac{1}{2\ell - 1} \sum_{k=1}^\ell \int_0^{t_k^{(j)}} \{ \alpha_k^{(j)} e^{-(t-t_k^{(j)})/\tau_k^{(j)}} + \alpha p_x (1 - e^{-(t-t_k^{(j)})/\tau_k^{(j)}}) \} I_b \, dt
\]

\[
= \frac{1}{2\ell - 1} \sum_{k=1}^\ell \left( \alpha_k^{(j)} - \alpha_k^{(j)} e^{-(t-t_k^{(j)})/\tau_k^{(j)}} \right) \int_0^{t_k^{(j)}} I_b \, dt
\]

Next, evaluating the integral yields Eq. (A.6).

\[
\lim_{\ell \to \infty} \frac{\ell}{2\ell - 1} \sum_{k=1}^\ell \left[ \alpha_k^{(j)} e^{-(t-t_k^{(j)})/\tau_k^{(j)}} + \alpha p_x (1 - e^{-(t-t_k^{(j)})/\tau_k^{(j)}}) \right] I_b^{(j)}
\]

\[
= \frac{\ell}{2\ell - 1} \sum_{k=1}^\ell \left( \alpha_k^{(j)} - \alpha_k^{(j)} e^{-(t-t_k^{(j)})/\tau_k^{(j)}} \right) I_b^{(j)}
\]

\[
= \frac{\ell}{2\ell - 1} \sum_{k=1}^\ell \left( \alpha_k^{(j)} - \alpha_k^{(j)} e^{-(t-t_k^{(j)})/\tau_k^{(j)}} \right) I_b^{(j)}
\]

(A.6)

Now, consider the denominator of Eq. (A.6). Since the points \( t_k^{(j)} \) and \( r_k^{(j)} \) are samples from a Poisson point process, the intervals \( (t_k^{(j)} - t_{k+1}^{(j)}) \) and \( (r_k^{(j)} - r_{k+1}^{(j)}) \) are samples from an exponential distribution. That is,

\[
P_{t_k^{(j)}}(t_k^{(j)}) = P_{r_k^{(j)}}(r_k^{(j)}) = \frac{1}{\tau} e^{-t/\tau}
\]

Also, note that \( \alpha_k^{(j)} \) is statistically independent from \( (t_k^{(j)} - r_k^{(j)}) \) and \( (t_{k+1}^{(j)} - r_{k+1}^{(j)}) \), since \( \alpha_k^{(j)} \) is only a function of \( t_k^{(j)} \).

Therefore by invoking the ergodicity of the underlying Poisson process, we have:

\[
\lim_{\ell \to \infty} \frac{1}{2\ell} \sum_{k=1}^\ell \left( (t_k^{(j)} - t_{k+1}^{(j)}) + (r_k^{(j)} - r_{k+1}^{(j)}) \right) = \lim_{\ell \to \infty} \frac{1}{2} \sum_{k=1}^\ell \left( (t_k^{(j)} - t_{k+1}^{(j)}) - (r_k^{(j)} - r_{k+1}^{(j)}) \right) = \frac{1}{2} \int_0^\infty \frac{t}{\tau} e^{-t/\tau} \, dt = \frac{1}{2} \tau_p.
\]

Similarly, taking the limit of \( \ell \to \infty \) in the numerator and replacing \( \alpha_k^{(j)} \) by \( \mathbb{E}_p(\alpha_k^{(j)}) \), we get Eq. (A.7).

\[
\mathbb{E}_p \left[ \sum_{j=1}^m \int_0^\tau \{ \alpha_k^{(j)} e^{-(t-t_k^{(j)})/\tau_k^{(j)}} + \alpha p_x (1 - e^{-(t-t_k^{(j)})/\tau_k^{(j)}}) \} I_b^{(j)} \right] = \frac{\xi(r)}{r} \Lambda \pi (R_0^2 - R_\text{min}^2).
\]

(A.7)

Recall that, \( \alpha_k^{(j)} = n^{(j)}(t_k^{(j)})/N \). Thus, we need to evaluate \( \mathbb{E}_p[n^{(j)}(t_k^{(j)})] \) and \( \mathbb{E}_p(p_r) \) in the steady state. Assuming that \( \tau_s \ll \tau_p \), we first show that

\[
\mathbb{E}_p \left[ n^{(j)}(t_k^{(j)}) \right] = \frac{\xi(r)}{r} \Lambda \pi (R_0^2 - R_\text{min}^2),
\]

where \( \xi(r) \) is as defined in the statement of Proposition 4.3. To see this, first note that \( \Lambda \pi (R_0^2 - R_\text{min}^2) \) is the number of secondary users located between radii \( R_{\text{min}} \) and \( R_0 \). Suppose that at time \( t_{k-1}^{(j)} \) the set of frequency bands \( \mathcal{F}_k^j := \{1, 2, \ldots, m \} \mathcal{F}_k^j \) are not occupied by the primary link, and let \( 1 \leq m := |\mathcal{F}_k^j| \). Then, for \( t \gg \tau_s \), let \( p_a \) and \( p_m \) be the probabilities that a secondary user, chosen at random, uses the frequency band \( j \in \mathcal{F}_k^j \) or \( j \notin \mathcal{F}_k^j \), respectively. Then, we must have \( m p_a + (r - m) p_m = 1 \). Moreover, due to the detection error of the activity state of the primary link, we have \( p_a / p_m = (1 - p_a) / p_m \). Solving the above equations for \( p_a \) yields:

\[
p_a = \frac{1 - p_a}{m(1 - p_a) + (r - m)p_m}
\]

Hence, there are \( p_a \Lambda \pi (R_0^2 - R_\text{min}^2) \) users on average in each of the unoccupied bands, given \( |\mathcal{F}_k| = m \). Finally, in the steady state, the probability of \( |\mathcal{F}_k| = m \) is given by the Binomial density \( \mathcal{B}(m; \frac{1}{2}, r) \). Averaging over \( m \), yields Eq. (A.8). Note that, the condition of \( \tau_s \ll \tau_p \) implies that the secondary users have enough time to sense the spectrum and occupy the available frequency bands between any two consecutive state transitions of the primary. Similarly, by averaging over \( m \), we get \( \mathbb{E}_p(p_r) = \frac{\xi(r) \tau_s}{\tau_s + \tau_p} \mathbb{E}_p(p_m) \). Evaluating the integral and simplifying Eq. (A.7) yields:

\[
\mathbb{E}_p \left[ \mathbb{E}_r(I(t)) \right] = \frac{1}{2} \mathbb{E}_r \left[ \frac{\xi(r) \tau_s + \gamma(r) p_m \tau_s}{\tau_s + \tau_p} \right] I_e.
\]

Finally, by Proposition 4.2,

\[
\mathbb{E}_p[I(t)] \to \mathbb{E}_p[I(t)]
\]

as \( N \to \infty \), almost surely. This establishes the claim of the proposition.
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