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Abstract

The objective of this thesis is to evaluate the potential for wind as an alternative energy source to replace fossil fuels and reduce global CO\textsubscript{2} emissions. From 1995 to 2007, fossil fuels as the major energy source accounted for an addition of 89.3 Gt of carbon to the atmosphere over this period, 29 % of which was transferred to the ocean, 15 % to the global biosphere, with the balance (57 %) retained in the atmosphere. Building a low-carbon and climate-friendly energy system is becoming increasingly urgent to combat the threat of global warming.

Onshore wind resources in the contiguous US could readily accommodate present and anticipated future US demand for electricity. The problem with the output from a single wind farm located in any particular region is that it is variable on time scales ranging from minutes to days posing difficulties to incorporate relevant outputs into an integrated power system. The issue of interconnection of wind farms is studied with specific attention to the physical factors that determine the temporal variability of winds in the near surface region of the atmosphere.

From a global perspective, generation of electricity from wind is determined ultimately by the balance between the production and dissipation of kinetic energy in the atmosphere. The origin of wind energy from 1979 to 2010 is investigated. The atmosphere acts as a thermal engine to produce wind energy, absorbing heat at higher temperatures (approximately 256 K), releasing heat at lower temperatures (approximately 253 K), as a consequence producing wind energy at a rate of 2.45 W/m\textsuperscript{2}, with a thermodynamic efficiency of 1.03 %.
The continuous blowing of wind is maintained by the thermodynamic instability of the atmospheric system. A framework is constructed to probe the relationship between the energy and entropy of the atmosphere, and to quantify two variables, the maximum work and the maximum increase in entropy which represent the thermodynamic instability. A large value for either variable corresponds to high thermodynamic instability and large potential for the atmosphere to produce wind energy. The results offer a fresh perspective on the energetics of the atmosphere.
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Chapter 1

Overview of this dissertation

The present research is motivated by an ambition to evaluate the potential of wind energy as an alternative energy source to replace fossil fuels and reduce emissions of the greenhouse gas CO₂. The dissertation begins with an analysis of the contemporary and historical budget of atmospheric CO₂ (see Chapter 2). The analysis developed a quantitative understanding of the relative importance of ocean uptake, exchange with the biosphere and combustion of fossil fuel in determining the change in CO₂ that has taken place in the atmosphere over the past hundred years. The results suggest that the contemporary increase in the concentration of CO₂ in the atmosphere is due mainly to emissions associated with the combustion of fossil fuels. Since 1995, approximately 57 % of the carbon released as a result of the fossil fuel source has persisted in the atmosphere, 29 % has been transferred to the ocean, and the balance (15 %) has been absorbed by the biosphere. From a long term perspective, the results indicate that the biosphere was responsible for a net source of CO₂ from 1840 to about 1940, and after 1940, the biosphere switched from a net source to a net sink.

The atmospheric concentration of CO₂ has reached approximately 390 ppm at the end of 2011. The increasing concentration of greenhouse gas in the atmosphere has caused an imbalance in the energy budget of the Earth: it is absorbing more energy from the sun than it is returning to space. The radiative forcing of CO₂ for 2011 relative to 1750 is 1.82 W/m², reflecting its dominate contribution to the total anthropogenic radiative forcing of 2.29 W/m² (IPCC 2013). The globally averaged combined land and ocean surface temperature data indicates a warming of 0.85 K over the period 1880 to 2012. Changes in extreme weather and climate
events have been observed since about 1950. If we are to avoid unacceptable future disruption of the global climate system, it will be necessary to constrain future growth in the concentration of the key climate altering gas CO$_2$.

The U.S. was the second largest CO$_2$ emitting country in 2012, with the electricity sector accounting for more than a third of total CO$_2$ emission. Wind energy received special attention in recent years as an abundant and economically competitive energy source. Lu et al. (2009) argued that an onshore network of GE 2.5 MW turbines installed in the contiguous U.S. could supply as much as 16 times total current U.S. demand for electricity. A study by the U.S. Department of Energy concluded that wind could account economically for 20% of total U.S. demand for electricity by 2030 (DOE 2008). The problem with the output from a single wind farm located in any particular region is that it is variable on time scales ranging from minutes to days posing difficulties to incorporate relevant contributions into the integrated power system. The variability of wind over the Central Plains region considered here is associated primarily with the passage of transient waves with a characteristic time scale of a few days. Using 5 years of assimilated wind data from the Modern Era Retrospective-analysis for Research and Applications (MERRA) compilation covering the period Dec 2002 to Nov 2007, the study on interconnection (see Chapter 3) was conducted with specific attention to the physical factors that determine the temporal variability of winds in the near surface region of the atmosphere. The results show that the high frequency variability of wind-generated power can be eliminated by coupling outputs from 5-10 wind farms dispersed uniformly over the ten state region emphasized in this study. More than 95% of the variability of the coupled system is concentrated at time scales longer than a day, allowing operators of the overall system to take advantage of multiple day weather forecasts in scheduling projected contributions from wind. The high frequency variability of
outputs from individual wind farms is determined mainly by small scale turbulence associated with local conditions. Combining uncorrelated high frequency outputs from multiple locations serves to markedly reduce the variability of the overall system output.

From a global viewpoint, wind energy has been experiencing rapid growth through the past decade, with total capacity doubling every three years. The global installed wind capacity reached a level of more than 237 GW at the end of 2011, of which approximately 40 GW were added in 2011, the highest level recorded to date. Wind turbines installed worldwide were capable by the end of 2011 of providing 500 TWh of electricity per year, accounting for approximately 3 % of total global production of electricity. A key question is whether there is a physical limit to the extraction of energy from wind. Various groups have attempted to answer this question based on numerical modeling (e.g. Miller et al. 2011; Marvel et al. 2012; Jacobson and Archer 2012; Adams and Keith 2011). There is a notable discrepancy among their results. Answering the question of the ultimate limit of the atmosphere as a source of wind-generated electric power requires a detailed study of the underlying physics of kinetics of the global atmosphere.

Based on MERRA data for the period January 1979 to December 2010, the origin of wind energy is investigated from both mechanical and thermodynamic perspectives (see Chapter 4). The atmosphere acts as a thermal engine, absorbing heat at higher temperatures, approximately 256 K, releasing heat at lower temperatures, approximately 253 K. The process produces work at a rate of 2.46 W/m² sustaining thus the circulation of the atmosphere, with a thermodynamic efficiency of 1.03 %. The analysis indicates upward trends in both kinetic energy production and thermodynamic efficiency over the past 32 years, indicating that wind energy resources may be increasing in the current warming climate.
The circulation of the atmosphere can be split into two components: the zonal mean meridional circulation and the eddies. Accordingly, the production of kinetic energy of wind can be partitioned into a contribution from the meridional circulation and a contribution from eddies (Peixoto and Oort 1992). The meridional circulation consists of three systems: the Hadley system in the tropics, the Ferrel system at mid-latitudes and the Polar system at high-latitudes. An approach was developed to investigate the key thermodynamic properties of the Hadley and Ferrel systems, quantifying them using MERRA data covering the period January 1979 to December 2010 (see Chapter 5). The results indicate that the thermodynamic efficiency of the Hadley system, considered as a heat engine, has been relatively constant over the 32 year period covered by the analysis, averaging 2.6%. Over the same interval, the power generated by the Hadley regime has risen at an average rate of about 0.51 TW per year, reflecting an increase in energy input to the system consistent with the observed upward trend in tropical sea surface temperatures. The Ferrel system acts as a heat pump with a coefficient of performance of 12.1, consuming kinetic energy at an approximate rate of 275 TW, exceeding the power production of the Hadley system by 77 TW. The Polar meridional cell is too weak to allow its contribution to be calculated following the procedure adopted for the Hadley and Ferrel systems.

Motions of the atmosphere against friction convert kinetic energy of wind to internal energy. This process is thermally irreversible, resulting in an increase in entropy. The continuous production of kinetic energy is maintained as a result of the thermodynamic instability of the atmosphere. A framework is constructed to probe the relationship between energy and entropy of the atmosphere, and quantify two variables, the maximum work and the maximum increase in entropy associated with the thermodynamic instability (see Chapter 6). A large value for either
variable corresponds to high thermodynamic instability and a large potential to produce wind energy. The results offer a fresh perspective on the energetics of the atmosphere.
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Chapter 2

The contemporary and historical budget of atmospheric CO$_2$

[Huang, J., and M. B. McElroy, 2012: The contemporary and historical budget of atmospheric CO$_2$. Canadian Journal of Physics, 90, 707-716.]

Abstract

Observations of CO$_2$ and O$_2$ are interpreted to develop an understanding of the changes in the abundance of atmospheric CO$_2$ that have arisen over the period 1995 to 2007. Fossil fuels accounted for an addition of 89.3 Gt of carbon to the atmosphere over this time period, 29 % of which was transferred to the ocean, 15 % to the global biosphere, with the balance, 57 %, retained by the atmosphere. Analysis of historical data for CO$_2$ derived from studies of gases trapped in ice at Law Dome in Antarctica indicate that the biosphere represented a net source of atmospheric CO$_2$ prior to 1940, switching subsequently to a net sink.

2.1 Introduction

The bulk of the Earth’s carbon resides in the sediments. The ocean ranks number two, followed by soils, the atmosphere and the biosphere. The concentration of CO$_2$ in the atmosphere has varied between about 180 ppm and 280 ppm over much of the past million years or so --- low during glacial epochs, high during the relatively short duration interglacial environments that
punctuated global climate conditions over this interval. The glacial/interglacial variability of atmospheric CO$_2$ reflects primarily a redistribution of carbon between the atmosphere on the one hand and the combined ocean/biosphere/soil reservoir on the other.

The lifetime of carbon in sediments is measured in hundreds of millions of years. Carbon is returned from sediments to the ocean/atmosphere/biosphere/soil when sediments are uplifted and weathered or when the sediments are drawn down into the mantle and cooked. Return in the latter case occurs in conjunction with hot springs and volcanoes. Changes in sediment cycling rates over time have resulted in a variety of different levels of carbon in the atmosphere and for a wide range of different climate conditions. The lifetime of carbon in the ocean/atmosphere/biosphere/soil reservoir is a few hundred thousand years. We would expect variations in CO$_2$ occasioned by temporary imbalances in the sediment source/sink to be manifest therefore on time scales at least this long. The challenge at the moment is that demands for the fossil fuels (coal, oil and natural gas) and cement production in our modern economy are seriously accelerating the natural rate at which carbon is returned to the atmosphere from sediments, by more than a factor of 50. It is not surprising under the circumstances that the abundance of CO$_2$ in the atmosphere is rising rapidly at the present time.

The increase began in the late 18$^{th}$ century roughly coincident with the industrial revolution. It has risen in the interim from a level of about 285 ppm characteristic of typical unperturbed (natural) interglacial conditions to a contemporary value of approximately 400 ppm. There can be little doubt that combustion of fossil fuel has been a major contributor to the recent rise in the abundance of atmospheric CO$_2$. A portion of the CO$_2$ added to the atmosphere over the past several hundred years has been absorbed by the ocean. At the same time there have been important changes in the quantity of carbon stored in the biosphere and soils. The early rise in
CO₂ was clearly due to a net release of carbon from the biosphere and most likely also from soils. Conversion of forested land to agriculture in the eastern region of North America in the late 18\textsuperscript{th} and early 19\textsuperscript{th} centuries for example resulted without question in a net transfer of carbon to the atmosphere: the observed increase in the abundance of atmospheric CO₂ in this period exceeds by a significant factor the quantity of CO₂ produced as a consequence of the early use of fossil fuels. As richer soils in the interior of the continent were opened up for development, poorer lands in the east were abandoned and forests were allowed to regrow. Plowing the carbon rich soils of the Mid West resulted almost certainly in an additional net transfer of carbon to the atmosphere. Regrowth of the forests previously depleted in the east would have resulted in a net sink for atmospheric carbon. Closer to present, it is apparent that clearance of land in the tropics and subtropics, deforestation, has contributed an important additional source of atmospheric CO₂. On the other hand, as we shall see, the biosphere/soil system on a global scale is presently responsible for a net sink.

The objective for this paper is to develop a quantitative understanding of the relative importance of ocean uptake, exchange with the biosphere/soil system and combustion of fossil fuel in determining the change in CO₂ that has taken place in the atmosphere over the past several hundred years. The late Charles David Keeling was the early pioneer in developing a high quality record of modern changes in the abundance of atmospheric CO₂. Data from the stations he established on Mauna Loa, Hawaii, and at the South Pole have provided an essentially continuous record of the changes in the abundance of CO₂ at these stations since the late 1950’s. Keeling's ambition was to use precise measurements of CO₂ as a window on the carbon cycle. He extended his observations later to include measurements of the isotopic composition of atmospheric CO₂, the ratio of $^{13}$C to $^{12}$C. The photosynthetic process favors
absorption of $^{12}$C over $^{13}$C. As a consequence, reduced forms of carbon (carbon in biosphere, soil, and fossil fuel materials) are isotopically light relative to carbon in the atmosphere. Combustion of fossil fuels adds a source of isotopically light carbon to the atmosphere. Net transfer of carbon from the atmosphere to the biosphere (in what follows we use biosphere as a shorthand to indicate the combination of above ground and below ground sources of organic carbon) would result in a net increase in the abundance of $^{13}$C relative to $^{12}$C in the atmosphere, a net decrease if the biosphere should act as a net source of atmospheric CO$_2$. Isotopic fractionation associated with transfer of carbon between the atmosphere and ocean is much less than the fractionation associated with exchange between the atmosphere and biosphere.

The isotopic composition of a sample containing carbon (the abundance of $^{13}$C relative to $^{12}$C) is expressed in terms of a quantity $\delta^{13}$C defined as follows:

\[
d\delta^{13}C(\%/00) = \left[ \frac{R_{\text{sample}} - R_{\text{standard}}}{R_{\text{standard}}} \right] \times 10^3
\]

(2.1)

where $\delta^{13}$C is expressed in parts per thousand ($^0/00$), and $R_{\text{sample}}$ and $R_{\text{standard}}$ express the molar ratios of $^{13}$C relative to $^{12}$C in the sample and in a standard gas respectively. Addition of carbon to the atmosphere associated with combustion of fossil fuel has resulted in a net decrease of about 0.7 $^0/00$ in the value of $\delta^{13}$C for atmospheric CO$_2$. A number of authors, including Charles David Keeling, have exploited observations of the abundance of CO$_2$ in the atmosphere in combination with measurements of $\delta^{13}$C over the past 30 years to distinguish the relative contributions of atmosphere/biosphere and atmosphere/ocean exchange to the overall budget of atmospheric CO$_2$ (Friedli et al. 1986; Ciais et al. 1995; Battle et al. 2000; Keeling et al. 2001). An alternate approach, based on a combination of measurements for CO$_2$ together with data on the changing abundance of atmospheric O$_2$ is adopted for purposes of the present analysis.
The premise of the oxygen approach is basically simple. If you know the concentrations of atmospheric CO\(_2\) and O\(_2\) at time \(t\) and if you also know the concentrations at some later time \(t+\Delta t\), the question is how you make the transition from the conditions appropriate for time \(t\) to those applicable at time \(t+\Delta t\). Combustion of fossil fuel is responsible for a net increase in the abundance of CO\(_2\) with an associated decrease in the abundance of O\(_2\). Consider a two-dimensional diagram in which one axis is represented by the concentration of CO\(_2\), the other measures the concentration of O\(_2\). If you know the composition of the fossil fuels that are consumed, and this can be determined, you can immediately draw a line indicating the trajectory in the 2-dimensional diagram representing the change attributable to the fossil fuel source. Uptake of CO\(_2\) by the ocean will cause the trajectory to continue along an essentially horizontal path since exchange with the ocean is not expected to result in any significant change in the abundance of O\(_2\) (oxygen is relatively insoluble in the ocean). The challenge then is to arrive at the final destination. Biospheric exchange results in a predictable change in the ratio of the change in CO\(_2\) as compared to the change in O\(_2\) (i.e. the slope of the final segment of the trajectory is predetermined). The procedure, subject to its assumptions, results in a unique determination of the magnitude of the ocean sink and the magnitude of either the source or sink associated with the biosphere. A schematic illustration of this procedure is plotted in Figure 2.1. There is a minor complication to this analysis to be discussed later. The ocean on a short time scale could contribute either a small source or sink for O\(_2\) reflecting a temporary imbalance in rates for photosynthesis and compensatory respiration and decay. Additional release of CO\(_2\) from the ocean to the atmosphere could arise as a result of net warming of surface ocean waters. The assumption is that by averaging data over several (relatively short) years, the limitations imposed by these complications can be minimized. The oxygen approach was developed by another
member of the Keeling family, Charles David’s son Ralph. It would not strain credulity too much to assert that a large fraction of what we now know about the contemporary atmospheric CO₂ budget can be attributed to the ingenuity and persistence of a pair of talented individuals from a single family, the Keelings.

![Figure 2.1](image)

**Figure 2.1** Schematic illustration of trends in CO₂ and O₂.

The data on CO₂ and O₂ adopted for this analysis together with information on the emissions of CO₂ from fossil fuel are described in Section 2.2. Results from a global balance model are presented in Section 2.3, which includes an account of the physical and chemical processes regulating uptake of CO₂ by the ocean. The model is applied on a hemispheric basis in Section 2.4. The analysis in Sections 2.3 and 2.4 is limited by the available O₂ data to the time interval 1995-2007. The time horizon is extended in Section 2.5 to cover the period 1840 to 2007 based in this case on consideration of what is known as the air borne fraction, the fraction of CO₂ emitted that persists in the atmosphere rather than being incorporated in the ocean. Summary concluding remarks are presented in Section 2.6.
2.2 Data sources for the study

Our objective here is to develop a record establishing the changes in the global average concentrations of CO$_2$ and O$_2$ that have arisen in the past. Observations of O$_2$ are available only for the period subsequent to 1995. Data from analyses of gases trapped in ice cores allow the record of CO$_2$ to be extended much further into the past. As indicated above, the time horizon selected for purposes of the studies described in Sections 2.3 and 2.4 is 1995-2007. The time horizon addressed in Section 2.5 extends back to 1840.

To calculate global and hemispheric average concentrations of CO$_2$ for the recent time period we selected observations from 11 stations covering a latitude domain extending from 82.3°N (Alert, NWT, Canada) to the South Pole. The observational CO$_2$ data used in the research is from Scripps Institute of Oceanography CO$_2$ program (http://scrippsco2.ucsd.edu/data/data.html). The choice of stations is summarized in Table 1. The stations are located in remote regions such that data from these stations are not expected to be impacted significantly by either local sources or sinks. Measurements from individual stations are assumed to be representative of conditions in the latitude zones in which the stations are located. Hemispheric and global averages were computed by weighting monthly averages of station data in proportion to the surface area of the Earth appropriate for the latitude zones to which the stations were assigned. Trends in global averages and hemispheric contrast computed in this fashion are presented in Figures 2.2a and 2.2b. Measurements of gases trapped in a series of three cores drilled at Law Dome in East Antarctica were used to extend the CO$_2$ record back to 1830. These data were selected in recognition of the fact that the Law Dome cores are characterized by a relatively high accumulation rates, low concentrations of impurities and regular stratigraphic layering
unperturbed either by surface winds or by ice flow at depth (Etheridge et al. 1996). The ice core results, taken as representative of global average conditions, are displayed in Figure 2.3.

**Table 2.1** Stations included in the global & hemispheric CO$_2$ averaging process.

<table>
<thead>
<tr>
<th>Station</th>
<th>Latitude (deg.)</th>
<th>Longitude (deg.)</th>
<th>Elevation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alert, NWT, Canada</td>
<td>82.3 °N</td>
<td>62.3 °W</td>
<td>210</td>
</tr>
<tr>
<td>Point Barrow, Alaska</td>
<td>71.3 °N</td>
<td>156.6 °W</td>
<td>11</td>
</tr>
<tr>
<td>La Jolla Pier, California</td>
<td>32.9 °N</td>
<td>117.3 °W</td>
<td>10</td>
</tr>
<tr>
<td>Baja California Sur, Mexico</td>
<td>23.3 °N</td>
<td>110.2 °W</td>
<td>4</td>
</tr>
<tr>
<td>Cape Kumukahi, Hawaii</td>
<td>19.5 °N</td>
<td>154.8 °W</td>
<td>3</td>
</tr>
<tr>
<td>Christmas Island</td>
<td>2.0 °N</td>
<td>157.3 °W</td>
<td>2</td>
</tr>
<tr>
<td>American Samoa</td>
<td>14.2 °S</td>
<td>170.6 °W</td>
<td>30</td>
</tr>
<tr>
<td>Kermadec Island</td>
<td>29.2 °S</td>
<td>177.9 °W</td>
<td>2</td>
</tr>
<tr>
<td>Baring Head, New Zealand</td>
<td>41.4 °S</td>
<td>174.9 °E</td>
<td>85</td>
</tr>
<tr>
<td>Palmer Station, Antarctica</td>
<td>64.9 °S</td>
<td>64.0 °W</td>
<td>10</td>
</tr>
<tr>
<td>South Pole</td>
<td>90.0 °S</td>
<td></td>
<td>2810</td>
</tr>
</tbody>
</table>
Figure 2.2 (a) Global atmospheric CO$_2$ concentration from 1995 to 2007, in ppm, derived by weighting monthly averages of station data in proportion to the surface area of the appropriate for the latitude zones to which the stations were assigned. The red line is with the seasonal cycle, the black line with the seasonal cycle removed. (b) Hemispheric CO$_2$ contrast (northern hemisphere CO$_2$ concentration minus southern hemisphere concentration) from 1995 to 2007, in ppm, reflecting the fact that fossil fuel combustion is largely concentrated in the northern hemisphere.
Changes in the abundance of $O_2$ are expressed in terms of changes in the ratio of the concentration of $O_2$ relative to $N_2$. Expressed using the $\delta$ notation, the fractional difference in the $O_2$ content of a sample relative to the concentration in a reference gas is given by:

$$\delta\left(\frac{O_2}{N_2}\right) = \frac{\left(\frac{O_2}{N_2}\right)_{\text{sample}}}{\left(\frac{O_2}{N_2}\right)_{\text{reference}}} - 1$$  \hspace{2cm} (2.2)

where $\delta\left(\frac{O_2}{N_2}\right)$ denotes the ratio of the concentration of $O_2$ relative to $N_2$ in the sample and defines the ratio for the reference gas. Values of $\delta\left(\frac{O_2}{N_2}\right)$ are quoted conventionally in units of per meg. One per meg equals 0.0001 percent. The observational $CO_2$ data used in this article are taken from the Scripps Institute of Oceanography $O_2$ program (http://scrippo2.ucsd.edu/osub2sub-data). The choice of stations is summarized in Table 2. The trend in global average $\delta\left(\frac{O_2}{N_2}\right)$ was computed using the same procedure as was applied to
compute the averages for CO$_2$ displayed in Figure 2.2, and is presented in Figure 2.4a. As indicated, the abundance of O$_2$ relative to N$_2$ decreased by approximately 250 per meg between 1995 and 2007. Over the same period, as illustrated in Figure 2.2a, the concentration of globally averaged CO$_2$ increased by 25 ppm. The contrast in O$_2$/N$_2$ between the northern and southern hemisphere is illustrated in Figure 2.4b. As expected, the abundance of O$_2$ in the northern hemisphere is lower than that in the southern hemisphere, reflecting the fact that fossil fuel combustion is largely concentrated in the northern hemisphere.

Table 2.2 Stations included in the global & hemispheric O$_2$ averaging process.

<table>
<thead>
<tr>
<th>Station</th>
<th>Latitude (°)</th>
<th>Longitude (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alert, NWT, Canada</td>
<td>82 °N</td>
<td>62 °W</td>
</tr>
<tr>
<td>Cold Bay, Alaska</td>
<td>55 °N</td>
<td>163 °W</td>
</tr>
<tr>
<td>Cape Kumukahi, Hawaii</td>
<td>20 °N</td>
<td>155 °W</td>
</tr>
<tr>
<td>La Jolla Pier, California</td>
<td>33 °N</td>
<td>117 °W</td>
</tr>
<tr>
<td>Mauna Loa Observatory, Hawaii</td>
<td>20 °N</td>
<td>156 °W</td>
</tr>
<tr>
<td>American Samoa</td>
<td>14 °S</td>
<td>170 °W</td>
</tr>
<tr>
<td>Cape Grim, Australia</td>
<td>41 °N</td>
<td>150 °W</td>
</tr>
<tr>
<td>Palmer Station, Antarctica</td>
<td>65 °S</td>
<td>64 °W</td>
</tr>
<tr>
<td>South Pole</td>
<td>90 °S</td>
<td></td>
</tr>
</tbody>
</table>

Trends in emissions of CO$_2$ associated with combustion of fossil fuels and production of cement are presented in Figure 2.5: for the period 1995 – 2009 in Figure 2.5a and for the longer record extending back to 1750 in Figure 2.5b. CO$_2$ emission data are available from Carbon Dioxide Information Analysis Center (CDIAC) (http://cdiac.ornl.gov/trends/emis/meth_reg.html). Data for the recent period were derived using procedures developed by Marland and Rotty (1984).
(Marland et al. 1984) applied to energy statistics published by the United Nations (2010) (United Nations 2008) compiled on the basis of annual questionnaires distributed by the U.N. Statistical Office. Etemad et al. (1991) published a compilation of data on the production of coal, brown coal, peat and crude oil by nation and year back to 1751. Historical data on trade in fossil fuels were presented in a series of papers by Mitchell (1983, 1992, 1993, 1995). The results displayed in Figure 2.5b were computed using a combination of the data presented by Etemad et al. (1991) and Mitchell (1983, 1992, 1993, 1995). They indicate that approximately 350 billion tons of carbon have been released to the atmosphere from a combination of fossil fuel consumption and cement manufacture since 1751, amounting to half of the total since the mid 1970’s.
Figure 2.4 (a) Global atmospheric δ (O$_2$/N$_2$) from 1995 to 2007, in per meg. The red line includes the seasonal cycle, the black line has the seasonal cycle removed. (b) Hemispheric O$_2$ contrast (northern hemisphere CO$_2$ concentration minus southern hemisphere concentration) from 1995 to 2007, in per meg, reflecting that fact that fossil fuel combustion is largely concentrated in the northern hemisphere.
Figure 2.5 Carbon Dioxide Emissions from Fossil-Fuel Consumption and Cement Manufacture. One gigaton equals one billion metric tons. (a) period from 1995 to mid 2007. (b) period from 1750 to mid 2007.

2.3 Post-1995 global CO$_2$ budget

Given the mix and composition of the fossil fuels included in the contemporary global energy economy, it is estimated that 1.43 moles of O$_2$ are consumed for every mole of CO$_2$ released as a result of fuel combustion (Keeling 1988). Uptake (release) of carbon by the biosphere is estimated to be responsible for a source (sink) of 1.1 mole of O$_2$ for every mole of CO$_2$ involved in the atmosphere/biosphere exchange process (Severlnghaus 1995). The larger
value for the ratio of $\text{O}_2$ relative to $\text{CO}_2$ associated with fossil fuel combustion as compared to biospheric exchange reflects the influence of hydrogen rich components in the fuel mix. Combustion of $\text{CH}_4$ in natural gas is responsible, for example, for consumption of 2 moles of $\text{O}_2$ associated with production of every mole of $\text{CO}_2$. The slopes of the fossil fuel and biospheric segments of the $\text{CO}_2/\text{O}_2$ trend curves discussed above are set by these considerations.

Results derived using the monthly averages of global concentrations for $\text{CO}_2$ and $\text{O}_2$ summarized in Figures 2.2 and 2.4 are presented in Figure 2.6. The data in Figure 2.6a indicate significant interannual variations in both ocean and biospheric uptake. A portion of this variability may be attributed to changes in the tropics associated for example with the ENSO phenomenon. A number of writers (Murray et al. 1994; Feely et al. 1995; Chavez et al. 1999; Feely et al. 1999; Keeling et al. 2001) have pointed out that the reduction in upwelling in the tropical Pacific ocean during the warm (El Nino) phase serves to decrease what would normally be a source of $\text{CO}_2$ from the ocean in this region contributing therefore to a net increase in the overall global ocean sink for $\text{CO}_2$ (smaller source in the tropics, continuing sink at mid and higher latitudes implies a global increase in uptake). At the same time, there is evidence for a significant source of $\text{CO}_2$ from the biosphere in the tropics during the warm El Nino phase (Hashimoto et al. 2004; Zeng et al. 2005; Knorr et al. 2005). The region of intense rainfall shifts during this phase from the region near Indonesia to the middle of the Pacific. Subsequent drying out of vegetation in the previously moist region results in net release of $\text{CO}_2$, arising both as a consequence of natural processes but also, at least in some years, as the result of an increase in unsanctioned burning and clearance of land. A portion of the interannual variability may be attributed to the potential year-to-year changes in release and uptake of $\text{O}_2$ by the ocean discussed earlier (Keeling et al. 1993; Benter et al. 1996; Bender and Battle 1999). Ralph
Keeling notes that global warming may cause a decrease in the oceanic $O_2$ inventory with associated outgassing of $O_2$. The change in the oceanic inventory through the 1990s is estimated at $0.3 \pm 0.4 \times 10^{14}$ mol of $O_2$ per year (Keeling and Garcia 2001). The assumption of a source of $O_2$ from the ocean would result in an increase in the magnitude of the sink attributed to the biosphere in the present analysis. Conversely, if the ocean represents a sink for $O_2$, the sink attributed to the biosphere would be reduced accordingly.

The ambiguities introduced by short period fluctuations in biospheric and ocean exchange can be reduced by averaging data over multiple years. Results inferred for the cumulative uptakes of $CO_2$ by the ocean and biosphere post 1995 are presented in Figure 2.6b. Net uptake of $CO_2$ by the ocean and biosphere between 1995 and mid 2007 amounted to 25.7 and 13.1 Gt C respectively. Over the same period, fossil fuels added 89.3 Gt C to the atmosphere and the abundance in the atmosphere increased by 50.5 Gt C. Defining the airborne fraction as the fraction of net carbon added to the atmosphere that persists in the atmosphere, these results imply an airborne fraction of 56.5%. An alternate definition of the airborne fraction concept focuses exclusively on the fate of the fossil fuel source. The present results would imply that the increase in the abundance of $CO_2$ in the atmosphere between 1995 and 2007 was equivalent to 66.3% of the fossil fuel source.

Uptake of $CO_2$ by the ocean is determined by the difference between the partial pressures of $CO_2$ in the air and in surface waters of the ocean. The abundance of $CO_2$ in the ocean is regulated by an equilibrium among the three primary forms of inorganic carbon dissolved in seawater, $HCO_3^-$, $CO_3^{2-}$ and $CO_2$. Uptake of $CO_2$ may be described by the net reaction:

$$CO_2 + CO_3^{2-} \overset{h, O}{\Leftrightarrow} 2HCO_3^-$$

(2.3)
Figure 2.6 Terrestrial and oceanic carbon sink (or source) derived though analysis of global CO$_2$ concentrations and $\delta$(O$_2$/N$_2$). (a) terrestrial and oceanic annual carbon flux, in Gt C/yr. Negative sign means that the carbon goes into the terrestrial or ocean from the atmosphere. (b) integrated terrestrial and oceanic carbon flux over time since 1995, in Gt C.

It follows that transfer of CO$_2$ from the atmosphere to the ocean is limited ultimately by the supply of CO$_3^{2-}$ to the surface waters that are exposed to the atmosphere. A comprehensive discussion of ocean chemistry is presented in Broecker and Peng (1982). Following some algebraic manipulation, the airborne fraction may be defined in terms of the partial pressure of CO$_2$, (P$_{CO_2}$)$_0$, in the atmosphere prior to disturbance (the pre-industrial reference), the value for the contemporary partial pressure of CO$_2$, P$_{CO_2}$, the initial abundance of carbonate ion [CO$_3^{2-}$]$_0$ in
upper-level ocean waters, the total abundance of CO$_2$ in the atmosphere prior to disturbance $M_0$, and the volume of ocean water $V$ that has been in contact with the atmosphere over the intervening interval of time:

$$f_{\text{atm}} = [1 + \frac{(P_{\text{CO}_2})_0}{P_{\text{CO}_2}} [CO_3^{2-}]_0 \frac{V}{M_0}]^{-1}$$  \hspace{1cm} (2.4)

Assuming a value of 280 ppm for the initial concentration of atmospheric CO$_2$ corresponding to a value of $5 \times 10^{16}$ moles for $M_0$, with the concentration of CO$_3^{2-}$ taken equal to $200 \times 10^{-6}$ mol l$^{-1}$, it follows that if 10\% of the ocean water had been exposed to the atmosphere over time since the industrial revolution (a reasonable assumption), the airborne fraction at the present time ($P_{\text{CO}_2} = 390$ ppm) would be equal to about 70\%. The estimate quoted above for the airborne fraction appropriate for the 1995-2007 time interval, accounting both for the fossil fuel source and the biospheric sink, 66.3\%, is consistent with an assumption that 12.8\% of ocean water has been exposed to the atmosphere since the industrial revolution. The airborne fraction is predicted to increase with time as sources of CO$_3^{2-}$ available to neutralize CO$_2$ are depleted, a projection supported by analyses of the contemporary CO$_2$ budget (Le Quéré et al. 2009). Using a tracer technique proposed initially by Gruber et al. (1996) and Sabine et al. (2004) concluded that uptake by the ocean accounted for approximately 48\% of the carbon added to the atmosphere as a result of fossil fuel combustion and cement manufacture over the period 1800 and 1994. This would imply an airborne fraction for the fossil fuel/cement source of 52\% in reasonable agreement with expectation based on (4): the actual value for the airborne fraction should be adjusted to account for the cumulative contribution associated with exchange of carbon between the atmosphere and biosphere. The tracer technique suggests that the North Atlantic (representing only 15\% of the total surface area of the ocean) accounts for 23\% of the
anthropogenic carbon incorporated in the ocean. More than 40% of the total sink is identified with regions of the ocean between 30 °S and 50 °S. Approximately 60% of the total is incorporated in oceans of the Southern Hemisphere, in rough proportion to the surface area of the oceans in this hemisphere (Sabine et al. 2004).

2.4 Hemispheric Budgets

Exchange of air within hemispheres (north and south) proceeds significantly more rapidly than transfer between the hemispheres. This provides an important opportunity to exploit hemispheric average observations of the concentrations of CO₂ and O₂ to develop hemispheric budgets for CO₂. SF₆ is widely deployed as an electrical insulator in the modern world. The concentration of the gas in the atmosphere has increased by two orders of magnitude since 1970 (Levin et al. 2010). Its source is largely confined to the northern hemisphere and the extended lifetime of the gas in the atmosphere, estimated at as much as 3200 years (Ravishankara et al. 1993), establishes it as an ideal tracer for calibration of rates for inter-hemispheric exchange (Lovelock 1971; Maiss and Levin 1994).

The rate of change of the average concentrations for SF₆ in the northern and southern hemispheres may be described by the following equations:

\[
dC_{SH}(t)/dt = (C_{NH}(t) - C_{SH}(t))/\tau_{ex}
\]

\[
dC_{NH}(t)/dt = S(t) - (C_{NH}(t) - C_{SH}(t))/\tau_{ex}
\]

where \( C_{SH}(t) \) and \( C_{NH}(t) \) denote the abundances of the gas in the northern and southern hemispheres respectively, \( \tau_{ex} \) defines the rate at which air is exchanged between the hemispheres (assumed to be proportional to the difference in hemispheric concentrations), and \( S \) denotes the
magnitude of the source (assumed to be confined to the northern hemisphere). Extensive measurements of atmospheric SF$_6$ are available since 1995 from the Halocarbon and other Atmospheric Trace Species (HATS) program at NOAA. Measurements from flask samples began in 1995, focusing initially on 8 stations, extended later to include sampling from 12 remote locations. Data from the flask program have been complemented more recently with in situ measurements from gas chromatographic instrumentation installed at six field stations. The gas chromatographic measurements provide an hourly record of changes in the concentrations of SF$_6$ at these stations. Hemispheric average concentrations of SF$_6$ were computed on the basis of the NOAA measurements following the procedures described earlier to calculate hemispheric average concentrations for CO$_2$ and O$_2$. Data for this analysis were taken from the Earth System Research Laboratory compilation (http://www.esrl.noaa.gov/gmd/hats/combined/SF6.html). Details of the data source are described in Elkins and Dutton (2009) and Rigby et al. (2010).

Using trends in $C_{NH}(t)$ and $C_{SH}(t)$ derived from the observational data, equation (2.5) can be employed to calculate temporal variations both in $S$ and in $\tau_{ex}$. Observed changes in the average north-south concentration contrasts, together with results inferred for the changes in $S$ and $\tau_{ex}$ with time, are presented in Figure 2.7. Over the period from 1995 to mid 2007, the average global annual source of SF$_6$ is estimated at 5.81 Gg, and the average exchange time is equal to 1.2 yr.

Hemispheric budgets for CO$_2$ computed using results for $\tau_{ex}$ derived from the SF$_6$ analysis are displayed for the northern and southern hemispheres in Figures 2.8 and 2.9 respectively. Trends in biospheric and ocean uptake as a function of time are summarized in Figures 2.8a and 2.9a with results for cumulative uptake displayed in Figures 2.8b and 2.9b. The results presented here indicate significant contributions from both the biosphere and ocean to the net sink for CO$_2$
in the northern hemisphere. Uptake by the ocean is important in both hemispheres with the
cortribution from the southern hemisphere exceeding that from the northern hemisphere by
about 50% (a cumulative total of 15 Gt C in the former case as compared to 9 Gt C in the latter).
The inference that the sink associated with the biosphere is located primarily in the northern
hemisphere is consistent with conclusions reached earlier by Keeling et al. (1996) and by Fan et
al. (1998). Fan et al. (1998) suggested that removal of atmospheric CO$_2$ by the biosphere was
concentrated mainly in mid-latitude regions of Eurasia and North America, averaging
approximately 2 Gt C yr$^{-1}$ between 1981 and 1987 with a somewhat higher rate inferred for
Figure 2.7 (a) Global source of SF$_6$ calculated using equation (2.5). (b) Exchange time calculated with equation (2.5), assuming that SF$_6$ is well mixed within each hemisphere.
Figure 2.8 Same as Figure 2.6, but for the northern hemisphere.
Figure 2.9 Same as Figure 2.6, but for the southern hemisphere.

The results in Figure 2.8b imply an average rate for removal by the northern hemispheric biosphere as a whole of about 1.3 Gt C yr \(^{-1}\). It is possible that the composite sink inferred here could reflect the combination of a mid-latitude sink offset to some extent by a source at higher latitudes. A study of the carbon balance of a mature black spruce forest in Central Canada by Goulden et al. (1998) indicated a small though significant net source of CO\(_2\) from soils in this ecosystem over the period 1994-1996. Soils at high latitude represent an important reservoir for organic carbon, estimated to include as much as 500 Gt C (Post et al. 1982). Release of carbon from this environment triggered by regional warming could be responsible for a significant
present, and potentially even more important future, source not only of CO$_2$ but also of CH$_4$ (Davidson et al. 2006; Schuur et al. 2008).

2.5 Longer term trends

Keeling et al. (1995) presented an analysis of the CO$_2$ record from 1958 to 1995 in which the data were interpreted initially in terms of a constant airborne fraction of 55.9% with an assumption that fossil fuel combustion and cement manufacture were responsible for the dominant source of CO$_2$. This simple procedure resulted in a remarkably accurate representation of the data record over the entire time interval. They proceeded to focus on an interpretation of the departures of the data from the reference fit, attributing these anomalies primarily to fluctuations in the rate of exchange of carbon between the atmosphere and biosphere. A similar approach is adopted here to a study of the longer-term record of CO$_2$ dating back to 1830.

A summary of prior analyses of the historical CO$_2$ budget is presented in Table 3. Separate entries in the Table refer to the time periods 1800-1994 and 1850-2000. The data for 1800-1994 imply an overall value for the average airborne fraction of 0.583, with 0.556 for the interval 1850-2000. As indicated earlier, we expect the value of the airborne fraction to increase with time as the supply of CO$_3^{2-}$ to surface waters is depleted. Our analysis of the budget from 1995 to 2007 indicated an airborne fraction of 0.663. Given the inevitable uncertainty in the appropriate value for the airborne fraction and the expectation that it may have varied significantly over time, we elect for present purposes to consider a range of values, from a low of 0.56 to a high of 0.66.
Table 2.3 A summary of prior analyses of the historical CO₂ budget.

<table>
<thead>
<tr>
<th></th>
<th>1800 to 1994</th>
<th>1850 to 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emission from fossil fuels and cement production</td>
<td>244 ± 20 Gt C&lt;sup&gt;a&lt;/sup&gt;</td>
<td>275 Gt C&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Atmospheric increase</td>
<td>165 ± 4 Gt C&lt;sup&gt;a&lt;/sup&gt;</td>
<td>175 Gt C&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Oceanic uptake</td>
<td>118 ± 19 Gt C&lt;sup&gt;a&lt;/sup&gt;</td>
<td>140 Gt C&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Net terrestrial source</td>
<td>-39 ± 28 Gt C&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-40 Gt C&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Land-use change (source)</td>
<td>-174 Gt C&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-156 Gt C&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Residual terrestrial sink</td>
<td>135 Gt C</td>
<td>116 Gt C</td>
</tr>
<tr>
<td>Air-Borne Fraction</td>
<td>0.583</td>
<td>0.556</td>
</tr>
</tbody>
</table>

a: Sabine et al. 2004
b: Houghton 2003
c: Keeling 1973; Andres et al. 1999
d: Prentice et al. 2011
e: Joos et al. 1999

Following Keeling et al. (1995), we assume that the dominant contributions to the rise in CO₂ over the past century and a half can be attributed to the combination of fossil fuel combustion and cement manufacture. With this assumption, the historical record for CO₂ is fitted adopting a constant value for the airborne fraction, either 0.56 or 0.66. Departures from the fits are interpreted as indications of the contributions to the observed trend attributable to exchange with the biosphere. Results are presented in Figure 2.10. The analysis suggests that the biosphere was responsible for a net source of CO₂ from 1840 to about 1940. This conclusion appears to be relatively independent of the choice of airborne fraction. Assuming an airborne fraction of 0.56,
the biospheric source, integrated from 1840 to 1940 is estimated at about 55 Gt C corresponding to an annual source of about 0.55 Gt C yr\(^{-1}\). The rise in CO\(_2\) is dominated by the fossil fuel – cement source only for the period subsequent to about 1900. After 1940, the biosphere switches from a net source to a net sink. The imputed biospheric source, as would be expected, is slightly less if we assume a larger value for the airborne fraction. With an airborne fraction of 0.66, the transition from biosphere dominated source to fossil fuel-cement dominated source also occurs in about 1900. The integrated biospheric source from 1840 to 1940 is estimated at 44 Gt C.

Figure 2.10 Cumulative terrestrial carbon fluxes: (a) assumes an airborne fraction of 0.56; (b) airborne fraction equal to 0.66.
2.6 Concluding remarks

The contemporary increase in the concentration of CO$_2$ in the atmosphere is due mainly to emissions associated with combustion of fossil fuels. Since 1995, approximately 57% of the carbon released as a result of the fossil fuel source has persisted in the atmosphere, 29% has been transferred to the ocean, and the balance, 15%, has been absorbed by the biosphere. It is clearly important to define the nature of the biospheric sink and indeed its location. Evidence suggests that it is concentrated primarily at mid-latitudes of the northern hemisphere. Possible explanations include a climate induced extension of the growing season, enhanced uptake by photosynthesis prompted by the increasing level of CO$_2$ in the atmosphere, and, potentially, regrowth of vegetation representing return to conditions prevalent prior to the mid 20$^{th}$ century when the biosphere is estimated to have provided a net source rather than a net sink for CO$_2$ (regrowth of forests depleted previously in conjunction with conversion of land for purposes of agriculture). Compounding the challenge is the likelihood that soils at high latitude may be responsible for a net source of CO$_2$ and that there may be additional release associated with deforestation in the tropics (in countries such as Brazil and Indonesia), the latter representing a repeat of what happened earlier in the mid-latitude regime. Natural forests are important as a source of environmental services. The sad fact is that eliminating these systems and converting them to either pasture or agriculture can provide a more immediate return to those who own or control the land. Current economic accounting fails regrettably to recognize the intrinsic value of the environmental services provided by these natural ecosystems.

If we are to avoid unacceptable future disruption to the global climate system, it will be necessary to constrain future growth in the concentration of the key greenhouse gases, not only CO$_2$ but also CH$_4$ and N$_2$O. Reduction in emissions of CO$_2$ from fossil fuels can make an
important contribution to this objective but will require a major shift from the current fossil fuel
dominated energy economy to one emphasizing low or zero carbon energy alternatives. It will be
critical also in meeting our objective to preserve a supportive global climate system to develop
an improved understanding of the complex functions of the global biosphere, its role not only in
regulating the concentrations of the key greenhouse gases in the atmosphere but also the
contribution it makes to maintaining an accommodating hydrological cycle. We have learned a
great deal about the function of the carbon cycle over the past 50 years, due in no small measure
to the contributions of Charles David and Ralph Keeling and their colleagues. The present paper
is offered as a status report on where we are: it is clear though that there is more work to be done.
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Chapter 3

Meteorologically defined limits to reduction in the variability of outputs from a coupled wind farm system in the Central US


Abstract

Studies suggest that onshore wind resources in the contiguous US could readily accommodate present and anticipated future US demand for electricity. The problem with the output from a single wind farm located in any particular region is that it is variable on time scales ranging from minutes to days posing difficulties for incorporating relevant outputs into an integrated power system. The high frequency (shorter than once per day) variability of contributions from individual wind farms is determined mainly by locally generated small scale boundary layer. The low frequency variability (longer than once per day) is associated with the passage of transient waves in the atmosphere with a characteristic time scale of several days. Using 5 years of assimilated wind data, we show that the high frequency variability of wind-generated power can be significantly reduced by coupling outputs from 5-10 wind farms distributed uniformly over a ten state region of the Central US in this study. More than 95% of
the remaining variability of the coupled system is concentrated at time scales longer than a day, allowing operators to take advantage of multi-day weather forecasts in scheduling projected contributions from wind.

### 3.1 Introduction

Some 13,131 MW of wind generating capacity were added to the US electrical system in 2012, an increase of 93% compared with the same period in 2011. Total installed capacity for wind power in the U.S. amounted to 60,007 MW by the end of 2012, equal to approximately 6% of total U.S. power generating capacity. Lu et al. (2009) argued that an onshore network of GE 2.5 MW turbines installed in the contiguous U.S. could supply as much as 16 times total current U.S. demand for electricity. A study by the U.S. Department of Energy concluded that wind could account economically for 20% of total U.S. demand for electricity by 2030 (Lindenberg 2009), while Short et al. (2003) argued that as much as 25% of demand could be met feasibly by 2050.

The current electrical system requires an essentially instantaneous balance of supply and demand dictated largely by the latter. Opportunities for storage of electricity when supply exceeds demand are limited, while options to modulate demand are also minimal. Base load demand is accommodated in the present system mainly by a combination of contributions from nuclear and coal with an additional contribution in some regions of the country from hydro. Gas-fired systems provide the fast response required to adjust to short and intermediate-term fluctuations in demand. The challenge posed by the need to incorporate a significant source from wind relates to the intrinsic variability of this source. Production of electricity from an individual
wind farm can vary over a wide range on time scales as brief as minutes or as extensive as days or even longer (Masters 2004).

A number of authors have pointed to the advantages that could be realized by combining outputs from a series of spatially separated wind farms (Kahn 1979; Simonsen and Stevens 2004; Czisch and Ernst 2001; Oswald 2008; Holttinen et al. 2005; Katzenstein et al. 2010; Kempton et al. 2010; Archer and Jacobson 2007; Hart and Jacobson 2011; Fertig et al. 2012). Katzenstein et al. (2010) reported a frequency dependent analysis of the smoothing in output that could be obtained by coupling up to 20 spatially separated wind farms in Texas. Linking up as few as 4 of these farms resulted in a reduction of 87% in the variance of hourly output as compared to that associated with a single installation. Adding the remaining 16 facilities resulted in only a minimal reduction in the overall variance (8%). Kempton et al. (2010), using 5 years of wind data from 11 meteorological stations distributed over 2500 km of the US East Coast, concluded that when outputs from an array of wind farms distributed along the coast were coupled, the output from the interconnected system was much more stable than that from any individual location. The correlation between individual station outputs decreased exponentially on a scale of 430 km as determined by properties of the related synoptic weather systems. Archer and Jacobson (2007) considered the benefits of connecting wind farms from up to 19 sites in the mid west characterized by annually averaged wind speeds in excess of 6.9 m s\(^{-1}\) (class 3 or greater) at 80 m. They concluded that on average 30%, as much as 47%, of the connected output could be deployed as reliable base-load power. Hart and Jacobson (2011) found that combining complementary renewable resources, such as wind, solar and hydro, can help mitigate the variability problems associated with any one of these options. Fertig et al. (2012) reported that interconnecting wind plants on a large scale would reduce the most extreme hour-to-hour
changes in energy output and increase the percentage of reliable power. Previous studies exploring the issue of interconnections focused on the statistical analysis of wind data and did not explicitly address the physical factors responsible for the observed variation of surface winds.

This study addresses the issue of interconnection with specific attention to the physical factors that determine the temporal variability of winds in the near surface region of the atmosphere. Surface winds are influenced by the passage of transient waves and by boundary layer turbulence triggered by these waves (Holton and Hakim 2012; Wallace and Hobbs 2006; James 1995). An understanding of these physical factors can help interpret the findings of the previous studies. We consider specifically how transient waves influence instantaneous power output. We show that there is a limit to the extent that the intrinsic variability of power output can be reduced, and quantify how this reduction in variability responds to different levels of wind farm coupling.

3.2 Materials and methods

This study was based on meteorological data from the Modern Era Retrospective-analysis for Research and Applications (MERRA) compilation covering the period Dec 2002 to Nov 2007. Boundary layer winds and geopotential heights included in this compilation were obtained on the basis of retrospective analysis of global meteorological data using Version 5.2.0 of the GEOS-5 DAS. Geopotential heights are available on a 3-hour basis with a resolution of 5/4° latitude by 5/4° longitude, while boundary layer winds are calculated hourly at a resolution of 1/2° latitude by 2/3° longitude. Data on surface roughness are also included in the dataset. The MERRA assimilation was adopted in the present analysis to take advantage of the relatively high spatial and temporal resolution available with this product.
In calculating the potential electricity generated from wind, we chose to use power curves and technical parameters for the GE 2.5 MW turbines (rated wind speed 12.0 m/s, cut-in wind speed 3.5 m/s, and cut-out speed 25.0 m/s). The power curve of the wind turbine, provided by the manufacturer, available at http://www.ge-energy.com and displayed in Figure 3.1, defines the variation of power output as a function of wind speed. The usefulness of adopting the GE 2.5 MW power curve in analyzing wind power has been tested and justified elsewhere (Lu et al. 2011).

![Figure 3.1 GE 2.5 MW wind turbine power curve.](image)

Boundary layer wind data are available on an hourly basis for altitudes of 2 m, 10 m, and 50 m. We chose to extrapolate the results from 50 m to estimate the wind speed at 100 m as appropriate for the hub height of the GE 2.5 MW turbines. The extrapolation was implemented using the logarithmic relationship appropriate for a neutral stability condition assuming a surface roughness of \( Z_0 \):

\[
V_{100} = V_{50} \times \frac{\ln(Z/Z_0)}{\ln(Z_{50}/Z_0)} \tag{3.1}
\]

where \( V_{100} \) and \( V_{50} \) indicate hourly values for the wind speed at 100 m and 50 m respectively, \( Z \)
and \(Z_{50}\) define the elevation of the turbine hub (100 m) and the reference 50 m altitude, and \(Z_0\) defines the surface roughness length, values for which are taken from the MERRA tabulation.

The power yield at any given time is expressed as a fraction of the rated power potential of the installed turbines. This quantity, the instantaneous capacity factor (CF), is given by

\[
CF = \frac{P_{\text{real}}}{P_{\text{rated}}}
\]

(3.2)

where \(P_{\text{real}}\) denotes the power actually realized, and \(P_{\text{rated}}\) refers to the power that could have been realized had conditions permitted the turbine to operate at its name plate capacity. The instantaneous capacity factors presented here are calculated as functions of time on an hourly basis.

The earlier analyses (Archer and Jacobson 2007, Fertig et al. 2012) are extended to explore the advantages that could be realized by coupling an array of wind farms over the wind-rich Central Plains region of the US. For present purposes we identify the region of interest as the combined states of Montana, Wyoming, North Dakota, South Dakota, Minnesota, Wisconsin, Iowa, Illinois, Missouri, Nebraska, Kansas, Oklahoma, and Texas. To illustrate the influence of transient waves and the benefit of interconnection, we select ten farms, one per state, distributed over the study region as indicated in Figure 3.2. Though these wind farms are located in three different electrical interconnections (Western Interconnection, Eastern Interconnection, and ECORT), it is assumed in this study that all of the wind farms located within the Central Plains region could be coupled.
3.3 Examination of transient waves

The boundary layer wind, e.g. 100 m wind, as indicated earlier, is controlled by two factors: conditions in the free atmosphere which vary on a time scale of a few days with a spatial scale of about 1000 km, and conditions at the surface which are responsible for small scale and fast varying turbulence in the boundary layer (Holton and Hakim 2012; Wallace and Hobbs 2006). Figure 3.3a shows the variation of the vertical profile of the flux of kinetic energy per square meter, $1/2 \rho \cdot V^3$ ($\rho$ represents the density of air at different layers of the atmosphere, and $V$ denotes the wind speed) in the free atmosphere between 870 hPa (approximately 1.5 km above sea level) to 500 hPa (approximately 5.5 km above sea level) above a grid cell near the City of Chicago ($42^\circ N, 88.7^\circ W$) between Dec 1 2004 and Feb 28 2005. Figure 3.3b presents the variation of CF that would be realized for a wind farm located in the vicinity of Chicago ($42^\circ N, 88.7^\circ W$) over the same period. While strong winds in the free atmosphere generally lead to strong winds near the surface, and consequently high instantaneous values of CF, conditions at
the surface, as indicated, introduce random turbulent fluctuations that contribute significantly to
the high frequency variability of the boundary layer wind.

![Figure 3.3](image)

**Figure 3.3** (a) Variation of the vertical profile of the kinetic energy flux per square meter in the
free atmosphere between 870 hPa to 500 hPa above the a grid cell near the City of Chicago (42
°N, 88.7 °W) between period Dec 1 2004 to Feb 28 2005. (b) Variation of CF for a wind farm
located in the vicinity of Chicago (42 °N, 88.7 °W) over the period Dec 1 2004 to Feb 28 2005.

The evolution of the transient waves, defined as the deviation from the seasonal mean of
the geopotential height at 500 hPa is illustrated in the Figure 3.4a. Evolution of the
corresponding values of CF, starting at 3:00 AM, Dec 30, 2004 is presented in Figure 3.4b. In
these two snapshots separated by 15 hours, as the high pressure system (the red-colored wave
pattern) moves east, the pattern of the instantaneous CF progresses in the same direction. The
passage of the transient waves is responsible for the low frequency variability of the boundary
layer wind (Holton and Hakim 2012; Wallace and Hobbs 2006; James 1995) and for the
corresponding variation in CF. The spatial scales of the transient waves at 500 hPa and patterns of the instantaneous CF are comparable in size to that of the continental US.

Figure 3.4 (a) Snapshot of the departure of geopotential heights from the mean for two specific times. The contours indicate the seasonal mean of geopotential heights at 500 hPa. The color defines the deviation from the seasonal mean of the geopotential height. (b) summarizes the corresponding values for CF.

3.4 Physical nature of the transient waves

The physical nature of the transient waves can be elaborated using a simple model accounting for the changing patterns of the geopotential height and the wind speed at 500 hPa together with the variation of the wind at 100 m, as discussed for example by Holton and Hakim (2012) and Wallace et al. (2006). For mid latitude transient waves:
\[
\vec{V}_g = \frac{1}{f} \cdot \vec{k} \times \nabla (g \cdot z)
\]  

(3.3)

where \(\vec{V}_g\) is the wind velocity in the free atmosphere (e.g. at the 500 hPa level), \(f\) is the Coriolis parameter, \(z\) is the geopotential height (e.g. at the 500 hPa level), and \(\vec{k}\) is the unit vector directed upward. Variations of wind velocities in the free atmosphere respond primarily to fluctuations in geopotential height. The wind velocity in the boundary layer (e.g. 100 m) is determined by \(\vec{V}_g\) in the free atmosphere as modified by random small scale turbulence generated in response to surface roughness. The dynamical sequence is as follows: transient waves \(z\) determine \(\vec{V}_g\); \(\vec{V}_g\) sets the surface wind; the surface wind in turn determines CF.

3.5 Spatial Influence of Transient Waves.

The relative coherence of meteorological conditions over the Central Plains region, specifically in winter when the transient waves are most intense, can be illustrated by considering spatial patterns in the cross-correlation of key meteorological parameters such as the geopotential height of the 500 hPa surface, a representative diagnostic of conditions in the free atmosphere. We choose as reference for this purpose the temporal variation of the mean value of the geopotential height at 500 hPa from 30 °N to 45 °N latitude along a longitude of 98.125 °W straddling the region of interest. Geopotential heights are evaluated throughout the region every 3 hours for the 5 winters considered here (Dec 1 2002 - Nov 30 2007) with a spatial resolution of 5/4 ° latitude by 5/4 ° longitude. The cross-correlation between the time series of the 500 hPa height and the reference height is calculated at each grid point as a function of time lag. The data are used then to calculate the time shift required to maximize the correlation between the two records. The magnitude of the cross-correlation computed on the basis of the time shift is illustrated in Figure 3.5a. Values derived for time shifts defining maximum cross correlation as a
function of location are indicated, with a temporal resolution of 3 hours, by the contours in the figure. The figure clearly illustrates the coherence of the meteorological conditions influencing weather over an extended region of the central US in winter. The arrow indicates the average direction of propagation for the transient waves responsible for the observed variability. The time required for the waves to transit the region is approximately 1.5 days reflecting an average propagation speed of about 30 km/hour.

**Figure 3.5** (a) Wave propagation at 500 hPa in winter. The contours indicate the time the waves take to propagate. The interval between two contour lines is 3 hours. The color defines the magnitude of the associated cross-correlation. The arrow points to the direction of propagation of the transient waves. The numbers indicate the lag time in units of hours relative to the reference. (b) Similar to 3a but for CF at 100 m.
A similar approach may be used to evaluate the variation of conditions at 100 m, the hub height for the GE 2.5 MW turbines considered here. We choose in this case to calculate the variation of the CF for GE 2.5 MW turbines distributed over the entire region of interest. The reference longitude is taken to be $98^\circ W$, roughly the same as for the analysis summarized in Figure 3.5a. Lags corresponding to the maximum cross-correlation for CF are indicated by the contours. The difference in the overall pattern observed in Figure 3.5b as compared to Figure 3.5a reflects the impact of the variability in surface roughness associated with mountainous regions to the west in combination with forested regions to the southeast.

Transient waves propagating from west to east dominate conditions in the free atmosphere, while surface features are influenced by fronts, the near surface component of the transient wave systems, traveling typically from northwest to southeast. This accounts for the slanted nature of the contours in Figure 3.5b. Results for two representative grid cells, one near Chicago ($41.875^\circ N, 88.125^\circ W$) and another near Sioux City, Iowa ($43.125^\circ N, 98.125^\circ W$), are presented in Figures 3.6 and 3.7.

Figure 3.5 indicates that the Central Plains region is under the influence of the large scale transient waves. Electricity generated by one wind farm located in the Central Plains region is not independent of the electricity output from another wind facility in the same region. The transient waves link all the wind farms in the region of interest here. Thus the effectiveness of interconnection in reducing the low frequency variability has a limit determined by the inherent variability of the transient waves.
Figure 3.6 (a) Time series of the instantaneous capacity factor for the reference case in the manuscript and for a grid cell located near Chicago, starting Dec 1, 2002, covering 720 hours. (b) Similar to Figure 3.6a but for a grid cell located near Sioux City, Iowa. (c) Cross-correlation of the time series in Figure 3.6a as a function of lag time. Peak cross-correlation corresponds to a lag time of approximately 15 hours, indicating that the variation of CF for the reference case leads the variation at the selected location by about 15 hours. (d) Cross-correlation of the time series in Figure 3.6b as a function of lag time. Peak cross-correlation corresponds to a lag time of approximately 0 hours, indicating that the variation of CF for the reference case does not lead or lag the variation at the selected location which is situated on the reference longitude.
Figure 3.7 (a) Time series of the instantaneous geopotential height for the reference case in the manuscript and for a grid cell located near Chicago, starting Dec 1, 2002, covering 2160 hours. (b) Similar to Figure 3.7a but for the grid cell located near Sioux City, Iowa. (c) Cross-correlation of the time series in Figure 3.7a as a function of lag time. Peak cross-correlation corresponds to a lag time of approximately 15 hours, indicating that the variation of geopotential height for the reference case leads the variation at the selected location by about 15 hours. (d) Cross-correlation of the time series in Figure 3.7b as a function of lag time. Peak cross-correlation corresponds to a lag time of approximately 0 hours, indicating that the variation of geopotential height for the reference case does not lead or lag the variation at the selected location.
3.6 Creating a Portfolio of Wind Farms.

The spatial scale of boundary layer turbulence is relatively small, compared to the spatial scale associated with the transient waves. It is relatively easier therefore to compensate through wind farm interconnection for the variation of wind energy attributable to this small scale turbulence. The more challenging task is to reduce the variation of wind energy associated with the transient waves. The transient waves normally propagate from west to east. If their spatial scale and speeds were determined and fixed, coupling wind farms in the west-to-east direction would offer an optimal strategy. However, the waves behave stochastically in their movement and spatial scale (Holton and Hakim 2012; Wallace and Hobbs 2006; James 1995), especially in summer.

The region of interest for this study covers approximately $1250^2$ km$^2$. We consider a portfolio of N wind farms, with installed capacities adjusted to ensure equal (annual) production of electricity from each, distributed uniformly over this region. The average separation between individual wind farms is given then by $1250/N^{1/2}$ km. For any particular value of N, we consider 100 randomly selected options for location of the N individual farms. We assume that the power output from the N farms can be coupled. The expectation is that the variability in output from individual farms can be offset to some extent by out of phase variability at others.

In integrating wind energy into electrical grids, larger wind power swings pose challenges in matching supply with demand. The effective use of intermittent sources hinges on the stability of their power outputs. In this paper, we use estimates of relative standard deviation (RSD) to measure the stability of wind, with small RSD indicating stability, and vice versa. The RSD computed for the CF of the coupled system is presented as a function of season for a range
of values of N in Figure 3.8. Each point in the figure reflects a specific choice of siting for the individual wind farms (100 possibilities for each value of N). Fits to the average values of the standard deviations computed for different values of N are indicated by the continuous curves in the figure. RSD’s for low values of N are large approaching 100% in some cases. Mean values of RSD decrease rapidly as a function of increasing N, approaching a relatively constant value for N greater than about 10. As N increases, the high frequency variability associated with random boundary layer turbulence can be effectively reduced, and the wide geographic distribution of the wind farms serves to capture the intrinsic variability associated with the propagation of the transient waves through the region.

**Figure 3.8** Relative standard deviation (RSD) for CF (%) for all four seasons as a function of the assumed number of wind farms (N). Individual data points reflect 100 possible location options for each value of N.
The temporal variability of the power output from the region of interest considered here can be minimized by combining outputs from approximately 5-10 spatially distributed wind farms. The decrease in the RSD of the coupled system as a function of N as indicated in Figure 3.8 reflects this condition. There is a limit however to the decrease in system variance that can be realized by coupling multiple wind farms. This absolute limit, approximately 45% for each season for the region considered here, is determined by the intrinsic variability of the transient waves.

3.7 Benefit of Interconnection

To directly illustrate the benefit that could be realized by combining wind farms, we consider ten farms, one per state, distributed over the study region as indicated in Figure 3.2 with installed capacities adjusted to ensure equal (annual) production of electricity from each of these installations. The temporal variation of the capacity factor for one of these installations, No. 5 located in Nebraska, is compared in Figure 3.9 with the output that could be realized by coupling all ten farms. Figure 3.9 summarizes results derived for all four seasons over the interval Dec 1 2004 to Nov 30 2005. The output from individual stations varies between zero and full power over times as brief as a few hours. In contrast, the output from the combined system is less variable. Peak values of CF for the composite system are typically lower than those for individual farms, and the combined system avoids the zero power condition encountered frequently for individual stations. Though not completely eliminating the variability problem, the coupled system mitigates the associated management pressure on operation of the grid. Values for the RSD of CF as a function of season are summarized for individual wind farms and for the combined system in Figure 3.10.
Figure 3.9 Variation of CF series for wind farm No.5 and for the combined system over the period Dec 1 2004 to Nov 30 2005.

Figure 3.10 RSD of CF for all the ten wind farms and the combined system.
Outputs from the combined system and for wind farm No.5 are presented in the form of probability distributions for CF in Figure 3.11. The results summarized here cover the entire 5-year period Dec 1 2002 - Nov 30 2007. The variability of the output from a single farm is evidenced by the almost uniform distribution of CF values in Figure 3.11a (including peaks at zero and one). In contrast, the probability distribution for the combined system displays a distinct peak at 0.35 with a broad tail extending to high values of CF, with a low probability for CF values less about 0.1. The results in Figure 3.11 can be presented equivalently in terms of what is referred to as a duration curve (Holttinen and Hirvonen 2005; Archer and Jacobson 2007), the fraction of the time for which the wind farm can achieve an output exceeding a particular value of CF as a function of CF. Duration curves for wind farm No.5 and for the combined system are presented in Figure 3.12. The RSD of CF is approximately 100% for individual wind farms - greater in summer, less in winter. The RSD for the combined system is much less, approximately 45% independent of season. The pattern observed for the on-shore system investigated here is similar to that reported earlier for the off-shore Atlantic system considered by Kempton et al. (2010).
Figure 3.11 (a) Probability distributions of CF for wind farm No.5. (b) Probability distributions of CF for the combined system.
Figure 3.12 Duration curves for wind farm No.5 and the combined system. Each point on the x axis represents the fraction of hours in a year for which the capacity factor of wind farm No.5, or the combined system, is greater than or equal to the corresponding capacity factor indicated on the y axis. The duration curve can be derived by integrating the probability distributions of CF from CF=1 to CF=0.

Results for individual seasons are presented in Figure 3.13. The seasonal dispersion of values for the integrated system is significantly less for all four seasons than the dispersion observed for a particular location. For the combined wind system in summer, the peak of probability distribution shifts toward lower values of CF, reflecting a weaker general circulation and a reduced role for the propagation of transient waves in summer time.
Figure 3.13 (a) CF histogram for wind farm No. 5 as a function of season. (b) CF histogram for the combined wind system as a function of season.

The frequency spectrum for the variation in the power output of the combined system is presented for all four seasons in Figure 3.14. The variability is concentrated primarily on time scales greater than a day. The importance of the diurnal frequency is evident in the figure,
particularly for summer. Results are displayed in terms of cumulative variance in Figure 3.15, emphasizing again the importance of the variability at low frequency (longer time scales) for the combined system in contrast to the more extensive range of frequencies associated with the output from a single facility. More than 90% of the variance of the combined system is concentrated at frequencies less than 0.5 day$^{-1}$, periods longer than 2 days.

**Figure 3.14** Relative amplitude spectrum of wind power (normalized to 1) for the four seasons for the integrated system. For a specific frequency, the square of the amplitude represents its contribution to the total variability.
As indicated earlier, high frequency variability is associated with small scale turbulence in the boundary layer: the smaller the scale of the turbulence, the shorter its lifetime (Wallace and Hobbs 2006). The high frequency variability evident for a single station can be compensated effectively by comparable though uncorrelated high frequency variability at other stations. Effective elimination of the high frequency variability would allow for easier scheduling of power output from the integrated system, taking advantage of the availability and increased reliability of multi-day forecasts for regional wind conditions.

3.8 One-point correlation analysis

Many studies addressing the opportunities and challenges of interconnection have sought to define empirically the correlation in wind output between different sites (Lindenberg 2009, Simonsen and Steven 2004, Katzenstein et al. 2010, Giebel 2000). A number of papers have reported that coupling wind farms in the east-to-west direction will be more efficient than coupling in the north-to-south direction, arguing that the correlation of energy outputs between

Figure 3.15 Cumulative variance of annual power output as a function of frequency for the combined system and wind farm No.5.
individual wind farms decreases faster as a function of distance in east-west direction (Lindenberg 2009, Simonsen and Steven 2004).

Transient waves propagate generally in the west-to-east direction. If the waves were regular and their movements were perfectly periodic, correlation of energy outputs from two wind farms should decrease slowly in the north-to-south direction. As indicated by Figure 3.5, the pattern of propagation of transient waves in winter falls closer to this ideal situation. However, transient waves in other seasons are more stochastic: there is no general function available to explain the correlation between separated wind farms in these cases.

Figure 3.16a and 3.16b summarize correlations between hourly values of CF computed over the entire region with results obtained for two specific locations (wind farms No. 1 and 8 located in the states of Montana and Texas). Results in Figure 3.16a cover winter conditions over the five year interval from Dec 1, 2002 to Nov 30, 2007. Corresponding results for the five summers are included in Figure 3.16b. The results indicate that local meteorological conditions differ from place to place and from season to season. Consider Wind Farm No.1 in winter. The prevailing wind in the free atmosphere is strong and from northwest to southeast in this case (Wallace and Hobbs 2006). The one-point correlation decreases slowly in the northwest to southeast direction. In the case of Wind Farm No.8, the prevailing wind in the free atmosphere is from southwest to northeast (Wallace and Hobbs 2006). As a consequence, the one-point correlation decreases slowly in the southwest-to-northeast direction in this case.
Figure 3.16 (a) One-point correlation of power output for two different wind farms in winter. (b) One-point correlation of power output for two different wind farms in summer.

3.9 Discussion

Fertig, et al. (2012) argued that fluctuations in wind power are not white noise, based on frequency-domain analysis. The high frequency variability of outputs from individual wind farms is determined, however, mainly by small scale boundary layer turbulence associated with local conditions; the low frequency variability is associated with the passage of transient waves with a characteristic time scale of several days. Fertig, et al. (2012) also concluded that the interconnection of wind plants within a single region would further reduce the ratio of fast- to slow-ramping generators. The physical explanation is associated with the impact of boundary layer turbulence: high frequency variance is determined by boundary layer turbulence, the spatial scales of which are small and the related variance can be smoothed by coupling generation systems within a single region. Coupling wind farms within a single region can reduce the high frequency variability of electricity output, and provide relatively slowly varying energy output.
Czisch, et. al (2001) pointed out that the correlation of energy outputs from two wind farms will increase if the high frequency variations of their energy outputs are filtered. The filtered energy output eliminates the signal introduced by boundary layer turbulence, while retaining the information imparted by transient waves. Because the spatial scale of the transient waves is large, the correlation calculated with the smoothed data should be enhanced.

Archer and Jacobson (2007) considered the advantages that could be realized by interconnecting wind farms over a region of 850 km by 850 km including parts of Colorado, Kansas, Oklahoma, New Mexico, and Texas. They found that an average of 33% wind power from interconnected farms could be exploited as reliable, baseload electric power. The continental US is located at mid-latitudes in a meteorological regime dominated by the influence of transient waves (Holton and Hakim 2012; Wallace and Hobbs 2006). In our study, the lag-correlation analysis indicates that the whole Central Plains region is under the influence of these transient waves. Electricity generated by one wind farm located in the Central Plains region is not independent of the power output from another wind facility in the same region. There is a limit therefore to the effectiveness of interconnection determined by the inherent variability of the transient waves.

Although this study focused on the meteorology of wind energy in the US, the method and findings can be applied to other regions. Oswald (2008) argued that while the aggregate output of a distributed wind system in the United Kingdom is smoother than the output of individual wind farms or individual regions, the power delivered by such an aggregate wind fleet is highly volatile. Surface winds in the UK are also determined by the interaction of transient waves with the local boundary layer turbulence. The UK is located downwind of the Atlantic Ocean. Transient waves there are more volatile and stronger. Since the spatial scale of the UK is
smaller than that associated with the transient waves, interconnection in this case is relatively ineffective in smoothing the variance contributed by those large scale waves.

Simonsen and Stevens's (2004) statistical analysis indicated a more rapid decrease in correlation over the east–west direction as compared to the north–south direction in the Central United States, a conclusion that is generally consistent with typical east–west direction for the passage of transient waves in that region. Based on wind data for Texas, Katzenstein, et. al (2010) also tried to establish a function explaining wind farm correlation. However, the behaviors of transient waves are relatively regular in winter, stochastic in summer. The one-point correlation analysis in this study underscores the fact that there is no general function available to define the correlation of two wind farms. Local meteorological conditions determine the correlation of individual farms and may differ from place to place and from season to season. In the case of Texas (Wind Farm No. 8) in winter, Figure 3.16 indicates a more rapid decrease in correlation in the northwest-southeast direction. In the case of Montana (Wind Farm No. 1) in winter, Figure 3.12 implies that the correlation decreases most rapidly in the northeast-southwest direction.

This study explored the strategy for an optimal deployment of a coupled system: 5~10 wind farms distributed uniformly over the Central Plains region of the US. The high frequency variability of a coupled system can be effectively eliminated. As indicated though, the low frequency variability is determined by passage of the transient waves’ characteristic of meteorological conditions in this region. Interconnection alone cannot completely eliminate the challenges associated with the variability of wind-generation power, which is limited fundamentally by properties of the large scale transient waves. Effective elimination of the high frequency variability, however, would allow for easier scheduling of power output from the
integrated system, taking advantage of the increased availability and reliability of multi-day forecasting for regional wind conditions.

The temporal and spatial resolutions of the data have an impact on the variability analysis. In the real situation, the energy output from a wind farm will fluctuate at much higher frequencies than those shown by our hourly wind data, but this only reinforces the points made in the chapter. The boundary layer wind is influenced by the transient waves and the boundary layer conditions. The latter factor generates random small scale and short term turbulences. Coupling wind farms will be effective in cutting down high frequency noise attributable to this random turbulence, but ineffective in reducing the inherent variability of the transient waves. Since we use hourly data with a spatial resolution of 1/2 ° latitude by 2/3 ° longitude here, in which fluctuations at time scales shorter than an hour and spatial scales smaller than the resolution are ignored, the high frequency noise is underestimated in our analysis. The effectiveness of interconnection should be even more conspicuous than what we estimate in this article, in the sense that high frequency variability should be eliminated to an even greater extent.
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Abstract

The potential for generation of electricity from wind is determined ultimately by the balance between production and dissipation of kinetic energy in the atmosphere. Based on assimilated meteorological data for the period January 1979 to December 2010, the energetics of the atmosphere is investigated from both mechanical and thermodynamic perspectives. The atmosphere acts as a thermal engine, absorbing heat at higher temperatures, approximately 256K, releasing heat at lower temperatures, approximately 253K. The process produces work at a rate of 2.46 W/m² sustaining thus the circulation of the atmosphere, with a thermodynamic efficiency of 1.03 %. The mid-latitude eddies contribute 2.41 W/m² to global kinetic energy production, reflecting their dominant role in the overall energetics of the atmosphere. In comparison, the zonal mean meridional circulation is responsible for a much lower source of 0.05 W/m². The analysis indicates upward trends in both kinetic energy production and thermodynamic efficiency over the past 32 years, indicating that wind energy resources may be increasing in the current warming climate.
4.1 Introduction

Global installed wind capacity reached an unprecedented level of more than 237 \(GW\) at the end of 2011, of which approximately 40 \(GW\) were added in 2011, the highest level recorded to date. Some 98 countries and regions are identified worldwide as using wind power to generate electricity. Wind turbines installed worldwide by the end of 2011 were capable of providing 500 \(TWh\) of electricity per year, accounting for approximately 3% of total global production of electricity. Asia accounted for the largest share of new installations (53.7%), followed by Europe (21.9%) and North America (20.5%). Installations in Latin America, Australia/Oceania and Africa were relatively small by comparison, 2.9%, 0.9% and 0.2% respectively. Based on current growth rates, the World Wind Energy Association estimates that global wind capacity could increase to as much as 500 \(GW\) by 2015, 1000 \(GW\) by 2020 (World Wind Energy Association 2012).

A number of studies have sought to assess the ultimate potential for wind-generated electricity assuming that the deployment of turbines should not influence the potential source (Landberg et al. 2003; Hoogwijk et al. 2004; Archer and Jacobson 2005; Lu et al. 2009; Tapiador 2009; de Castro et al. 2011; Zhou et al. 2012). Using data from surface meteorological stations, Archer and Jacobson (2005) concluded that 20% of the global total wind power potential could account annually for as much as 123 \(PWh\) of electricity, equivalent to 7 times total current global consumption. They restricted their attention to power that could be generated using a network of 1.5 \(MW\) turbines tapping wind resources from regions with annually averaged wind speeds in excess of 6.9 \(m/s\) at an elevation of 80 m. Using assimilated meteorological data, Lu et al. (2009) argued that a network of land-based 2.5 \(MW\) turbines restricted to non-forested, ice-
free, non-urban areas operating at as little as 20% of their rated capacity could supply more than 40 times current worldwide demand for electricity, more than 5 times total global use of energy in all forms. These studies, however, did not address the fundamental physical factors that determine the overall kinetic energy budget of the atmosphere. The potential wind resource issue involves a question of flow, rather than available stock (Gustavason 1979). The quantity of wind that can be extracted from the atmosphere to generate electricity depends ultimately on the rate at which kinetic energy is produced, not on the quantity of kinetic energy actually stored in the atmosphere.

Large scale deployment of wind farms can potentially influence the circulation of the atmosphere, as discussed in a number of studies (Keith et al. 2004; Wang and Prinn 2010, 2011; Lu and Fernando 2011; Walsh-Thomas et al. 2012; Fitch et al. 2012; Fitch et al. 2013; Fitch et al. 2013). Several groups have sought to address this issue. With a simple parameterization of turbine operations, Miller et al. (2011) performed numerical experiments and found that a maximum of 34 TW of electricity could be generated. Marvel et al. (2012) extended Miller's work by parameterizing the turbines as sinks for momentum extending over a number of model layers. Based on a global physics model, Kate et al. (2012) concluded that wind turbines placed at the Earth’s surface could extract kinetic energy at a rate of at least 400 TW, whereas high-altitude wind turbines could extract more than 1,800 TW. With a different global physics model and parameterization approach, Jacobson and Archer (2012) argued that as the number of wind turbines increased over large geographic regions, power extraction would first increase linearly, then converge to a saturation limit, with a saturation potential in excess of 250 TW at 100 m globally, 380 TW at 10 km. There is a notable discrepancy between these various limits. Kate's results suggest a significant expansion of the Hadley circulation as a consequence of kinetic
energy extraction. Adams and Keith (2011) addressed the same question using a mesoscale model. However, the energetics of the entire atmosphere is different from the energetics of the mesoscale region considered by Adams and Keith (2011). Answering the question of the ultimate limit of the atmosphere as a source of wind-generated electric power requires a detailed study of the underlying physics of the global atmosphere.

The circulation of the atmosphere is driven primarily by the spatial gradient in heat input. Diabatic heating occurs mainly in the warm tropics, with diabatic cooling dominating at relatively cold mid and high latitudes. The atmosphere acts as a fluid system transporting heat from hot to cold regions via the general circulation (Lorenz 1967). In this sense, following Carnot, the atmosphere acts as a thermal engine, converting heat to kinetic energy to sustain the general circulation against the force of friction. The standard approach to investigate the energetics of the atmosphere was introduced by Lorenz in 1955. This theory provides a means to quantify total kinetic energy production, addressing not only the globally integrated contributions from the meridional-mean circulation but also the contributions from eddies. A number of groups have investigated the energetics of the atmosphere based on the Lorenz Energy Cycle (Oort 1964; Oort and Yienger 1996; Li 2007; Marques et al. 2010; Kim and Kim 2013). Using Modern Era Retrospective-analysis for Research and Applications (MERRA) data, Kim and Kim (2013) concluded that kinetic energy is produced globally at a spatially average rate of about 2 W/m². However, the geographic distribution of kinetic energy production including the temporal variability have not as yet been quantified.

This study investigates the origin of wind energy in the atmosphere, with a specific focus on the spatial distribution of sources ($C$), historical long term variations and the thermodynamic efficiency ($\eta$) of the atmosphere viewed as a heat engine. From a mechanical perspective, kinetic
energy can be produced or destroyed only by real forces (Lorenz 1967). In the case of an air parcel in the atmosphere, the real forces are: gravity, the pressure gradient force, and friction. The first half of this paper focuses on the production of kinetic energy by these forces. The creation of wind energy in the atmosphere involves absorption of heat at high temperature and release at low temperature, following the operational principle of a thermal engine. The second half of the paper analyzes the thermodynamic processes within the atmosphere, quantifying the key thermodynamic variables including the net rate of heat absorption ($Q_{\text{in}}$), the efficiency for kinetic energy production ($\eta_K$) and the associated generation of entropy ($S$).

4.2 Data

The study is based on meteorological data from the MERRA compilation covering the period January 1979 to December 2010. Wind speeds, air temperatures and geopotential heights were obtained on the basis of retrospective analysis of global meteorological data using Version 5.2.0 of the GEOS-5 DAS. We use the standard 3-hourly output available for 42 pressure levels with a horizontal resolution of 1.25 ° latitude x 1.25 ° longitude (Rienecker et al. 2007). The global surface temperature anomalies referenced in this study are from the Goddard Institute for Space Studies (GISS) (Hansen et al. 2010).

4.3 Atmospheric kinetic energy

The kinetic energy corresponding to unit mass of the atmosphere is given by $(u^2 + v^2)/2$ where $u$ and $v$ are the eastward and northward components of wind velocity respectively (the small increment of kinetic energy associated with vertical motion can be ignored). The total and hemispheric atmospheric kinetic energy stocks may be obtained by integrating over the
appropriate spatial domains. Composite results for monthly mean values and for the long-term variation of global kinetic energy are shown in Figure 4.1. The inter-annual variation of the total kinetic energy stock shown in Figure 4.1a is associated with the changing phases of the El Niño - Southern Oscillation (ENSO) cycle. During the warm El Nino phase (notably years 1983, 1987, 1997 and 2010), elevated sea surface temperatures (SSTs) result in an increase in the kinetic energy stock; during the cold phase La Nina phase (notably years 1985, 1989, 1999 and 2008), colder SSTs contribute to a decrease. The global kinetic energy stock averaged approximately \(1.50 \text{ MJ/m}^2\) over the past 32 years, \(1.31 \text{ MJ/m}^2\) in the Northern Hemisphere with \(1.70 \text{ MJ/m}^2\) in the Southern Hemisphere.

The spatial distributions of the annual mean, June - August, and December - February kinetic energy budget are shown in Figure 4.2. Clearly evident is the influence of the dominant storm tracks at mid-latitude, and the steady components of the subtropical and polar jet streams. There are two distinct peaks in the Northern Hemispheric kinetic energy stock east of Japan and east of the North American continent, with a more continuous belt of high kinetic energy located between 30°S and 60°S in the Southern Hemisphere. As discussed by Huang et al. (2014), the boundary layer wind, for example the wind at 100 m, is controlled by conditions in the free atmosphere, perturbed by fast varying turbulence in the boundary layer. Strong winds in the free atmosphere generally lead to strong winds near the surface, and consequently to high instantaneous values of the capacity factors for wind turbines. The spatial distributions in Figure 4.2 reflect the geographic distribution and seasonality of wind resources as reported in the earlier studies (Lu et al. 2009; Heide et al. 2010; Archer and Jacobson 2013).
Figure 4.1 Kinetic energy of the atmosphere: (a) variation of the global kinetic energy from January 1979 to December 2010; (b) variation of the Northern Hemisphere kinetic energy from January 1979 to December 2010; (c) variation of the Southern Hemisphere kinetic energy from January 1979 to December 2010; (d) the composite seasonal cycle of the kinetic energy of the atmosphere averaged over the past 32 years.
Figure 4.2 Spatial distribution of the kinetic energy of the atmosphere in $MJ/m^2$: (a) annual mean, calculated based the past 32 years' data; (b) June ~ August, calculated based the past 32 years' data; (c) December ~ February, based on the past 32 years' data.
4.4 Calculation of the kinetic energy production rate

For an air parcel of unit mass, production of kinetic energy may be written as:

\[
\frac{dK}{dt} = -gw - \frac{1}{\rho} \vec{v} \cdot \nabla p + \vec{v} \cdot \vec{F}
\]  
(4.1)

where \( K \) is the kinetic energy corresponding to unit mass, \( g \) is the gravitational acceleration, \( w \) is the vertical velocity, \( \vec{v} \) is the velocity, \( \rho \) is the air density, \( p \) is the pressure and \( \vec{F} \) is the frictional force.

In calculating the kinetic energy production rate, it is convenient to consider the rate for production of kinetic energy in a fixed unit of volume. Re-organizing equation (4.1), we have:

\[
\frac{\partial \rho K}{\partial t} = -\nabla \cdot (K \rho \vec{v}) - \vec{v} \cdot \nabla p + \rho \vec{v} \cdot \vec{F} - g \rho w
\]  
(4.2)

The left hand side of this equation denotes the rate per unit volume for production of kinetic energy. The right hand side defines contributions to this production rate associated with the convergence of the kinetic energy flux \((-\nabla \cdot (K \rho \vec{v}))\), and the work carried out or consumed by the pressure gradient force \((-\vec{v} \cdot \nabla p)\), friction \((\rho \vec{v} \cdot \vec{F})\) and gravity \((-g \rho w)\). The data employed in the present analysis have a temporal resolution of 3 hour. Averaging over this 3 hour interval, equation (4.2) may be written as

\[
\frac{\partial \tilde{\rho K}}{\partial t} = -\nabla \cdot (K \tilde{\rho} \tilde{v}) - \tilde{v} \cdot \nabla \tilde{p} + \tilde{\rho} \tilde{v} \cdot \tilde{F} - g \tilde{\rho} \tilde{w}
\]  
(4.3)

where the symbol "\( \tilde{\quad} \)" denotes the appropriate three hour average.

The atmosphere is in quasi-hydrostatic balance: gravity is balanced approximately by the vertical pressure gradient force (Peixoto and Oort 1992). In this case, equation (4.3) may be recast in the simpler form:
\[
\frac{\partial \rho \overline{v}}{\partial t} = -\nabla \cdot \left( K \rho \overline{v} \right) - \overline{v_h} \cdot \nabla_h p + \rho \overline{v} \cdot \overline{F} \tag{4.4}
\]

where \(\overline{v_h}\) is the horizontal component of \(\overline{v}\), and \(\nabla_h p\) is the horizontal gradient of the pressure force.

Given the limitations imposed by the temporal and spatial resolution of the data, the kinetic energy associated with small scale turbulent motions must be treated as a component of the internal thermal energy (Lorenz, 1967). Equation (4.4) can be rewritten as:

\[
\frac{\partial \rho \overline{v}}{\partial t} = -\nabla \cdot \left( \overline{K \rho \overline{v}} \right) - \overline{v_h} \cdot \nabla_h p - \nabla \cdot \left( \overline{K \rho \overline{v} - \overline{K \rho \overline{v} \cdot \overline{F}}} \right) - \overline{v_h} \cdot \nabla_h p' + \rho \overline{v} \cdot \overline{F} \tag{4.5}
\]

where "'" denotes the transient component of any variable with a timescale for variation of less than 3 hours.

Part of the convergence of kinetic energy and kinetic energy production associated with the small scale turbulence is absorbed in the dissipation term reflecting the temporal and spatial resolution of the data: \(D = \nabla \cdot \left( \overline{K \rho \overline{v} - \overline{K \rho \overline{v}}} \right) - \rho \overline{v} \cdot \overline{F} + \overline{v_h} \cdot \overline{\nabla_h p'}\). Production of kinetic energy resulting from the horizontal pressure-gradient force is estimated as \(C = -\overline{v_h} \cdot \overline{\nabla_h p}\). Thus, the production of kinetic energy term \(C\) as explored in this study is restricted to include only contributions from meteorological processes with timescales longer than 3 hours and with spatial scales greater than 1.25 \(^{\circ}\) latitude by 1.25 \(^{\circ}\) longitude.

### 4.5 The distribution of the production of kinetic energy

Figure 4.3 illustrates the distribution of kinetic energy production averaged over the past 32 years in units of \(10^{-3} W/kg\). The tropical and subtropical region from 30 \(^{\circ}\)S to 30 \(^{\circ}\)N, dominated by the thermally direct Hadley circulation, is responsible for a net source of kinetic
energy as indicated in Figure 4.3a. The most prominent sources are located in the mid-latitude oceanic regions below the 800 hPa pressure level, notably in the Southern Hemisphere, as depicted in Figure 4.3c. The production of kinetic energy in these regions is associated with the intense development of eddies that stir the atmosphere over the ocean, carrying cold air equatorward and warm air poleward, resulting consequently in cross-isobaric flow. The topographic forcing of the Tibetan plateau has a noticeable impact on the production of kinetic energy in the upper region of the atmosphere from 0 hPa ~ 600 hPa, as indicated in Figure 4.3b.

The global and hemispheric rates for production of kinetic energy are obtained by integrating the production term, $C$, over the entire atmosphere or over each hemisphere separately. The global kinetic energy production rate averaged over the past 3 decades is estimated at $2.46 \, W/m^2$, with a upward trend since the late 1990s (Figure 4.4a). The average rate for production in the Northern Hemisphere is $2.44 \, W/m^2$, $2.49 \, W/m^2$ for the Southern Hemisphere. Hemispheric production rates indicate strong seasonality (Figure 4.4c), reaching maximum power output during local winter, with minima in local summer.
Figure 4.3 The distribution of kinetic energy production: (a) the vertical profile of kinetic energy production rate; (b) the source and sink of kinetic energy in the layer between 0 hPa ~ 600 hPa; (c) the source and sink of kinetic energy in the layer between 600 hPa ~ 1000 hPa.
Figure 4.4 Kinetic energy production, $C$: (a) variation of the global kinetic energy production rate, $C$, from January 1979 to December 2010; (b) variation of the Northern Hemisphere kinetic energy production trend, $C$, from January 1979 to December 2010; (c) variation of the Southern Hemisphere kinetic energy production trend, $C$, from January 1979 to December 2010; (d) the composite seasonal cycle of the kinetic energy production rate, $C$, based on the past 32 years' data.
4.6 Meridional and Eddies contributions

The general circulation of the atmosphere can be split into two components: the zonal mean meridional circulation and the eddies. Accordingly, the production of kinetic energy due to cross-isobaric flow can be partitioned into a zonal contribution and a contribution from eddies:

\[-\overline{\nu_h} \cdot \overline{\nu_hp} = -[\overline{\nu_h}] \cdot [\overline{\nu_hp}] - [\overline{\nu_h^*} \cdot \overline{\nu_hp^*}] \quad (4.5)\]

where the bracket \[ \] defines the zonal mean operator, \( \ast \) represents the departure from the zonal mean, \( C_Z = -[\overline{\nu_h}] \cdot [\overline{\nu_hp}] \) is the contribution from the meridional circulation and \( C_E = -[\overline{\nu_h^*} \cdot \overline{\nu_hp^*}] \) represents the contribution from eddies (Lorenz 1967).

The meridional term \( C_Z \) reflects the fact that kinetic energy in the zonal mean flow can be generated by horizontal cross-isobaric flow down the north-south pressure gradient. It is dominated by three systems: the Hadley system in the tropics, the Ferrel system at mid-latitudes and the Polar system at high-latitudes (Huang and McElroy 2014). The Hadley circulation in the tropics is identified with lifting of warm moist air in the equatorial region with descent of colder drier air in the subtropics corresponding to a thermally driven direct circulation, with consequent net production of kinetic energy. The Ferrel cells at mid-latitudes represent statistical residues that result from zonal averaging of large northward and southward flows associated with the quasi-stationary atmospheric waves. The Ferrel cells are identified with rising of relatively cold air at high latitudes, and sinking of relatively warm air at lower mid-latitudes, defining a thermally indirect circulation with consequent consumption of kinetic energy. The polar cells are weak, reflecting residual direct circulations. The temperature contrast at mid-latitudes is particularly strong. The Ferrel system is efficient consequently in consuming kinetic energy, effectively cancelling production from the combination of the Hadley and Polar systems. The
value of $C_Z$ averaged over the past 32 years is $0.05 \, W/m^2$. The long-term variation and the seasonal cycles of $C_Z$ are plotted in Figure 4.5.
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**Figure 4.5** Meridional circulation's contribution to kinetic energy production: (a) variation of the global $C_Z$ kinetic energy production from January 1979 to December 2010; (b) the composite seasonal cycle based on the past 32 years’ data.

The eddies are associated with rapidly developing and decaying weather disturbances at mid-latitudes, which progress generally to the east with the prevailing flow and are responsible for much of the variability of wind and weather especially in winter. The eddy term $C_E$ generates kinetic energy when, along a latitude circle, the wind anomalies are negatively correlated with anomalies in the pressure gradient. The temporal variation of the global and hemispheric integrals of $C_E$ are presented in Figure 4.6a ~ c, with an upward trend in the integral for the southern hemisphere. Over the past 32 years, the average value of the southern hemispheric $C_E$ is $2.53 \, W/m^2$, greater than the value of $2.29 \, W/m^2$ associated with the eddy component in the
northern hemisphere. The hemispheric integral of $C_E$ reaches a maximum in local winter, with a minimum in local summer, as reflected in Figure 4.6d. Compared to $C_Z$, with the Ferrel system cancelling the Hadley system, $C_E$ is the dominant term in the calculation of $C = C_E + C_Z$, emphasizing the dominant role of the eddies in maintaining the circulation of the atmosphere.

### 4.7 Dissipation

Motions of the atmosphere against friction convert kinetic to internal thermal energy. This process is thermally irreversible, resulting in an increase in entropy. Approximately half of the frictional dissipation takes place within the lowest kilometer of the atmosphere, a result of turbulent motions generated mechanically by the flow over the underlying surface. The other half takes place higher in the atmosphere where small-scale disturbances are generated as a result of convection or shear instability of the vertical wind (Kung 1966). In the long run, the total kinetic energy in the atmosphere ($KE$) is determined by a balance between production ($C$) and dissipation by friction ($D$). The dissipation term may be defined:

$$D = C - \frac{dKE}{dt}$$  \hspace{1cm} (4.6)

The long-term variation and seasonal cycle of $D$ are plotted in Figure 4.7. Maximum dissipation occurs in February, corresponding to the peak in Northern Hemisphere kinetic energy reflecting the importance of surface roughness associated with Northern Hemisphere continental areas in dissipating kinetic energy. The fate of kinetic energy in the atmosphere from a mechanical perspective is summarized in Figure 4.8. The lifetime of kinetic energy, $\tau$, calculated as $KE/D$, is 6.9 days.
Figure 4.6 Eddies' contribution to kinetic energy production: (a) variation of the global $C_E$ kinetic energy production from January 1979 to December 2010; (b) variation of the Northern Hemisphere $C_E$ kinetic energy production from January 1979 to December 2010; (c) variation of the Southern Hemisphere $C_E$ kinetic energy production from January 1979 to December 2010; (d) the composite seasonal cycle of $C_E$, based on the past 32 years' data.
Figure 4.7 Kinetic energy dissipation rate, \( D \): (a) variation of kinetic energy dissipation rate from January 1979 to December 2010; (b) the composite seasonal cycle based on the past 32 years.

Figure 4.8 Mechanical perspective on the budget of atmospheric kinetic energy.
4.8 The thermodynamics of atmospheric motions

According to the first law of thermodynamics:

\[ C_p \left[ \frac{\partial}{\partial t} T + \vec{v} \cdot \nabla T + \omega \left( \frac{\partial T}{\partial p} - \kappa \frac{T}{p} \right) \right] = Q \]  

(4.7)

where \( C_p \) is the specific heat of the air, \( T \) is temperature, \( \omega \) is the vertical component of wind velocity, \( p \) is air pressure and \( Q \) defines the rate per unit mass for diabatic heating.

Diabatic heating includes contributions from radiative heating and cooling, release of latent heat associated with phase transitions, heating by conduction of sensible heat, and heating by frictional dissipation:

\[ Q = -\frac{1}{\rho} \{ \nabla \cdot F_{rad} + \rho L (e - c) + \nabla \cdot J_H + \tau : \nabla \vec{v} \} \]  

(4.8)

where \( \rho \) is the density of air, \( L \) is the latent heat of condensation per unit mass, \( c \) and \( e \) are the rates of condensation and evaporation per unit mass, \( F_{rad} \) is the net radiative flux, \( J_H \) is the sensible heat flux due to conduction, \( \tau \) is the wind stress tensor, and \( \vec{v} \) is the wind velocity.

The annual mean spatial distribution of diabatic heating \( Q \) based on equation (4.7) is displayed in Figure 4.9. The results presented here are consistent with earlier studies (Hagos et al. 2010; Ling and Zhang 2013). An important fraction of the incoming sunlight reaches the surface which is heated accordingly. This heat finds its way back into the atmosphere as a result of turbulent transport through the atmospheric boundary layer. Most of the solar energy absorbed by the ocean is used to evaporate water. Water vapor in the atmosphere acts as a reservoir for storage of heat that can be released later. As the air ascends, it cools. When it becomes saturated, water vapor condenses with consequent release of latent heat. Heating is dominated in the
tropical atmosphere by release of latent heat. Separate bands of relatively deep heating are observed at mid-latitudes where active weather systems result in enhanced precipitation and release of latent heat. The focus in this study is on how atmospheric motion is maintained by diabatic heating. Condensation and evaporation of water are treated accordingly as external to the system composed of dry air (Johnson 1997). Regions of diabatic cooling, dominated by long wave radiation to space, occupy much of the middle and upper troposphere. The calculation of $Q$ involves the relatively uncertain value of the vertical velocity $\omega$; energy is not perfectly conserved in the assimilated meteorological data. Significant uncertainty is introduced consequently in computed values of $Q$. The rate of change of entropy, $s$, per unit mass is given by $\frac{ds}{dt} = \frac{Q}{T}$. The spatial distribution of entropy generation is similar to the spatial pattern of $Q$, as illustrated in Figure 4.10.

The diabatic heating term $Q$ can be written as $Q = Q_h + Q_f$, where $Q_h$ accounts for radiative heating (solar and infrared), latent heating and heating due to conduction:

$$Q_h = -\frac{1}{\rho} \{ \nabla \cdot F_{rad} + \rho L (e - c) + \nabla \cdot J_H \} \quad (4.9)$$

The second component, $Q_f$, is associated with frictional dissipation:

$$Q_f = -\frac{1}{\rho} \cdot \tau : \nabla \hat{v} \quad (4.10)$$

90
Figure 4.9 Distribution of diabatic heating: (a) vertical profile; (b) vertically integrated results.
Figure 4.10 Distribution of entropy production: (a) vertical profile; (b) vertically integrated results.

By separating $Q_h$ from $Q$, we may consider $Q_h$ as the external heating responsible, from a thermodynamic perspective, for the motion of the dry air. In the long run, the globally integrated values for $Q_f$ must be balanced by global production of kinetic energy, equal therefore to 2.46 $W/m^2$. Consequently, we may rewrite the generation of entropy as:

$$\frac{ds}{dt} = \frac{ds_h}{dt} + \frac{ds_f}{dt}$$

(4.11)

where $\frac{ds_h}{dt} = \frac{Q_h}{T}$, $\frac{ds_f}{dt} = \frac{Q_f}{T}$ and $T$ is the temperature of the environment in the region where heat is either absorbed or released (Peixoto and Oort 1991, 1992).
In the long run, the entropy $S$ of the entire atmosphere is required to remain constant. Thus, with the long term mean indicated by "\[\]":

\[
\int_{\text{global}} \rho \left( \frac{dS_h + dS_f}{dt} \right) dV = 0 \quad (4.12)
\]

or

\[
\int_{\text{global}} \rho \left( \frac{Q_h + Q_f}{T} \right) dV = 0 \quad (4.13)
\]

Since $Q_f$ and $T$ are always positive, the integral $\int_{\text{global}} \rho \left( \frac{Q_f}{T} \right) dV$ is greater than zero, which implies that $\int_{\text{global}} \rho \left( \frac{Q_h}{T} \right) dV < 0$. It follows that the $Q_h$ and $T$ fields must be positively correlated. In other words, the general circulation can be maintained against the disordering impact of friction only if the heating occurs in warmer regions of the atmosphere with cooling in colder regions. Figure 4.11 summarizes the creation and dissipation of kinetic energy in the atmosphere from a thermodynamic perspective.

The global heat source $Q_{in}$ in Figure 4.11 represents the heat that the atmosphere absorbs in the higher temperature ($T_{\text{hot}}$) environment in order to do mechanical work. It is defined as:

\[
Q_{in} = \int_{Q_h>0} \rho Q_h dV \quad (4.14)
\]

The global heat sink $Q_{out}$ in Figure 4.11 represents the heat that the atmosphere releases into the lower temperature ($T_{\text{cold}}$) environment and is defined by:

\[
Q_{out} = \int_{Q_h<0} \rho Q_h dV \quad (4.15)
\]
Figure 4.11 Schematic depiction of the atmosphere as a thermal engine.

The mechanical work produced by the atmosphere is dissipated by friction and converted to heat that is released back into the atmosphere. This process is thermally equivalent to using the mechanical work to turn on a heater and return the exhausted heat back to the atmosphere, as depicted in Figure 4.11. However, it is difficult to distinguish between $Q_h$ and $Q_f$, and the absolute value of the global integral of $Q_f$ is negligible compared to the global integral for $Q_{in}$ and $Q_{out}$. Thus, the global heat source $Q_{in}$ can be approximated as:

$$Q_{in} \approx \int_{Q>0} \rho Q \, dV \quad (4.16)$$

with $Q_{out}$ approximated as:

$$Q_{out} \approx \int_{Q<0} \rho Q \, dV \quad (4.17)$$

The global heat source approximated by $\int_{Q>0} \rho Q \, dV$ must be balanced in the long run by $\int_{Q<0} \rho Q \, dV$. The uncertainty in the computation is unavoidable: a 3 $W/m^2$ value has been added to the global heat sink term $\int_{Q<0} \rho Q \, dV$ in order to conserve energy. The computed historical variation and seasonality are shown in Figure 4.12. The value for the global heat source
\[ \int_{Q>0} \rho Q dV \] averaged over the past three decades is estimated at 244 \( W/m^2 \), with the average kinetic energy production rate over the same period calculated as 1.61 \( W/m^2 \). It follows that the average efficiency for kinetic energy production (\( \eta_K \)) is equal to 1.03%.

**Figure 4.12** Global integral of diabatic heating, \( Q_{in} \), and cooling, \( Q_{out} \): (a) the long term variation (left) and seasonality (right) of the global heat source; (b) the long term variation (left) and seasonality (right) of the global heat sink; (c) the long term variation (left) and seasonality (right) of the sum of the source and sink from January 1979 to December 2010.
According to the first law of thermodynamics, a thermal engine can convert thermal heat into mechanical energy. In the case of the atmosphere, the mechanical energy includes potential energy and kinetic energy. In the energy cycle theory, Lorenz investigated the flow of energy between the kinetic energy component and the sum of internal thermal and potential energies. Here, in order to analyze the thermodynamic efficiency, the potential energy must be studied separately. The historical variation and its seasonality are plotted in Figure 4.13. Potential and internal thermal energy are not independent. Under the hydrostatic equilibrium condition, they are proportional with a ratio of approximately 2.5 (Peixoto and Oort 1992). Thus the total potential energy of the atmosphere has increased in response to recent global warming. The correlation between the potential energy of the atmosphere (365-day running average) and the GISS annual mean surface temperature trend exceeds 0.70 over the past 32 years. The historical variation and seasonality of potential energy production ($P$) are plotted in Figure 4.14.

Several groups have sought to estimate the thermodynamic efficiency of the atmosphere. They defined the efficiency as the ratio of the rate at which wind energy is dissipated to the total absorbed flux of solar radiation (Lorenz 1967; Gustavson 1979; Gordon and Zarmi 1989). The ultimate source of wind energy is the sun, but the conversion of this radiant energy into the kinetic energy of moving air is a complex process involving many interacting energy transfer paths. In this study, we isolated the atmospheric component from the earth system as a whole and investigated how diabatic heating in the atmosphere maintains the general circulation. Following the heat engine concept, we defined the thermodynamic efficiency, $\eta$, as the ratio between the production of mechanical energy, $C + P$, and the global integral of diabatic heating, $\int_{Q>0} \rho Q dV$. The long-term historical variation of $\eta$ shows an upward trend since 1985 (Figure 4.15a). The
seasonal cycle of $\eta$ is plotted in Figure 4.15b, with a peak of 1.08% in January and a minimum of 1% in September.

**Figure 4.13** Potential energy of the atmosphere: (a) variation of the global potential energy of the atmosphere from January 1979 to December 2010; (b) the composite seasonal cycle based on the past 32 years’ data.
Figure 4.14 Potential energy production rate: (a) variation of the potential energy production rate from January 1979 to December 2010; (b) the composite seasonal cycle based on past 32-years data.
Figure 4.15 Thermodynamic efficiency, $\eta$: (a) variation of the thermodynamic efficiency from January 1979 to December 2010; (b) the composite seasonal cycle for the thermodynamic efficiency based on past 32-years data.

The effective temperature $\langle T_{hot} \rangle$ at which heat is absorbed can be calculated as:

$$\langle T_{hot} \rangle = \frac{1}{\Delta S} \int_{t_1}^{t_2} \int_{Q_h>0} T \frac{dS}{dt} dV dt$$

or approximated as:

$$\langle T_{hot} \rangle \approx \frac{1}{\Delta S} \int_{t_1}^{t_2} \int_{Q_h>0} T \frac{dS}{dt} dV dt$$

(4.19)

where $\Delta S = \int_{t_1}^{t_2} \int_{Q_h>0} \frac{dS}{dt} dV dt$, with $t_1$ and $t_2$ representing the starting and ending times for the integration. The effective temperature $\langle T_{cold} \rangle$ at which heat is released can be approximated as $(1 - \eta) \cdot \langle T_{hot} \rangle$. The schematic illustration of the atmosphere as a Carnot engine is summarized in Figure 4.16, with all values included here representing averages for the past 32 years.
Figure 4.16 Illustration of the atmosphere as a Carnot engine. Work, $W$, is dissipated ultimately by friction.

The variation of $\Delta(T_{hot})$ is defined as:

$$\Delta(T_{hot}) = \frac{1}{\Delta t} \int_{t_1}^{t_2} \int_{Q_h > 0} T \frac{dS}{dt} dV dt - 256K$$

(4.20) or

$$\Delta(T_{hot}) = \langle T_{hot} \rangle - 256K$$ \hspace{1cm} (4.21)

and $\Delta(T_{cold})$ is given by:

$$\Delta(T_{cold}) = \langle T_{hot} \rangle \cdot (1 - \eta) - 253.5K$$ \hspace{1cm} (4.22)

The historical variation of $\Delta(T_{hot})$ and $\Delta(T_{cold})$ is shown in Figure 4.17. The calculation of the values displayed here involves integrations over 1 year intervals (namely, $t_2 - t_1 = 1$ year). Thus the seasonal variations have been removed. The correlation between $\Delta(T_{hot})$ and GISS’s $\Delta T_{surface}$ is 0.89 over the past 32 years. Linear regression analysis indicates that $T_{surface}$ increased at a rate of 0.17 K/decade while $\Delta(T_{hot})$ and $\Delta(T_{cold})$ increased at higher rates of 0.45 K/decade and 0.38 K/decade respectively, consistent with increasing efficiency.
Figure 4.17 Variation of $\Delta(T_{hot})$, $\Delta(T_{cold})$ and $\Delta T_{surface}$ over the past 32 years.

4.9 Discussion and Summary

The total kinetic energy stock of the atmosphere displays significant inter-annual variability, as indicated in Figure 4.1, with the changing phases of the ENSO cycle playing an important role. This inter-annual variation reflects the fact that the wind energy potential for a particular location can fluctuate on a long-term basis, under the influences of long-term atmospheric oscillations which can alter the circulation of the atmosphere including the distribution of kinetic energy. Modern wind turbines are designed to work with an anticipated lifespan of 20 years. Predictions of wind power for the next 20 years, or at least limits on its possible variation, will be an important consideration for prospective investors in wind power. Measurements of wind speed at turbine hub heights are limited. The selecting of sites for wind farms are made usually on basis of a few years of data. Future studies should allow for the potential variation of wind resources associated with atmospheric phenomena as represented for example by ENSO, anticipating further the possibility of potential long-term changes in climate.

Production of kinetic energy was investigated in this study taking advantage of the high temporal resolution of the MERRA dataset. In calculating the kinetic energy production rate, $C$ was defined as $-\mathbf{v}_h \cdot \mathbf{v}_h \mathbf{p}$, where $\mathbf{v}_h$ and $\mathbf{p}$ represent 3-hour mean values. Thus values for $C$ are
functions of the time-average-operator \( \bar{\cdot} \). Figure 4.18 displays values for the global integral of \( C \) calculated as a function of the time averaging applied to \( \nu_h \) and \( p \). The global integral of \( C \) decreases from the previously reported value of 2.46 \( W/m^2 \) to 1.74 \( W/m^2 \), if the analysis is constructed using daily average values of \( \nu_h \) and \( p \). It decreases to 0.51 \( W/m^2 \) using weekly averaging. The kinetic energy production rate curve in Figure 4.18 flattens at approximately 0.6 \( W/m^2 \) for averaging intervals of 5-days or longer, indicating that large-scale motions with time scales of days in the atmosphere contribute only a small fraction (\( \approx 25\% \)) of the total source of kinetic energy. Since small scale variability with time scales less than 3 hours cannot be distinguished in the dataset used here, the production of kinetic energy in the atmosphere quantified here and in other studies (e.g.: Oort 1964; Oort and Yienger 1996; Li et al. 2007; Marques et al. 2010; Kim and Kim 2013) must be considered as lower limits to the actual source as a result of restrictions imposed by the choice of time averaging.

The atmosphere generates kinetic energy as a thermal engine. Key thermodynamic properties were quantified including the heat absorption rate, \( Q_{in} \), the effective temperature at which heat is absorbed, \( \langle T_{hot} \rangle \), and the effective temperature at which heat is released, \( \langle T_{cold} \rangle \). The quantifications of diabatic heating and effective temperatures involve parameters such as the vertical velocity of the air with large uncertainties. Absolute values of these thermodynamic properties are subject to large uncertainties as well. However, in the historical variation of \( \langle T_{hot} \rangle \) and \( \langle T_{cold} \rangle \), the values of \( \langle T_{hot} \rangle \) and \( \langle T_{cold} \rangle \) for any particular year were quantified in the same fashion. It is unlikely that the upward trends of \( \langle T_{hot} \rangle \) and \( \langle T_{cold} \rangle \) can be attributed mainly to the uncertainties in the calculations. A number of studies argued that the warming climate over the past decades has influenced the wind resource potential (e.g. Breslow and Sailor 2002; Pryor et al. 2005; Sailor et al. 2008; Bloom et al. 2008; Pryor and Barthelmie 2010; Mideksa and
Kallbekken 2010; Pereira et al. 2010; Wan et al. 2010). The upward trends in \( \langle T_{cold} \rangle \) and \( \langle T_{hot} \rangle \) obtained here confirms the fact that the thermodynamic conditions of the atmosphere have undergone a significant change over the past 32 years.

![Kinetic energy production rate](image)

**Figure 4.18** Dependence of calculated values for global kinetic energy production rate as a function of the time-resolution employed in averaging input data. The x-axis denotes the temporal period for which the values of \( v_h \) and \( p \) have been averaged. The y-axis denotes the corresponding global integral of the kinetic energy production rate, \( C \). The highest value of \( C \) corresponds to results obtained here using the most highly temporally resolved 3-hour values for \( v_h \) and \( p \).

This study employed a number of different approaches to investigate the thermodynamic properties and processes of the atmospheric thermal engine. The origin of the kinetic energy of wind was analyzed retrospectively based on the MERRA data. A key question is whether the conclusions reached in the study may be conditioned by the use of this specific data base. Other datasets including NCEP-1, NCEP-2, ERA-40 and JRA-25 should be employed in the future to compare with the results from this study. With respect to the ultimate global potential for future wind generated electricity, large scale deployment of wind farms can increase positive entropy production by introducing friction and by introducing dissipative turbulence in the boundary
layer, in addition to its role in extracting the kinetic energy harvested to produce electricity. To realistically simulate this thermodynamic process will be challenging, with the background of a changing climate further complicating the analysis. Addressing the ultimate physical limit to wind potential question will require a new generation of studies focusing on the physics of the changing atmospheric environment.
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Chapter 5

Contributions of the Hadley and Ferrel Circulations to the Energetics of the Atmosphere over the past 32-years


Abstract

The Hadley system provides an example of a thermally direct circulation, the Ferrel system in contrast an example of a thermally indirect circulation. In this study, the authors develop an approach to investigate the key thermodynamic properties of the Hadley and Ferrel systems, quantifying them using assimilated meteorological data covering the period January 1979 to December 2010. This analysis offers a fresh perspective on the conversion of energy in the atmosphere from diabatic heating to the production of atmospheric kinetic energy. The results indicate that the thermodynamic efficiency of the Hadley system, considered as a heat engine, has been relatively constant over the 32 year period covered by the analysis, averaging 2.6 %. Over the same interval, the power generated by the Hadley regime has risen at an average rate of about 0.54 TW per year, reflecting an increase in energy input to the system consistent with the observed trend in the tropical sea surface temperatures. The Ferrel system acts as a heat pump with a coefficient of performance of 12.1, consuming kinetic energy at an approximate rate of 275 TW, exceeding the power production rate of the Hadley system by 77 TW.
5.1 Introduction

The Lorenz Energy Cycle (Lorenz 1955) provides an instructive approach to a quantitative investigation of the energetics of the atmosphere. The uneven spatial distribution of diabatic heating in the atmosphere results in an increase in available potential energy which is converted consequently to kinetic energy maintaining the circulation of the atmosphere against friction. Grounded on this theory, creation of kinetic energy at the expense of available potential energy can be decomposed into a contribution from the meridional overturning circulation, denoted as $C_Z$, and a contribution from eddies, denoted as $C_E$. Several groups (e.g., Krueger et al. 1965; Wiin-Nielsen 1967; Oort 1964; Oort and Peixoto 1974; Oort 1983; Li et al. 2007; Kim and Kim 2013) have sought to analyze the energetics of the atmosphere following this approach. Based on daily reports from the global radiosonde network for the 10-year period from 1963 to 1973, Oort (1983) estimated $C_Z$ and $C_E$ as -0.15W/m$^2$ and 2.0W/m$^2$ respectively, revealing the dominant role of $C_E$ relative to $C_Z$, and concluded that the indirect Ferrel circulation consumes zonal mean kinetic energy at a rate slightly exceeding production by the Hadley circulation. The importance of $C_E$ and $C_Z$ in the conversion of available potential energy to kinetic energy is confirmed by recent studies based on assimilated datasets including NCEP-NCAR, NCEP-R2, ERA40 and MERRA. There are discrepancies, however, in the absolute value and the sign of $C_Z$ (Li, et al. 2007, Kim and Kim 2013). $C_Z$ refers to a composite of three meridional overturning components: the Hadley system in the tropics, the Ferrel system in the mid-latitudes and the Polar system at high latitudes regions. An in-depth understanding of $C_Z$ requires an independent analysis of each component. The Lorenz Energy Cycle has limitations when it comes to defining the role of individual sources in the creation of kinetic energy: it is unable, for example, to isolate the contribution from the Hadley circulation.
The Hadley circulation is identified with rising of warm and moist air in the equatorial region with descent of colder air in the subtropics corresponding to a thermally driven direct circulation, with consequent net production of kinetic energy. Many studies (e.g., Mitas and Clement 2005, 2006; Frierson et al. 2007; Hu and Fu 2007; Lu et al. 2007; Previdi and Liepert 2007; Seidel and Randel 2007; Seidel et al. 2008; Johanson and Fu 2009; Stachnik and Schumacher 2011; Davis and Rosenlof 2012; Nguyen et al. 2013; Hu et al. 2013) have sought to analyze how the Hadley system has varied under the recent warming climate. Results from these investigations indicate expansion and intensification of the Hadley circulation over the past several decades. A related question is whether the Hadley system has become more energetic.

At mid-latitudes, the circulation of the atmosphere is dominated by wave-like flows. The Ferrel cells represent statistical residues that result after zonal averaging of large northward and southward flows associated with the quasi-stationary atmospheric waves. The Ferrel cells are identified with rising motion of relatively cold air at high latitudes, sinking of relatively warm air at the lower mid-latitudes, defining a thermally indirect circulation with consequent consumption of kinetic energy (Peixoto and Oort 1992).

Grotjahn (2003) pointed out that the Carnot Cycle concept can be used to estimate the generation of kinetic energy that results from the thermodynamic changes an air parcel undergoes while completing an atmospheric circuit. He estimated the power of one of the Hadley cells by plotting the thermodynamic properties of air parcels on a temperature - pressure diagram. In this study, we extend his approach, investigating the key thermodynamic properties of the Hadley and Ferrel circulations using assimilated meteorological data from the Modern Era Retrospective-analysis for Research and Applications (MERRA). The analysis allow us to differentiate individual contributions of the Hadley and Ferrel systems to the $C_Z$ process. As will
be shown, the study indicates an upward trend in the power generated by the Hadley system over the past three decades, consistent with view that this system is strengthening.

5.2 Data and Methodology

This investigation is based on meteorological data from the MERRA compilation covering the period January 1979 to December 2010. Wind speeds, air temperature and geopotential heights were obtained on the basis of retrospective analysis of global meteorological data using Version 5.2.0 of the GEOS-5 DAS. We use the standard monthly output available for 42 pressure levels with a horizontal resolution of 1.25 ° latitude × 1.25 ° longitude (Rienecker et al. 2007). The tropical sea surface temperature and ENSO index is from Goddard Institute for Space Studies (Hansen et al. 1999; Hansen et al. 2010).

Stream functions defining the zonal mean circulation were computed using the continuity equation for mass expressed in zonally averaged form:

\[
\frac{\partial [P \cos \Phi]}{R \cos \Phi \partial \Phi} + \frac{\partial [\bar{\omega}]}{\partial P} = 0
\]  

(5.1)

where \([\bar{\cdot}]\) defines the time and zonal average operator, \(v\) the meridional wind speed in units of \(\text{m} \cdot \text{s}^{-1}\), \(\omega\) the vertical wind speed in units of \(\text{Pa} \cdot \text{s}^{-1}\), \(\Phi\) latitude and \(P\) pressure in Pa.

The mass stream function \(\varphi\) is given then by:

\[
[\bar{v}] = g \frac{\partial \varphi}{2 \pi R \cos \Phi \partial P}
\]  

(5.2)

\[
[\bar{\omega}] = -g \frac{\partial \varphi}{2 \pi R^2 \cos \Phi \partial \Phi}
\]  

(5.3)
We calculated $\phi$ using $[\bar{v}]$, while $[\bar{w}]$ was computed on the basis of the assimilated meteorological data through horizontal integration of equation (5.2) combined with vertical integration of equation (5.3) beginning at the top of the atmosphere where we assumed $\phi = 0$.

**5.3 Thermodynamic properties of the Hadley system**

a. Illustration of a direct thermal circulation

Values for January 2009 mass stream functions ($10^9$ kg·s$^{-1}$), computed on the basis of the zonal average of monthly assimilated meteorological data, are presented in Figure 5.1a. Positive values are indicated by warm (red) colors with negative values denoted by cold (blue) colors. The bold black contour illustrates the direction of motion (white arrows) corresponding to the direct thermal circulation of the Hadley regime. Maximum heating in January 2009 occurs south of the equator. The air is less dense as a consequence, rising due to buoyancy, cooling in the process. Reaching the top of the convection cell, the air moves northward, cooling as it radiates more energy than it absorbs before sinking eventually in the northern sub-tropics (Marshall and Plumb 2008). The loop is completed as the air moves back across the equator at the surface.

As an example of how work is produced by completing travel around one loop of the cell, we selected the segment defined by the bold black contour in Figure 5.1a, corresponding to a constant mass stream function value of $70 \times 10^9$ kg·s$^{-1}$. The Pressure-Volume (P-V) diagram for transit of 1 kg of air around this loop is presented in Figure 5.1b. At a given pressure level, while the air parcel is experiencing ascending motion, its specific volume (illustrated by the blue line) is always greater than the specific volume (expressed by the red line) associated with the descending portion of the trajectory. The area inside the loop defines the net work performed by the air parcel as it completes travel along the indicated loop. The net work obtained by
completing one circuit of the loop is given by \( \oint P \, dV_s \) where \( V_s \) defines the specific volume of the air parcel.

**Figure 5.1** The average meridional circulation of the atmosphere in January 2009 with emphasis on the direct Hadley system. Colors in panel (a) specify mass stream function values in units of \( 10^9 \) kg s\(^{-1}\). The bold black loop, with constant mass stream-function value of \( 70 \times 10^9 \) kg\( \cdot \)s\(^{-1}\), is chosen as an example to illustrate the thermally driven direct circulation. White arrows point in the direction of air motion. Panel (b) displays the P-V diagram for an air parcel with mass stream-function value of \( 70 \times 10^9 \) kg\( \cdot \)s\(^{-1}\). Panel (c) presents the P-\( \Delta V \) diagram for an air parcel with mass stream-function value of \( 70 \times 10^9 \) kg\( \cdot \)s\(^{-1}\). Panel (d) illustrates the T-S diagram for an air parcel with mass stream-function value of \( 70 \times 10^9 \) kg\( \cdot \)s\(^{-1}\).
The net work performed by the air parcel in completing this loop is estimated at 1.90 kJ/kg. The corresponding Pressure-ΔVolume (P-ΔV) diagram is presented in Figure 5.1c in which the vertical axis indicates pressure, with the specific volume change identified on the horizontal axis (at a given pressure level, the specific volume associated the ascending motion minus the specific volume associated with descending motion). The positive sign of ΔV_s in Figure 5.1c implies positive net work. Figure 5.1d presents the temperature-entropy (T-S) diagram for this air parcel, illustrating the changes in temperature and specific entropy that develop over a thermodynamic cycle. The red portion of the temperature-entropy cycle is associated with the downward motion, and located quite close to the blue portion associated with the upward motion, indicating a small thermodynamic efficiency. The thermodynamic efficiency (η) of the loop is defined by:

$$\eta = \frac{\int TdS}{\int_{\text{absorbed heat}} TdS}$$  \hspace{1cm} (5.4)

where \(T\) is temperature, \(S\) is entropy and the integral \(\int_{\text{absorbed heat}} TdS\) in the denominator is restricted to portions of the cycle corresponding to net positive heating (namely \(T \cdot dS > 0\)). The entropy term can be computed as \(S = C_p \ln \theta\), where \(C_p\) is the specific heat of dry air at constant pressure and \(\theta\) is potential temperature.

According to the second law of thermodynamics, \(dQ = TdS\), where \(dQ\) is the net heat contributed by various sources including radiative heating (solar and infrared) and release of latent heat. Thus, the denominator in equation (5.4) calculates the net heat absorbed by the air parcel at higher temperature in order to do mechanical work. Water vapor in the atmosphere acts as a means of storing heat which can be released later. As the air ascends, it may cool and become saturated; then water vapor condenses releasing latent heat. In the case of the tropical
atmosphere, the heat $dQ$ is dominated by the release of latent heat (James, 1995). For the loop considered here, the thermodynamic efficiency is about 4.3%. Only a small fraction of the heat supplied to the air parcel is converted to mechanical energy.

b. Power of the Hadley system

Consider two loops with constant stream function values, one inside the other (Figure 5.2). Assume that the total mass between loops 1 and 2 is represented by $M$, while the average time required to complete travel through the region sandwiched between loops 1 and 2 is expressed by $t$. The mass flux, denoted by $F$, between loops 1 and 2 is given by the difference between the mass stream function values for loops 1 and 2. The net work associated with travel through one complete loop is defined by $M \cdot \oint P dV_s$, while the time required to travel along the loop is given by $t = \frac{M}{F}$. Thus the power generated by motion of the air sandwiched between loops 1 and 2 is specified by $F \cdot \oint P dV_s$.

Figure 5.2 Schematic illustration of the method used in quantifying the power of Hadley cells.

For each Hadley cell, the associated power may be calculated according to:
Based on the assimilated meteorological data adopted here to define conditions over the past 32 years, we calculated the power of the Hadley cells in each hemisphere as well as their combination. The composite (32-year average) monthly results are presented in Figure 5.3a-c. The Hadley cell identified for the Northern Hemisphere refers to the entire cell originating in the Southern Hemisphere extending across the equator to the Northern Hemisphere during northern hemispheric winter. A similar definition applies to the Hadley cell in the Southern Hemisphere. The Hadley cell in the Northern Hemisphere, not surprisingly, reaches its peak power of 218 TW in January with a minimum of 0.5 TW in July. The counterpart in the Southern Hemisphere has a peak of 204 TW in August with a minimum of 32 TW in January. Considering the power associated with the combination of both Hadley cells, there are two peaks, 250 TW in January, 205 TW in August, and two minima, 164 TW in May, 164 TW in October. The annual mean power associated with the overall Hadley system amounts to 198 TW. Reflecting differences in land-sea contrast between the hemispheres, the Hadley cell in the Northern Hemisphere almost disappears during northern summer. Results for the power of the circulation obtained here are smaller than those reported earlier by Grotjahn (2003).

From Figure 5.3 alone, it is unclear which of the terms in Equation (5.5) dominates the annual cycle of Hadley cell power output. Oort and Rasmusson (1970) investigated the annual cycle of the Hadley circulation based on the value of the mass stream function and data for a 5-yr period obtained from a dense network of upper air stations. The seasonality of the Hadley system was explored further by Dima and Wallace (2003) using NCEP-NCAR data covering the period 1979-2001. Defining the seasonality as the principal component of the first EOF mode of

\[
\text{Power} = \int_{\text{edge of the cell}}^{\text{center of the cell}} \frac{\partial (\text{stream function value})}{\partial \phi} \cdot \hat{\phi} \, P \, dV \cdot d\Phi
\] (5.5)

Based on the assimilated meteorological data adopted here to define conditions over the past 32 years, we calculated the power of the Hadley cells in each hemisphere as well as their combination. The composite (32-year average) monthly results are presented in Figure 5.3a-c. The Hadley cell identified for the Northern Hemisphere refers to the entire cell originating in the Southern Hemisphere extending across the equator to the Northern Hemisphere during northern hemispheric winter. A similar definition applies to the Hadley cell in the Southern Hemisphere. The Hadley cell in the Northern Hemisphere, not surprisingly, reaches its peak power of 218 TW in January with a minimum of 0.5 TW in July. The counterpart in the Southern Hemisphere has a peak of 204 TW in August with a minimum of 32 TW in January. Considering the power associated with the combination of both Hadley cells, there are two peaks, 250 TW in January, 205 TW in August, and two minima, 164 TW in May, 164 TW in October. The annual mean power associated with the overall Hadley system amounts to 198 TW. Reflecting differences in land-sea contrast between the hemispheres, the Hadley cell in the Northern Hemisphere almost disappears during northern summer. Results for the power of the circulation obtained here are smaller than those reported earlier by Grotjahn (2003).

From Figure 5.3 alone, it is unclear which of the terms in Equation (5.5) dominates the annual cycle of Hadley cell power output. Oort and Rasmusson (1970) investigated the annual cycle of the Hadley circulation based on the value of the mass stream function and data for a 5-yr period obtained from a dense network of upper air stations. The seasonality of the Hadley system was explored further by Dima and Wallace (2003) using NCEP-NCAR data covering the period 1979-2001. Defining the seasonality as the principal component of the first EOF mode of
the mass stream function, Dima and Wallace concluded that the seasonal variation of the circulation is sinusoidal. The functional similarity between these results and the seasonal cycle in Figure 5.3 implies that large absolute values of the mass stream function are normally associated with large power output of the Hadley system and vice versa.

The long-term variation of the power contributed by both cells is plotted in Figure 5.3d, covering the period January 1979 to December 2010. The conspicuous intra-seasonal fluctuation in the black line reflects the strong seasonal variation of the Hadley circulation. The red line, computed using a 12-month running average, indicates the existence of an inter-annual variation combined with a longer-term intensification of the circulation. Linear regression of the annual mean average data indicates an increase of 0.54 TW per year in total power since 1979, as defined by the blue line. The associated $R^2$ for the regression analysis however is 0.31, indicating considerable uncertainty in the magnitude of the inferred trend.
Figure 5.3 The power of the Hadley circulation: (a) The power of the Hadley cell in the Northern Hemisphere as a function of month; (b) The power of the Hadley cell in the Southern Hemisphere as a function of month; (c) The total power of both Hadley cells as a function of month; (d) The variation of the total power of both Hadley cells from January 1979 to December 2010.
c. Thermodynamic efficiency of the Hadley system

The thermodynamic efficiency for the Hadley cell in converting heat to work can be quantified in terms of the ratio of the power generated by the cell with respect to the corresponding rate for net positive absorption of heat. The rate for absorption of heat is given by:

\[
\text{absorption rate} = \int_{\text{center of the cell}}^{\text{edge of the cell}} \frac{\partial (\text{stream function value})}{\partial \phi} \cdot \int_{\text{absorbed heat}} T \, dS \cdot d\Phi \quad (5.6)
\]

Results for the thermodynamic efficiency of the Hadley cells in each hemisphere together with the overall efficiency of the entire circulation are displayed as a function of months in Figure 5.4a-c. The Hadley cell in the Northern Hemisphere reaches its highest efficiency of 3.3 % in December with a minimum of less than 0.3 % in July. The counterpart in the Southern Hemisphere has a maximum efficiency of 2.9 % in April with a minimum of 2.3 % in June. The overall efficiency of the entire Hadley system is relatively constant, approximately 2.6 % for each month, with a relatively small associated variation with season. The efficiency calculated for the entire Hadley system is weighted towards the stronger cell; thus the 0.3 % efficiency of the NH cell during July doesn’t affect the overall efficiency of the Hadley system, given the fact that the SH cell is exceptionally strong during this month.
Figure 5.4 The efficiency of the Hadley circulation: (a) The efficiency of the Hadley cell in the Northern Hemisphere as a function of month; (b) The efficiency of the Hadley cell in the Southern Hemisphere as a function of month; (c) The overall efficiency of both Hadley cells as a function of month; (d) The variation of the overall efficiency of both Hadley cells from January 1979 to December 2010.
Although the stream function term dominates, the thermodynamic efficiency plays an important role as well. Reanalysis datasets typically indicate higher values for the overturning stream function value in the Southern Hemisphere as compared to the Northern Hemisphere (Nguyen 2012). However, the Hadley cell in the Northern Hemisphere has a slightly greater peak power with the associated efficiency of 3.2 % as compared with the peak power of the corresponding cell in the Southern Hemisphere with an efficiency of 2.3 %, reflecting the importance of thermodynamic efficiency in determining the generation of power.

The long-term trend for the overall efficiency of the entire Hadley circulation is plotted in Figure 5.4d for the period January 1979 to December 2010. The strong fluctuation in the black line reflects the seasonal variation of the circulation. The red line, computed using a 12-month running average, suggests that, at least on an annually averaged basis, the efficiency has varied little over the 30-year interval covered by the present analysis. Linear regression of the annual mean average over this period provides a regression slope of -0.0029% per year with $R^2 = 0.06$, indicating no statistically significant trend in thermodynamic efficiency.

Monthly values for the heat absorption rates for the Hadley cells in each hemisphere and for the entire Hadley circulation (an average over the entire record covered in this study) are presented in Figure 5.5a-c. The long-term variation of the rate at which the heat is absorbed in driving the entire Hadley circulation is plotted in Figure 5.5d for the period January 1979 to December 2010. The linear regression of the annual mean average data indicates an upward trend with an increase rate of 26.7 TW/yr with $R^2 = 0.55$, as shown by the blue line. The inter-annual variation of the heat absorption rate is associated with variation in tropical sea surface temperature between 23.6 °S ~ 23.6 °N (Figure 5.6b): high tropical sea surface temperatures (SSTs) corresponds to high heat absorption rate, and vice versa. The correlation between the 12
month running average of the heat absorption rate and the tropical sea surface temperature shown in Figure 5.6b exceeds 0.6, confirming their strong connection. The ENSO signal is evident also in the heat absorption rate: specifically the warm events in 1983, 1987 and 1997, in addition to the cold events in 1985, 1996 and 1999 (Figure 5.6c). The correlation between the heat absorption rate and the ENSO index shown in Figure 5.6c is less, 0.32, reflecting presumably the fact that the ENSO phenomenon is more localized in the Pacific region rather than distributed over the entire domain of tropical latitudes.

5.4 Thermodynamic properties of the Ferrel system

a. Illustration of an indirect thermal circulation

As with Section 5.3, we begin this section by highlighting one specific zonal mean cell. We choose a specific segment shown in Figure 5.7a, defined by the bold black contour, with a constant mass stream function value of \(-20 \times 10^9\) kg$\cdot$s$^{-1}$. The P-V diagram for transit of 1 kg around this loop is presented in Figure 5.7b. In contrast to the Hadley circulation, while the air parcel is experiencing ascending motion, its specific volume (illustrated by the blue line) is always smaller than the specific volume (expressed by the red line) associated with the descending portion of the trajectory. The net work consumed by the air parcel in completing this loop is estimated at 3.43 kJ/kg. The corresponding P-$\Delta$V diagram is presented in Figure 5.7c. The T-S cycle in Figure 5.7d is much rounder than that in Figure 5.1d, reflecting the stronger temperature contrast at mid-latitudes, indicating the high efficiency of the Ferrel system in consumption of kinetic energy (Lorenz 1967).
Figure 5.5 The heat absorption rate of the Hadley circulation: (a) The heat absorption rate of the Hadley cell in the Northern Hemisphere as a function of month; (b) The heat absorption rate of the Hadley cell in the Southern Hemisphere as a function of month; (c) The overall heat absorption rate for both Hadley cells as a function of month; (d) The variation of the total heat absorption rate for both Hadley cells from January 1979 to December 2010.
**Figure 5.6** Variations of heat absorption rates of both Hadley cells, low latitude temperatures and the Enso index: (a) 12-month running average of the total heat absorption rate for both Hadley cells from January 1979 to December 2010; (b) Changes in mean tropical temperature (data available at: http://data.giss.nasa.gov/gistemp) over the period January 1979 to December 2010; (c) Nino 3.4 index (data available at: http://www.esrl.noaa.gov/psd/data/climateindices) over the period January 1979 to December 2010.
**Figure 5.7** The average meridional overturning of the atmosphere in January 2008 with emphasis on the indirect Ferrel circulation. Colors in panel (a) specify mass stream function values in units of $10^9$ kg·s$^{-1}$. The bold black loop, with constant mass stream-function value of $-20\times10^9$ kg·s$^{-1}$, is chosen as an example to illustrate the thermally driven direct circulation. White arrows point in the direction of air motion. Panel (b) presents the P-V diagram for an air parcel with mass stream-function value of $-20\times10^9$ kg·s$^{-1}$. Panel (c) displays the P-ΔV diagram for an air parcel with mass stream-function value of $-20\times10^9$ kg·s$^{-1}$. Panel (d) illustrates the T-S diagram for an air parcel with mass stream-function value of $-20\times10^9$ kg·s$^{-1}$. 
The coefficient of performance (COP) of the loop is defined by:

\[
\text{COP} = \frac{\int_{\text{absorbed heat}} T \, ds}{\int T \, ds}
\]  

(5.7)

where the integral in the denominator is restricted to portions of the cycle corresponding to net positive heating. For the loop considered here, the COP is approximately 13.2. A parcel of air executing such a path illustrates the function of a thermodynamic heat pump. The low latitude Hadley cells act to convert thermal heat to kinetic energy: while the middle latitude Ferrel cells have the opposite effect.

b. The power consumption rate of the Ferrel system

With the same approach used to evaluate the key thermodynamic properties of the Hadley circulation, we calculated the power consumption rate, the COP and heat absorption rate of the Ferrel cells in each hemisphere as well as their combination (Figures 5.8 - 5.10). The annual mean power consumption associated with the overall Ferrel system amounts to 275 TW, consistent with the conclusion reached by Oort (1983) that the Ferrel system consumes kinetic energy at a rate larger than the rate at which power is produced by the Hadley system. The overall COP of the entire Ferrel circulation is relatively constant, approximately 12.1 for each month, with a relatively small associated variation with season. If the Ferrel system were allowed to circulate in the opposite direction as a thermal engine, its efficiency would be \( 1 / (1+\text{COP}) = 7.6\% \), significantly greater than that of the Hadley system. The average rate at which heat is absorbed from the cold area by the entire Ferrel circulation over the past 32 years amounts to approximately 3.3 PW. Heat is released at the warmer area of the Ferrel system at a rate of \( (3.3 \text{ PW} + 275 \text{ TW}) = 3.6 \text{ PW} \).
Figure 5.8 The power consumption rate of the Ferrel circulation: (a) The power consumption rate of the Ferrel cell in the Northern Hemisphere as a function of month; (b) The power consumption rate of the Ferrel cell in the Southern Hemisphere as a function of month; (c) The total power consumption rate of both Ferrel cells as a function of month; (d) The variation of the total power consumption rate of both Ferrel cells from January 1979 to December 2010.
Figure 5.9 The COP of the Ferrel circulation: (a) The COP of the Ferrel cell in the Northern Hemisphere as a function of month; (b) The COP of the Ferrel cell in the Southern Hemisphere as a function of month; (c) The overall COP of both Ferrel cells as a function of month; (d) The variation of the overall COP of both Ferrel cells from January 1979 to December 2010.
Figure 5.10 The heat absorption rate of the Ferrel circulation: (a) The heat absorption rate of the Ferrel cell in the Northern Hemisphere as a function of month; (b) The heat absorption rate of the Ferrel cell in the Southern Hemisphere as a function of month; (c) The overall heat absorption rate for both Ferrel cells as a function of month; (d) The variation of the total heat absorption rate of both Ferrel cells from January 1979 to December 2010.


5.5 Summary and Discussion

The Hadley, Ferrel and Polar circulations all contribute to the zonal mean kinetic energy budget of the atmosphere as illustrated by Figure 5.11. The present study indicates an upward trend of the power generated by the Hadley circulation over the past 32-year period. The analysis suggests that despite the apparent increase in the heat absorption rate, the thermodynamic efficiency of the Hadley circulation has remained relatively constant. Additional input of heat resulted however in a net increase in work performed and thus an increase in production of kinetic energy. The increase in the heat absorption rate over the period covered in this study amounted to 26.7 TW/year, or 0.1 W/(m²·year) averaged over the equatorial region dominated by the Hadley circulation (30°S to 30°N). The positive trend in the heat absorption rate generally follows the positive trend in surface temperatures observed between 23.6°S ~ 23.6°N (Figure 5.6b).

Regarding the energetics of a Hadley cell, we conclude that, in addition to the absolute value of the mass stream function, the thermodynamic efficiency is an important factor in determining the power output. The thermodynamic efficiency is influenced by the profiles of temperature and pressure in the atmosphere. Observational analysis have shown that the Hadley circulation has undergone statistically significant poleward expansion in the past few decades (Hu and Fu, 2007). As the Hadley circulation expanded, the temperature and pressure profiles adjusted accordingly. The present results fail to indicate any statistically significant trend in the thermodynamic efficiency.
Figure 5.11 Lorenz Energy Cycle with decomposition of the kinetic energy source $G_Z$. $P_M$ is the mean available potential energy; $P_E$ the eddy available potential energy; $K_M$ the mean kinetic energy; $K_E$ the eddy kinetic energy; $G_p$ the creation of $P_M$; $G_e$ the creation of $P_E$; $C_A$ the conversion from $P_M$ to $P_E$; $C_E$ the conversion from $P_E$ to $K_E$; $C_K$ the conversion from $K_E$ to $K_M$; $D_Z$ the dissipation of $K_M$ and $D_E$ the dissipation of $K_E$.

On the intensification of the Hadley circulation, both Mitas and Clement (2005) and Hu et al. (2005) found evidence for intensification of the Hadley circulation in the NCEP/NCAR reanalysis. Since large absolute values of the mass stream function are normally associated with large power output of the Hadley system, the upward trend in the power output of the Hadley system indicated here is in general agreement with the conclusions from previous studies. Mitas and Clement (2006) pointed out that the trend might reflect systematic observational errors. Hu, Zhou, and Liu (2011) argued that the increasing trend in the Hadley circulation strength in ERA-40 might be artificial as well. The MERRA data used in this study were processed in three separate streams. The data distribution adopted here used Stream 1 for 1st January 1979 to 31st December 1992, Stream 2 for 1st January 1993 to 31st December 2000, and Stream 3 for 1st January 2001 to the present. Despite differences in the NCEP/NCAR used in the earlier studies
and the MERRA data employed here, conclusions in both cases are in agreement with respect to the temporal intensification of the Hadley circulation.

The Ferrel circulation is an indirect meridional overturning circulation in mid-latitudes. The rounder shape of T-S cycle in Figure 5.7d as compared to Figure 5.1d confirms Lorenz's 1967 expectation that the stronger horizontal temperature contrast at mid-latitudes should enhance the power consumption ability of the Ferrel system. The analysis implies that there has been no statistically significant trend in the power consumption rate of the Ferrel circulation over the past 32-years.

The contribution of the Hadley and Ferrel circulations in combination have been responsible for net consumption of kinetic energy at an annually averaged rate of 77 TW or 0.15W/m² over the past 32 years (Figure 5.12). The Polar meridional cell is too weak to allow its contribution to be calculated following the procedure adopted here for the Hadley and Ferrel systems. The Polar circulation is direct, expected therefore to contribute a net source of kinetic energy. Its contribution is unlikely to significantly offset the net sink attributed here to the combination of the Hadley and Ferrel systems.

Kim and Kim (2013) analyzed the Lorenz Energy Cycle using standard daily output of MERRA dataset covering the period 1979 - 2008. Based on two different formulations, they estimated $C_Z$ to be -0.06 or -0.13W/m², which is in agreement with results obtained here.
Peixoto and Oort (1983) pointed out that $C_E$ is the dominant term in the creation of kinetic energy, and simplified the conversion from available potential energy to kinetic energy process as $P_E \rightarrow K_E$, and the zonal mean kinetic energy creation process as $K_E \rightarrow K_M$ (all symbols used here are defined in the caption to Figure 5.11). Thus they concluded that the energy cycle in the atmosphere proceeds from $P_M$ to $K_M$ through the scheme: $P_M \rightarrow P_E \rightarrow K_E \rightarrow K_M$. According to Kim and Kim (2013), $C_K$ ($K_E \rightarrow K_M$ process) and $C_E$ ($P_E \rightarrow K_E$ process) amount to 0.33 W/m$^2$ and 2.05 W/m$^2$ respectively, the absolute values of which are comparable to that of the power generated by the Hadley or Ferrel systems. This study provides a more comprehensive picture for $P_M$ to $K_M$ as summarized in Figure 5.11.

**Figure 5.12** The power generated by the combination of Hadley and Ferrel circulations: (a) The power generated by the combination of Hadley and Ferrel circulations as a function of month; (b) The power generated by the combination of Hadley and Ferrel circulations from January 1979 to December 2010.
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Chapter 6

Thermodynamic Instability of the global Atmosphere in the Context of recent Changes in global Climate

Abstract

The atmosphere is an example of non-equilibrium system. This study presents an approach to investigate the relationship among temperature, energy and entropy of the atmosphere, introducing two variables that serve to quantify the thermodynamic instability of the atmosphere. The maximum work, $W_{\text{max}}$, that the atmosphere can perform may be defined as the work developed through a thermally reversible and adiabatic process to thermodynamic equilibrium with global entropy conserved. The maximum entropy increase, $(\Delta S)_{\text{max}}$, may be defined as the increase in global entropy achieved through a thermally irreversible process to thermodynamic equilibrium without performing any work. $W_{\text{max}}$ is identified as an approximately linear function of $(\Delta S)_{\text{max}}$. Large values of $W_{\text{max}}$ or $(\Delta S)_{\text{max}}$ correspond to high thermodynamic instability. The seasonality and long-term historical variation of the $W_{\text{max}}$ and $(\Delta S)_{\text{max}}$ were computed, indicating maximum instability in July, minimum instability in January with no statistically significant trend over the past 32 years. The magnitude of the seasonal cycles of $W_{\text{max}}$ is roughly 4 times larger than that of the available potential energy introduced by Lorenz, indicating that the Lorenz Energy Cycle theory which emphasizes on the mechanical instability of the atmosphere may explain only a portion of the energetics of the atmosphere.
6.1 Introduction

Most phenomena occurring in the atmosphere are characterized by thermodynamic irreversibility and evolve in time with increases in entropy. The circulation is maintained by the instability of the atmospheric system, and this question have been studied from a variety of different perspectives. Lorenz (1955) established the Lorenz Energy Cycle (LEC) theory explaining the energetics of atmosphere mainly from a mechanical perspective with kinetic energy produced at the expense of available potential energy (APE), a measure of the instability of the atmosphere. A number of other groups sought to answer the question from a thermodynamic perspective focusing on the budget of atmospheric entropy (e.g. Wulf and Davis 1952; Dutton 1973; Paltridge 1975; Peixoto et al. 1991; Goody and Abdou 1996; Goody 2000; Paltridge 2001; Pauluis and Held 2002a, 200b; Ozawa 2003; Romps 2008; Lucarini et al. 2011; Bannon 2012; Huang and McElroy 2014).

Lorenz (1955) defines the APE as the difference in total static energy (internal thermal plus potential) between the current state of the dry air component of the atmosphere and that of an idealized reference state, defined as the state that minimizes the static energy of the dry air component of the atmosphere after a sequence of reversible isentropic and adiabatic transformations with air parcels conserving their potential temperature, $\theta$. The reference state is characterized by horizontal stratification with absolute stability in pressure, potential temperature and height.
For an isentropic and adiabatic adjustment of the mass field, the surface of constant $\theta$ behaves as a material surface. Thus, the average pressure over an isentropic surface, $\bar{p}(\theta)$, can be quantified based on the relation:

$$\bar{p}(\theta) = \frac{\iint_\sigma p(x,y,\theta) \cdot dx\,dy}{\iint_\sigma dx\,dy}$$  \hspace{1cm} (6.1)

where $\sigma$ is the global area defined by a constant $\theta$ surface and $p(x,y,\theta)$ is air pressure in an $(x,y,\theta)$ coordinate system. When a constant $\theta$ surface intersects the earth's surface ($\theta \leq \theta_{surface}$), $p(\theta)$ is set equal to $p_{surface}$. During an isentropic and adiabatic rearrangement of mass, $\bar{p}(\theta)$ is conserved, representing thus the pressure of the reference state. $APE$ is defined as

$$APE = \int (\Phi + I) \cdot dm - \int (\Phi_r + I_r) \cdot dm$$  \hspace{1cm} (6.2)

where $\Phi$ and $\Phi_r$ represent the potential energy and the corresponding reference state of the atmosphere respectively, and $I$ and $I_r$ denote the internal energy and the internal energy for the corresponding reference state (Peixoto and Oort, 1992). Besides providing an approach to quantify $APE$, Lorenz also established the LEC theory accounting for production and dissipation of $APE$ as the mechanism responsible for maintaining the circulation of the atmosphere.

Figure 6.1 presents a schematic illustration of $APE$, computed based on assimilated meteorological data from the Modern Era Retrospective-analysis for Research and Applications (MERRA). The upper panels display the zonal-average potential temperature, $\theta$, and the zonal-average temperature, $T$, for year 2008. The lower panels present the zonal-average potential temperature, $\theta$, and the zonal-average temperature, $T$, for the associated reference state, computed based on equation (6.1). According to the LEC theory, the maximum production of kinetic energy corresponds to the expenditure of all of the $APE$ when the structure of $\theta$ on the upper panel collapses to the structure depicted on the lower panel. The structure of $\theta$ in the
reference state (lower panels in Figure 6.1) defines the condition of absolute mechanical equilibrium, since the horizontal pressure force has been eliminated and since the vertical pressure force is balanced by gravity.

![Figure 6.1](image)

**Figure 6.1** Schematic illustration of $APE$. The upper panels present zonal-average potential temperatures, $\theta$, and zonal-average temperatures, $T$, for year 2008. The lower panels indicate zonal-average potential temperatures, $\theta$, and zonal-average temperatures, $T$, for the associated reference state proposed by Lorenz again for year 2008.

A number of groups have investigated the $APE$ of the atmosphere based on the LEC theory (e.g. Oort 1964; Oort and Yienger 1996; Li et al. 2007; Boer and Lambert 2008; Hernández-Deckers and Storch 2010; Marques et al. 2009; Becker, E., 2009; Marques et al. 2010; Marques et al. 2011; Kim and Kim 2013). For example, using MERRA data, Kim and Kim (2013) estimated the global averaged $APE$ as $4.34 \text{ MJ/m}^2$ on an annual mean, $4.02 \text{ MJ/m}^2$ for the June ~ August (JJA) mean and $4.75 \text{ MJ/m}^2$ for the December ~ February (DJF) mean.
The reference state defined by Lorenz, although in mechanical equilibrium, is not in thermal equilibrium. The zonal-average temperature, $T$, for the associated reference state in Figure 6.1 indicates the existence of a vertical temperature gradient. The reference state has the potential to produce additional kinetic energy through a thermodynamically reversible process. According to the second law of thermodynamics, motions of the atmosphere should drive the system towards thermodynamic equilibrium. A thermodynamic equilibrium state requires both mechanical and thermal equilibrium. Figure 6.2 presents a schematic illustration of an approach to thermodynamic equilibrium. The lower panels in Figure 6.2 display the zonal-average potential temperature, $\theta$, and zonal-average temperature, $T$, appropriate for a thermodynamic equilibrium state with the equilibrium temperature, $T_{eq}$, set equal to 249 K. When the atmosphere reaches thermodynamic equilibrium, it is completely divested of any potential to produce kinetic energy.

With respect to entropy, the atmosphere is an open system that exchanges energy and matter with its surroundings. According to Prigogine (1962) and De Groot and Mazur (2013), the total variation of the entropy of the atmosphere, $dS^{atm}/dt$, consists of two components: the transfer of entropy across the boundary, $dS_{e}^{atm}/dt$, and the entropy produced within the system, $dS_{l}^{atm}/dt$ (Figure 6.3). Most of the phenomena operational in the atmosphere, such as the frictional dissipation of kinetic energy, are thermodynamically irreversible. Thus $dS_{l}^{atm}/dt$ is always greater than zero. $dS^{atm}/dt$ can be expressed as:

$$\frac{dS^{atm}}{dt} = \frac{dS_{e}^{atm}}{dt} + \frac{dS_{l}^{atm}}{dt} > 0$$  \hspace{1cm} (6.3)
Figure 6.2 Schematic illustration of the approach to thermodynamic equilibrium. The upper panels display zonal-average potential temperatures, $\theta$, and zonal-average temperatures, $T$, for year 2008. The lower panels indicate zonal-average potential temperatures, $\theta$, and zonal-average temperatures, $T$, for the thermodynamic equilibrium state.

Peixoto et al. (1991) provided a comprehensive analysis of the contributions to $dS_{atm}^t/dt$ and $dS_{e}^{atm}/dt$. A relevant question is: if, since time $t_0$ the atmosphere had become an isolated system with zero exchange of energy and matter exchange with its environment ($dS_{atm} = dS_{i}^{atm}$), how much greater would be the eventual increase in entropy, $\int_{t_0}^{\infty} dS_{atm}^t \cdot dt$, when the atmosphere has reached thermodynamic equilibrium. Similar to $APE$, $\int_{t_0}^{\infty} \frac{dS_{atm}^t}{dt} \cdot dt$ also reflects the instability of the atmosphere, but from a thermodynamic perspective.
Figure 6.3 Schematic diagram indicating the transfer of entropy across the boundaries and the production of entropy within the atmosphere.

Landau and Lifshitz (1980) described an approach to study the thermodynamic instability problem and to quantify the maximum work, $W_{\text{max}}$, and maximum entropy increase, $(\Delta S)_{\text{max}}$, that a conceptual isolated system can perform or achieve. Both variables represent the thermodynamic instability of a conceptual system. In this study, we extend and apply their approach to study the atmosphere, investigating its thermodynamic instability under the context of global warming using assimilated meteorological data from MERRA. The analysis provides a fresh perspective on the relationship among temperature, energy and entropy of the atmosphere and allows us to quantitatively investigate the deviation of the atmosphere from thermodynamic equilibrium.

6.2 Data

The study is based on meteorological data from the MERRA compilation covering the period January 1979 to December 2010. Air temperatures and geopotential heights were obtained on the basis of retrospective analysis of global meteorological data using Version 5.2.0 of the GEOS-5 DAS. We use the standard 3-hourly output available for 42 pressure levels with a horizontal resolution of 1.25 °latitude x 1.25 °longitude (Rienecker 2007). The global surface
temperature anomalies employed in this study are from the Goddard Institute for Space Studies (GISS) (Hansen et al. 2010).

6.3 Maximum work and maximum entropy increase problem

For a thermally isolated system consisting of several components out of thermal equilibrium, while equilibrium is being established the system can perform mechanical work on the external medium. The transition to equilibrium may follow a variety of possible paths. The final equilibrium states of the system represented by its energy and entropy may differ as a consequence. The total work that can be performed as well as the entropy increase that may occur from the evolution of a non-equilibrium system will depend on the manner in which equilibrium is established. Here, there are two extreme paths to thermal equilibrium: one consistent with performance of maximum work, $W_{\text{max}}$; the other appropriate for a maximum increase in entropy, $(\Delta S)_{\text{max}}$.

The system performs $W_{\text{max}}$ when the process of reaching thermal equilibrium is reversible. Figure 6.4 provides the simplest case with the thermally isolated system consisting of only two bodies. When the hot component at temperature $T_{\text{hot}}$ loses an amount of energy $Q_h = T_{\text{hot}} \delta S_{\text{hot}}$, where $\delta S_h$ is the decrease in entropy for the hot component, the cold component at temperature $T_{\text{cold}}$ gains energy $Q_c = T_{\text{cold}} \delta S_c$, where $\delta S_c$ is the entropy increase for the cold component. If the process is reversible, then $\delta S_c + \delta S_h = 0$ and the work produced in the process is equal to $Q_h - Q_c$. As the reversible process continues, $T_{\text{hot}}$ and $T_{\text{cold}}$ converge to an equilibrium temperature $T_{eq}^S$, with the superscript "$S$" denoting zero entropy change, and the thermally isolated system reaches thermal equilibrium with work output of $W_{\text{max}}$. In this study, the transition to thermal equilibrium with $W_{\text{max}}$ is identified as Evolution 1.
Figure 6.4 Illustration of $W_{\text{max}}$ produced from a non-equilibrium system. Initially, the thermally isolated system is out of equilibrium and can perform a maximum of mechanical work through reversible processes ($\Delta S = 0$). Finally, the system reaches equilibrium at $T_{\text{eq}}^S$ in which the temperature contrast between its subcomponents has been eliminated.

The system achieves $(\Delta S)_{\text{max}}$ when the process of reaching thermal equilibrium is totally irreversible and the internal energy remains constant. Figure 6.5 provides the simplest case for this with energy transfer, $Q$, occurring directly between the components without performing any work. The process is thermally irreversible, and the entropy of the combination of the two components increases by $Q(1/T_{\text{cold}} - 1/T_{\text{hot}})$. As the energy transfer continues, $T_{\text{hot}}$ and $T_{\text{cold}}$ converge to another equilibrium temperature $T_{\text{eq}}^W$, with the superscript $W$ representing the condition where no work is performed and the subscript $\text{eq}$ representing equilibrium. $T_{\text{eq}}^W$ is greater than $T_{\text{eq}}^S$, since zero work is performed on the external medium. Maximum increase in entropy, $(\Delta S)_{\text{max}}$, of the entire system occurs in the end. In this study, the transition to thermal equilibrium with $(\Delta S)_{\text{max}}$ is indicated as Evolution 2.
Figure 6.5 Illustration of \((\Delta S)_{max}\) for the entire non-equilibrium system. Initially, the thermally isolated system is energetic and out of equilibrium. There is a flux of energy \(Q\) from the high temperature component at \(T_{hot}\) to the low temperature component at \(T_{cold}\). As heat transfer continues, the system reaches thermal equilibrium at \(T_{eq}\) in which the temperature contrast between its subcomponents has been eliminated.

The maximum work and maximum entropy increase can be depicted in an Entropy-Energy Diagram. If a system is in thermal equilibrium, its entropy, \(S_{eq}\), and temperature, \(T_{eq}\), are functions of its total energy, \(E_{eq}\): namely \(S_{eq} = S_{eq}(E_{eq})\) and \(T_{eq} = T_{eq}(E_{eq})\). In Figure 6.6 the continuous line defines the behavior of the function \(S_{eq}(E_{eq})\) in an Entropy-Energy Diagram. For a non-equilibrium system with thermal condition \((E,S)\) corresponding to point \(b\) in Figure 6.6, the horizontal segment \(\Delta E\) represents the work performed as the system approaches equilibrium through Evolution 1 while the vertical segment \(\Delta S\) illustrates the increase in entropy associated with Evolution 2. Consequently \(T_{eq}(E_{eq})\) at point \(a\) corresponds to \(T_{eq}^W\), and \(T_{eq}(E_{eq})\) at point \(b\) corresponds to \(T_{eq}^S\). The maximum work, \(W_{max}\), and the maximum entropy increase, \((\Delta S)_{max}\), reflect the magnitude of the thermodynamic instability of a non-equilibrium system: if the isolated system is moved further from equilibrium, \(W_{max}\) and \((\Delta S)_{max}\) are increased; and vice-versa.
6.4 Ideal gas in a gravitational field

In a uniform gravitational field with height represented by $z$, the potential energy, $u$, of a molecule is given by $u = mgz$, where $m$ is the mass of a molecule and $g$ is the gravitational acceleration. The distribution of density for a system consisting of an ideal gas at thermodynamic equilibrium is given by the barometric formula:

$$
\rho(\vec{r}) = \rho_0 e^{-mgz/(k_B T_{eq})}
$$

(6.4)

where $\rho_0$ is the mass density at level $z = 0$, $T_{eq}$ is the equilibrium temperature and $k_B$ is Boltzmann constant. The pressure in equilibrium, $P_{eq}$, at height $z$ is given by:

$$
P_{eq}(z) = \int_{z}^{\infty} \rho_0 e^{-mg h/(k_B T_{eq})} g \cdot dh
$$

(6.5)

or

$$
P_{eq}(z) = P_0 e^{-mgz/(k_B T_{eq})}
$$

(6.6)

where $P_0$ is the pressure at level $z = 0$. 

**Figure 6.6** Schematic illustration of the evolution of maximum work and maximum entropy increase in an Entropy-Energy Diagram.
For a single mole of ideal gas, the associated entropy, $S_m$, is given by:

$$S_m = C_{p,m} \ln T - R \ln p + S_{m0}$$  \hspace{1cm} (6.7)

where $C_{p,m}$ is the molar heat capacity at constant pressure, $R$ is the gas constant, $T$ is the temperature of the gas, $p$ is the pressure and $S_{m0}$ is a constant of integration. Thus, the total entropy of the system is defined by:

$$S = \int \left(C_{p,m} \ln T - R \ln p + S_{m0}\right) \cdot dn$$  \hspace{1cm} (6.8)

and the total static energy (internal plus potential), $E$, is given by:

$$E = \int C_{v,m} T \cdot dn + \int \rho g z \cdot dv$$  \hspace{1cm} (6.9)

where $n$ is the number of moles, $v$ is volume and $C_{v,m}$ is the molar heat capacity at constant volume.

If the initial density distribution of a system departs from equation (6.4), the system consisting of the ideal gas will not be in equilibrium. It can approach equilibrium through a number of paths including evolution 1 depicted in Figure 6.4 and evolution 2 depicted in Figure 6.5 Consequently, maximum work, $W_{\text{max}}$, is produced by the system if the transition to equilibrium at temperature $T_{\text{eq}}^S$ is reversible (evolution 1 in Figure 6.4), namely $\Delta S = 0$. The maximum work, $W_{\text{max}}$, is equal to $\Delta E$, according to the first law of thermodynamics. $W_{\text{max}}$ may be expressed as:

$$W_{\text{max}} = \int C_{v,m} \left( T - T_{\text{eq}}^S \right) \cdot dn + \int \left( \rho - \rho_{\text{eq}}^S \right) g z \cdot dv$$  \hspace{1cm} (6.10)

where $\rho_{\text{eq}}^S(z) = \rho_0^S e^{-mgz/(k_B T_{\text{eq}}^S)}$. Reflecting the principle of mass conservation, $\int \rho_{\text{eq}}^S \cdot dv = \int \rho \cdot dv$, or equivalently, $\rho_0^S = \left( \int \rho \cdot dv \right) / \left( \int e^{-mgz/(k_B T_{\text{eq}}^S)} \cdot dv \right)$.  
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Similarly, the system achieves maximum entropy increase if the transition to equilibrium at temperature $T_{eq}^W$ is thermally irreversible and produces no work (evolution 2 in Figure 6.5), $\Delta E = 0$. And the maximum entropy increase may be expressed as:

$$\left(\Delta S\right)_{max} = \int \left[C_{p,m} \left(\ln T_{eq}^W - \ln T\right) - R \left(\ln P_{eq}^W (z) - \ln p\right)\right] \cdot dn$$  (6.11)

where $P_{eq}^W (z) = P_0^W e^{-mgz/(k_BT_{eq}^W)}$. Because of the principle of mass conservation,

$$\iint_{surface} P_{eq}^W (z) \cdot dx dy = \iint_{surface} P \cdot dx dy.$$

### 6.5 A thermodynamic perspective on the atmosphere

Oxygen (O$_2$) occupies 20.95% by volume of dry air in the atmosphere. Nitrogen (N$_2$) accounts for 78.08%. The next two most abundant gases are argon (Ar) (0.93%) and carbon dioxide (CO$_2$) (0.04%). To simplify the calculation in this study we assume that O$_2$ occupies 21% of dry air, N$_2$ 78% and Ar 1% for well mixed dry air by volume. The molar masses of O$_2$, N$_2$ and Ar are set equal to 32 g/mol, 28 g/mol and 40 g/mol respectively.

For one mole of O$_2$, N$_2$ and Ar, the associated entropies $S_m^{O_2}$, $S_m^{N_2}$ and $S_m^{Ar}$ are given by:

$$S_m^{O_2} = C_{p,m}^{O_2} \ln T - R \ln P_{m0}^{O_2} + S_m^{O_2}$$  (6.12)

$$S_m^{N_2} = C_{p,m}^{N_2} \ln T - R \ln P_{m0}^{N_2} + S_m^{N_2}$$  (6.13)

$$S_m^{Ar} = C_{p,m}^{Ar} \ln T - R \ln P_{m0}^{Ar} + S_m^{Ar}$$  (6.14)

where $C_{p,m}^{O_2}$, $C_{p,m}^{N_2}$ and $C_{p,m}^{Ar}$ represent the molar heat capacities at constant pressure for O$_2$, N$_2$ and Ar; $P_{m0}^{O_2}$, $P_{m0}^{N_2}$ and $P_{m0}^{Ar}$ denote the partial pressures for O$_2$, N$_2$ and Ar; $S_m^{O_2}$, $S_m^{N_2}$ and $S_m^{Ar}$ are the related constants of integration. Since O$_2$ and N$_2$ are diatomic gases, $C_{p,m}^{O_2}$ and $C_{p,m}^{N_2}$ are set equal
to \( \frac{7}{2} R \). Ar is monatomic gas, thus \( C_p^{Ar} \) is equal to \( \frac{5}{2} R \). Since in this study we are interested in changes in entropy, constants of integration are set to zero. The total entropy of dry air, \( S_{atm} \), in the atmosphere may be expressed then as:

\[
S_{atm} = S^{O_2} + S^{N_2} + S^{Ar}
\]  

(6.15)

where \( S^{O_2} = \int (C_{p,m}^{O_2} \ln T - R \ln P^{O_2})dn_{O_2} \), \( S^{N_2} = \int (C_{p,m}^{N_2} \ln T - R \ln P^{N_2})dn_{N_2} \) and \( S^{Ar} = \int (C_{p,m}^{Ar} \ln T - R \ln P^{Ar})dn_{Ar} \) respectively.

The total static energy of dry air, \( E_{atm} \), is given by:

\[
E_{atm} = E^{O_2} + E^{N_2} + E^{Ar}
\]  

(6.16)

where \( E^{O_2} = \int C_{v,m}^{O_2} T \cdot dn_{O_2} + \int \rho^{O_2}g z \cdot dv \), \( E^{N_2} = \int C_{v,m}^{N_2} T \cdot dn_{N_2} + \int \rho^{N_2}g z \cdot dv \) and \( E^{Ar} = \int C_{v,m}^{Ar} T \cdot dn_{Ar} + \int \rho^{Ar}g z \cdot dv \) respectively.

For a specific equilibrium temperature, \( T_{eq} \), the partial pressures, \( P_{eq}^{O_2} \), \( P_{eq}^{N_2} \), and \( P_{eq}^{Ar} \), and the densities, \( \rho_{eq}^{O_2} \), \( \rho_{eq}^{N_2} \) and \( \rho_{eq}^{Ar} \), for O\(_2\), N\(_2\), and Ar in equilibrium can be quantified according to the principle of mass conservation. For example, \( \rho_{eq}^{O_2} \) can be computed based on \( \int \rho^{O_2} \cdot dv = \int \rho^{O_2} \cdot dv \) and \( \rho_{eq}^{O_2} = \rho_0^{O_2} \cdot e^{-m_{O_2}gh/(k_BT_{eq})} \). Subsequently, the entropy, \( S_{eq}^{atm} \), and the static energy, \( E_{eq}^{atm} \), of the atmosphere in equilibrium at \( T_{eq} \) can be computed based on equation (6.15) and (6.16).

The continuous line in Figure 6.7 illustrates the function \( S_{eq}^{atm}(E_{eq}^{atm}) \) for the atmosphere. The thermodynamic condition, \( (E^{atm}, S^{atm}) \), of the atmosphere on May 30, 2002 is identified by point b in the Entropy-Energy Diagram in Figure 6.7, below the line of \( S_{eq}^{atm}(E_{eq}^{atm}) \),
confirming the fact that the atmosphere was out of thermodynamic equilibrium, with the associated $W_{\text{max}} = 29.2 \text{MJ/m}^2$ and $(\Delta S)_{\text{max}} = 117 J/(m^2 \cdot K)$.

**Figure 6.7** The thermodynamic condition, $(E^{\text{atm}}, S^{\text{atm}})$, of the atmosphere on May 30, 2002 displayed in an Entropy-Energy Diagram. The $\Delta E$ in the figure represents the maximum work, $W_{\text{max}}$, which can be performed in a thermally reversible process; $\Delta S$ represents the maximum increase in entropy, $(\Delta S)_{\text{max}}$, that can arise in a thermally irreversible process with zero work.

The seasonality of the thermodynamic condition, $(E^{\text{atm}}, S^{\text{atm}})$, of the atmosphere in an Entropy-Energy Diagram is plotted in Figure 6.8. The loop-shaped seasonality reflects the asymmetric distribution of land with the equator as the reference. If the land-sea contrast in the Northern Hemisphere had been the same as that in Southern Hemisphere, the thermodynamic condition on June 22 (summer solstice) identified in an Entropy-Energy Diagram would have overlapped by that on December 22 (winter solstice) and the seasonality in Figure 6.7 would have been line-shaped with the conditions of June 22 and December 22 at one end, the conditions for March 21 (vernal equinox) and September 23 (autumnal equinox) at the other.

A greater content of static energy in the atmosphere does not necessarily correspond to higher thermodynamic instability and vice versa. For example, the total static energy on May 1 is
close to that on October 1. Since the associated total entropy on May 1 is greater than on October 1, the atmosphere was thermodynamically more stable on May 1.

**Figure 6.8** The seasonality of the thermodynamic conditions, \((E^{atm}, S^{atm})\), of the atmosphere in an Entropy-Energy Diagram.

The seasonalities of \(W_{max}\) and \((\Delta S)_{max}\) are plotted in Figure 6.9. The atmosphere reaches its state of highest thermodynamic instability in late July with \(W_{max} = 31.4 \text{ MJ/m}^2\) and \((\Delta S)_{max} = 126 \text{ kJ/(m}^2 \cdot \text{K)}\), its lowest state in mid January with \(W_{max} = 27.7 \text{ MJ/m}^2\) and \((\Delta S)_{max} = 112 \text{ kJ/(m}^2 \cdot \text{K)}\). \(W_{max}\) can be approximated as \(W_{max} \approx 248K \cdot (\Delta S)_{max}\). Large values of \(W_{max}\) are associated with large values of \((\Delta S)_{max}\), corresponding to high states of thermodynamic instability.
Figure 6.9 The seasonalities of $W_{\text{max}}$ and $(\Delta S)_{\text{max}}$ based on an average of data for the past 32 years’ data.

The long-term variation of $W_{\text{max}}$ from January 1979 to December 2010 is illustrated in Figure 6.10. The conspicuous intra-seasonal fluctuation in the red line reflects the strong seasonal variation of the $W_{\text{max}}$. The blue line, computed using a 365-day running average, reflects the existence of an inter-annual variation. Linear regression of the annual mean average over this period provides a regression slope of $2.4 J/(m^2 \cdot yr)$ with $R^2 = 0.004$, indicating no statistically significant trend in thermodynamic instability.
Figure 6.10 Variation of $W_{max}$ from January 1979 to December 2010.

The seasonalities of equilibrium temperatures, $T_{eq}^S$ and $T_{eq}^W$, are displayed in Figure 6.11. $T_{eq}^W$ is greater than $T_{eq}^S$, reflecting the fact that no work is performed in evolution 2. Both $T_{eq}^S$ and $T_{eq}^W$ reach their peak values in late July, corresponding to the highest content of static energy as shown in Figure 6.7. The 32-year averaged values for $T_{eq}^S$ and $T_{eq}^W$ are 248.9 K and 251.8 K respectively. The gap between $T_{eq}^S$ and $T_{eq}^W$ reflects the thermodynamic instability of the atmosphere.

Figure 6.11 The seasonalities of the equilibrium temperatures, $T_{eq}^S$ and $T_{eq}^W$, based on an average of data for the past 32 years' data.
In this study, the variation of $T_{eq}^S$ is indicated by:

$$\Delta T_{eq}^S = T_{eq}^S - 248.5K$$  \hspace{1cm} (6.17)$$

and the variation of $T_{eq}^W$ is defined by:

$$\Delta T_{eq}^W = T_{eq}^W - 251.5K$$  \hspace{1cm} (6.18)$$

The variation of $T_{eq}^S$ and $T_{eq}^W$ with the seasonal cycle removed is shown in Figure 6.12. The increases of $\Delta T_{eq}^S$ and $\Delta T_{eq}^W$ generally follow the global surface temperature change, $\Delta T_{surface}$, with the correlation between $\Delta T_{eq}^S$ and $\Delta T_{surface}$ equal to 0.87 and correlation between $\Delta T_{eq}^W$ and $\Delta T_{surface}$ equal to 0.91. Thus, as the global surface temperature increased from January 1979 to December 2010, the thermodynamic conditions ($E_{atm}$, $S_{atm}$) of the atmosphere on an Energy-Entropy Diagram moved on a trajectory parallel to the line of $S_{eq}(E_{eq})$ in Figure 6.7, resulting in increases in $T_{eq}^S$ and $T_{eq}^W$, with $W_{max}$ and $(\Delta S)_{max}$ remaining relatively constant.

![Image](image_url)

**Figure 6.12** Variation of $\Delta T_{eq}^S$, $\Delta T_{eq}^W$ and $\Delta T_{surface}$ from January 1979 to December 2010.
6.6 Discussion and Summary

This study presented an approach for analysis of the relationship among temperature, energy and entropy of the atmosphere, and proposed two variables, \( W_{max} \) and \( (\Delta S)_{max} \), as measures of the thermodynamic instability of the atmosphere. \( W_{max} \) is approximately a linear function of \( (\Delta S)_{max} \): \( W_{max} \approx 248K \cdot (\Delta S)_{max} \). The annual mean value of \( W_{max} \) was estimated at 29.6 MJ/m\(^2\) with 31.0 MJ/m\(^2\) for JJA and 28.0 MJ/m\(^2\) for DJF.

Based on the same assimilated meteorological dataset as used in this study, Kim and Kim (2013) estimated the global averaged \( APE \) at 4.34 MJ/m\(^2\) for the annual mean, 4.02 MJ/m\(^2\) for JJA and 4.75 MJ/m\(^2\) for DJF. There are considerable differences in the absolute values and magnitudes of the seasonal cycles for \( APE \) and \( W_{max} \).

Figure 6.13 provides a schematic illustration of the relationship between \( APE \) and \( W_{max} \) with point \( b \) corresponding to the thermodynamic condition, \((E_{atm}, S_{atm})\). \( APE \) is defined as the difference in total static energy between the current state of the dry air component of the atmosphere and that of an idealized reference state corresponding to the minimum content of static energy present following a sequence of reversible isentropic transformations. When the atmosphere fully releases its \( APE \) through a isentropic and adiabatic process to perform mechanical work and reaches the associated reference state, the total value of \( S_{atm} \) should stay constant. On the Entropy-Energy Diagram in Figure 6.13, this process corresponds to a thermodynamic transition from point \( b \) to point \( d \) with entropy preserved. However, the reference state in mechanical equilibrium is not in thermal equilibrium, and the maximum work, \( W_{max} \), has not as yet been completely exerted. Thus, \( APE \) corresponding to the \( b \)-to-\( d \) displacement in Figure 6.13 should be smaller than \( W_{max} \) corresponding to the \( b \)-to-\( d \)
displacement in Figure 6.13. It follows that \( APE \) may be considered as the mechanical component of \( W_{max} \).

**Figure 6.13** Schematic illustration of the relationship between \( APE \) and \( W_{max} \). The distance between \( b \) and \( d \) represents \( APE \), and the distance between \( b \) and \( c \) represents \( W_{max} \).

Figure 6.14 presents a schematic illustration of the \( c \)-to-\( d \) displacement in Figure 6.13. The upper panels in Figure 6.14 display the zonal-average potential temperature, \( \theta \), and zonal-average temperature, \( T \), appropriate for the associated reference state proposed by Lorenz, with its thermodynamic condition, \( (E^{atm}, S^{atm}) \), corresponding to point \( d \) in Figure 6.13. The lower panels display zonal-average potential temperatures, \( \theta \), and zonal-average temperatures, \( T \), for the associated thermodynamic equilibrium state with its thermodynamic condition, \( (E^{atm}, S^{atm}) \), corresponding to point \( c \) in Figure 6.13. When the thermal non-equilibrium reference state proposed by Lorenz approaches thermodynamic equilibrium through Evolution 1, an amount of work equal to \( (W_{max} - APE) \) is performed.
Figure 6.14 Schematic illustration of \( W_{\text{max}} - APE \). The upper panels display zonal-average potential temperatures, \( \theta \), and zonal-average temperatures, \( T \), for the associated reference state proposed by Lorenz. The lower panels present zonal-average potential temperatures, \( \theta \), and zonal-average temperatures, \( T \), for the associated thermodynamic equilibrium state.

According to Kim and Kim (2013), \( APE \) changes by \((4.75 - 4.02)\, M\text{J/m}^2 = 0.73\, M\text{J/m}^2\) from JJA to DJF. Whereas, based on this study, \( W_{\text{max}} \) changes by \((28.0 - 31.0)\, M\text{J/m}^2 = -3.0\, M\text{J/m}^2\) from JJA to DJF. If atmospheric phenomena provided solely with expenditure of \( APE \), which constitutes a fraction of \( W_{\text{max}} \), \( APE \) and \( W_{\text{max}} \) should have fluctuated on the same pace. The difference in magnitudes of the seasonal cycles indicates that the LEC theory may not fully explain the energetics of the atmosphere. A key question is how \( W_{\text{max}} \) is consumed by atmospheric processes while sustaining the general circulation. In the LEC theory, Lorenz developed a framework illustrating the creation term and consumption term of \( APE \). A
counterpart framework illustrating the source and sink terms for $W_{max}$ should be identified in future studies.

Regarding the long-term variability of $W_{max}$, as the global surface temperature, $T_{surface}$, increased from January 1979 to December 2010, the equilibrium temperatures, $T_{eq}$ and $T_{eq}'$, increased at about the same pace as $T_{surface}$. Consequently, there was no statistically significant trend in $W_{max}$ over this interval. It is important to understand how the atmosphere adjusted its thermodynamic structure over this period, including its vertical temperature profile in order to maintain a relatively constant $W_{max}$. A number of studies pointed out that the lower-tropospheric temperatures have experienced slightly greater warming since 1958 than those at the surface. Lower-stratospheric temperatures have exhibited cooling since 1979 while tropopause height has increased by 200m between 1979 and 2001 (e.g. Randel et al. 2000; Grody et al. 2004; Santer et al. 2004; Simmons et al. 2004; Fu and Johanson 2005; Karl et al. 2006; Vinnikov et al. 2006). It is important to explore the pertinent implications for $W_{max}$.

The global thermodynamic instability of the atmosphere was analyzed retrospectively in this study based on the MERRA data. A relevant question is whether the conclusions reached here may be conditioned by the use of this specific data base. Other datasets including NCEP-1, NCEP-2, ERA-40 and JRA-25 should be employed in future work to compare with the results presented here.
Acknowledgements

The work described here was supported by the National Science Foundation. Junling Huang was also supported by the Harvard Graduate Consortium on Energy and Environment. We acknowledge helpful and constructive comments from Michael J. Aziz, Eli Tziperman, Brian F. Farrell and Zhiming Kuang.
References


