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Designing scalable biological interfaces

Abstract

This thesis presents the analysis and design of biological interfacing technologies in light of a need for radical improvements in scalability. It focuses primarily on structural and functional neural data acquisition, but also extends to other problems including genomic editing and nanoscale spatial control. Its main contributions include analysis of the physical limits of large-scale neural recording, experimental development of a screening platform for ion-dependent molecular recording devices, characterization of the design space for molecularly-annotated neural connectomics, and new designs for high-speed genome engineering and bio-nano-fabrication. Articulating governing principles and roadmaps for these domains has contributed to the initiation of multi-institutional projects that are strategically targeted towards scalability.
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<tr>
<td>2.1</td>
<td>A sample (not intended to be comprehensive) of computations that might be associated with cortical blocks, and their potential “algorithmic” and physical realizations (ref. numbers refer to those in forthcoming ArXiv preprint).</td>
<td>15</td>
</tr>
<tr>
<td>2.2</td>
<td>Strategy for constructing and validating integrative cortical theories, incorporating a taxonomy of distinct operations across areas. A mesoscale computational theory is an abstract specification of a set of configurable computational blocks, articulating an inventory of computational functions, and mapping these operations to specific cortical areas and neural implementations, as well as delineating the interactions between blocks. A microscale biological theory specifies the realization of these operations in neural wetware, including the biomolecular and input-driven determinants of CCB configurations. Simulations of the mesoscale computational theory predict the statistics of connection weights, tuning curves, population activity patterns and other variables as a function of cortical area. In turn, these signatures are empirically measurable through connectomic or activity mapping. The microscale biological theory also generates area-specific predictions about detailed structures measurable via molecular and cell type mapping. Co-registration of molecular, connectomic and activity mapping thus jointly constrains the nature of the CCBs and their configuration mechanisms, across many levels of description and as a function of cortical area.</td>
<td>24</td>
</tr>
</tbody>
</table>
3.1 Four generalized neural recording modalities. (a) Extracellular electrical recording probes the voltage due to nearby neurons. (b) Optical microscopy detects light emission from activity-dependent indicators. (c) Magnetic resonance imaging detects radio-frequency magnetic induction signals from aqueous protons, after weak thermal alignment of the proton spins by a static magnetic field. Activity-dependent contrast agents are necessary to transduce neural activity into an MRI readout, whereas current functional MRI methods rely on blood oxygenation signals which cannot reach single-neuron resolution. (d) Molecular recording devices have been proposed, in which a record of neural activity is encoded in the monomer sequence of a biomolecular polymer – a form of nano-scale local data storage. This could be achieved by coupling correlates of neural activity to the nucleotide misincorporation probabilities of a DNA or RNA polymerase as it replicates or transcribes a known DNA strand.

3.2 Penetration depth (attenuation length) of electromagnetic radiation in water vs. wavelength (data from 324). The approximate diameter of the mouse brain is shown as a black dashed line. Inset: approximate tissue model based on Mie scattering and water absorption. Absorption length of water 377 (blue), approximate tissue scattering length in a Mie scattering model (red) and the resulting attenuation length (green) of infrared light (inset reproduced from 377, with permission).

3.3 The voltage signal to interference-plus-noise ratio (SINR) for neurons immediately adjacent to the recording site sets an approximate upper bound on the distance, \( r_{\text{max}} \), between the recording site and the farthest neuron it can sense (blue), due to the exponential falloff of the voltage SINR with distance. Assuming at least one electrode per cube of edge length \( 2\sqrt[3]{r_{\text{max}}} \) in turn limits the number of neurons per recording site (gold), the total number of recording sites (red) and the maximal diameter of wiring consistent with < 1% total brain volume displacement (turquoise). SINR values for current recording setups are < 10^2. In practice, the number of neurons per electrode distinguishable by current spike sorting algorithms is only \( \sim 10 \), with an estimated information theoretic limit of \( \sim 100 \), so these curves greatly underestimate the number of electrodes which would be required based on realistic spike sorting approaches in a pure voltage-sensing scenario.
Energy cost of elementary operations across a variety of recording and data transmission modalities, expressed in units of the thermal energy (left axis) and as a power assuming 100 GHz switching rate (right axis). The Landauer limit of $k_B T \ln 2$ sets the minimum energy associated with a logically irreversible bit flip. The practical limit will likely lie in the tens of $k_B T$ per bit, comparable to the free energy release for hydrolysis of a single ATP molecule (or addition of a single nucleotide to DNA or RNA). The energy of a single infrared photon is $\sim 50 k_B T$. Single gates in current CMOS chips dissipate $\sim 10^4 - 10^6 k_B T$ per switching event, including the capacitive charging of the wires interconnecting the gates (red curve). The switching energy for the gate, not including wires, is $\sim 100 \times$ lower (blue curve). The power efficiency of CMOS has been on an exponential improvement trend due to the miniaturization of components according to Moore’s law (data re-digitized from 667), although power efficiency gains have slowed recently. Current RFID chips compute and communicate at $\sim 10^9 - 10^{10} k_B T (>10 \text{ pJ})$ per bit transmitted, while the total energy cost per floating point operation in a 2010 laptop was $\sim 10^{12} k_B T$. The power associated with a minimal low-noise CMOS analog front end for signal amplification corresponds to $\sim 500 \text{ mW}$ at whole mouse brain scale. A single two-photon laser pulse at 0.1 nJ pulse energy corresponds to $\sim 10^{19} k_B T$. For comparison, the 40 mW approximate maximal allowed power dissipation, according to section 3.1 (Basic Constraints) above, with its equivalent per-bit energy of $\sim 10^8 k_B T$ at the minimal 100 Gbit/s bit rate.

Power requirements imposed by information theory on data transmission through a single (additive white Gaussian noise) channel with carrier frequency $\nu$ (an upper bound on the bandwidth), given thermal noise and path loss. Bottom: absorption length of water as a function of frequency (blue), minimal power to transmit data at 100, 1000 and 10 000 Gbit/s (green) as a function of frequency, assuming thermal noise but no path loss. Top: minimal power to transmit data at 100, 1000 and 10 000 Gbit/s as a function of frequency, assuming thermal noise and a path loss corresponding to the attenuation by water absorption over a distance of 2 mm. While formulated for a single channel, at certain wavelengths (e.g., RF) these factors also constrain multiplexed data transmissions between many transmitters and many receivers, depending on capacity of the system for spatial multiplexing. Horizontal dashed lines: 40 mW, the approximate maximal whole-brain power dissipation in steady state.

Key factors determining the spatiotemporal resolution of dynamic MRI imaging. (a) Temporal resolution and contrast agent concentration allowing $> 5 \%$ contrast, for different classes of dynamic MRI contrast agent (reproduced from 593, with permission). (b) Diffusion limited spatial resolution for water proton MRI as a function of temporal resolution.
Simulations of the dephasing of unsynchronized molecular ticker-tape ensembles, and its impact on the achievable temporal resolution of recording, modified from 227.

A) The polymerase can directly extend a base, or transition into and out of a paused state before extending. B) Even with no paused state, dwell times are stochastic, here assuming an exponential distribution. C) Because of the stochasticity of dwell times, the polymerase ensemble dephases over time. D) Table of parameter dependences for unsynchronized recording at 100 ms temporal resolution, reproduced from 227.

With 10000 templates, 1000 nt/sec average speed, and no pausing, recording for several minutes for a range of misincorporation parameters. Recording at 10 ms resolution is significantly more difficult: even in the limiting case of 100% misincorporation rate at high ion concentration and 0% misincorporation rate at low ion concentration, an average speed of 3500 nt/s would be needed to sustain 1 minute of recording at 10 ms temporal resolution and 95% decoding accuracy.

3.8 Calculated decay of extracellular potential from a compartmental neuron model 238, as a function of radial distance from the soma (red). The black curve is the average potential at each radial distance. Monopole fit to local decay (green), dipole fit to far-away decay (blue) and exponential model (yellow). The monopole model works well near the soma, while the dipole model works well farther away from the soma. The exponential model appears to help capture the effects of proximity to local dendrites, since a perfectly-spherical soma would generate a perfect monopole model, while a current-conserving, elongated neuron would generate an approximate dipole model at large distances.

3.9 Zoom-in on calculated decay of extracellular potential from a compartmental neuron model 238, as a function of radial distance from the soma. Monopole fit to local decay (green), dipole fit to far-away decay (blue) and exponential model (yellow). The monopole model overshoots the data at large distances, while the dipole model accurately captures the shape of the long-distance falloff.

3.10 Log-log plot illustrating the transition between the monopole and dipole falloff regimes of the extracellular potential from a spike. The falloff is monopole-like below ~45 µm radius (green) and dipole or multipole-like above ~60 µm radius (blue).

3.11 Extracellular action potential amplitudes and shapes on a 2 µm grid of width 130 µm × 130 µm, from the cell dri1 238, assuming uniform extracellular conductivity of 0.3 Siemens / meter (red). Model generated using Matlab and NEURON software and cell model from 238.

3.12 Decay of the electric field magnitude (top) and field gradient (bottom) with radial distance from the soma, for the monopole (green), dipole (blue) and exponential (yellow) falloff models.
3.13 Selected options for coupling neural activity measurements into a time-resolved reflectometric readout via interaction with the evanescent field from an optical fiber. A) Electric field gradient sensing dielectric nanoparticle. B) Electric field gradient sensing dielectric nanoparticle with metal nanowires for field focusing. C) Electric field gradient sensing dielectric strips. D) Acoustic vibration-sensing nanoparticle. E) Dyes with absorption contrast, e.g., sensitive to electric or magnetic fields. F) Fluorescent dyes.

3.14 Conceptual diagram of an architecture for optically-powered and wavelength-multiplexed deep brain electrical stimulation, delivered minimally-invasively via the vasculature.

4.1 DNA polymerase (DNAP) as a molecular signal recorder. (A) Overview of a strategy for using DNA polymerases as signal recording devices. Signals (top) are coupled to intracellular or extracellular cation concentration through direct or indirect modulation of an ion channel activity. Cation concentration is in turn coupled to DNA polymerase fidelity on a known template according to a known transfer function (orange curve), generating a DNA recording, in which data is represented by the density of misincorporated bases, and which can be read by DNA sequencing (bottom). (B) Modulation of Taq polymerase by Ca\(^{2+}\) concentration, measured by a traditional blue-white colony counting assay. (C) Biochemical steps of the multiplex deep sequencing assay for measuring the transfer functions of error-prone DNAPs.

4.2 Measurement of the experimental noise floor. The spatial distribution (top) and template-base-specific (bottom) misincorporation rates for Phusion on the original (A) and swapped (B) templates. (C) Misincorporation rates for Phusion on the original template, using a modified protocol in which the ligation products were pooled and cleaned before high-fidelity PCR amplification. Dashed lines indicated the maximum peak, plus the error, of the spatially-distributed misincorporations (top) or the mean \(\pm\) SEM of misincorporations across all template bases (bottom) misincorporations, and served as the noise floors in the main text.

4.3 Ion-dependent misincorporation rates of Dpo4 and Klenow exo-polymerases. (A, B, C, D) Mean (top) and template-base-specific (bottom) misincorporation rates as a function of Mn\(^{2+}\) (A, C) and Mg\(^{2+}\) (B, D) concentrations. (E, F, G, H) Normalized distributions of misincorporated dNTPs for each template base. (I, J, K, L) Mean (top) and template-base-specific (bottom) misincorporation rates as a function of Ca\(^{2+}\) concentration at 200 uM background Mn\(^{2+}\) (I, K) and 7000 uM background Mg\(^{2+}\) (J, L) concentrations. Errors are given in Tables S1-2, and are shown as error bars in the line graphs when they are larger than the data symbol.

4.4 Analysis of misincorporation at two-base motifs in the template sequence. Misincorporation rate as a function of the template base and of the base preceding the template base, for Dpo4 at 800 \(\mu\)M Mn\(^{2+}\) on the original (A) and swapped (B) templates.
4.5 Template position dependence of misincorporation rates. (A) Template position dependence of Dpo4 misincorporation rates on the original template at varying Mn$^{2+}$ (left) and Mg$^{2+}$ concentration (right). (B) Template position dependence of Dpo4 misincorporation rates on the swapped template at varying Mn$^{2+}$ (left) and Mg$^{2+}$ concentration (right). (C) Template position dependence of Klenow exo- misincorporation rates on the original template at varying Mn$^{2+}$ (left) and Mg$^{2+}$ concentration (right). Letters above each data point denote the identity of the template base at that position. Grey shaded areas indicate the noise floor, defined as the maximum over positions of the misincorporation rate (plus SEM) observed in an identical experiment with Pfusion HF DNA polymerase (Figure 4.2). Red (blue) shaded areas in (A) and (B) correspond to shared sub-sequences between the original and the swapped template.

4.6 Statistical analysis of misincorporation by Dpo4. (A) Spatial dependence (un-normalized) of Dpo4 error rate at 800 uM Mn$^{2+}$ on the original template (blue curve), and generalized linear model fits of this data set with respect to itself (green curve), and with respect to the swapped template data set (red curve). (B) Spatial dependence (un-normalized) of Dpo4 error rate at 800 uM Mn$^{2+}$ on the swapped template (blue curve), and generalized linear model fits of this data set with respect to itself (green curve), and with respect to the original template data set (red curve). (C) Feature weights for generalized linear model fit to Dpo4 original template data. (D) Feature weights for generalized linear model fit to Dpo4 swapped template data. (E) Information gain per base as a function of template position, for discrimination between high (800 uM) and low (75 uM) Mn$^{2+}$ by Dpo4. (F) Information gain per base as a function of template position, for discrimination between high (7000 uM) and low (1000 uM) Mg$^{2+}$ by Dpo4.

4.7 Overlay of Dpo4 misincorporation rates with NuPack-predicted secondary structure in the templates.

4.8 Comparison of alignment-based (main text) and sliding window-based (SI text) analyses of the spatial distribution of Dpo4 (A) and Klenow exo- (B) misincorporation rates at varying Mn$^{2+}$ (left) and Mg$^{2+}$ (right) concentrations.

4.9 Additional sequencing results on ion dependent polymerase fidelity. A) pH dependence of Dpo4 misincorporation rate (experimental data from Daniel Martin-Alarcon, analysis joint with Brad Zamfi). B) Template position dependence of the misincorporation rate of Dpo4 in several pH buffers, confirming the basic pattern observed in $^{78}$ (experimental data from Daniel Martin-Alarcon). C) Example sequencing read from misincorporation studies on polymerase Iota, which exhibits an exceptionally high error rate on template T bases.
Fluidics and surface chemistry for molecular recording device prototyping. A) Microfluidic system constructed for testing time-dependent molecular recording reaction in-vitro. The DNA template is immobilized to a glass slide via amine-epoxy chemistry and reactions are conducted inside a PDMS flow cell, which is sealed to the slide with a laser-cut acrylic clamp. An automated valve system (controlled via an Arduino microcontroller) was constructed to facilitate research into time-dependent recording reactions. B) Scheme for surface-based primer extension, extraction of the product strand from the surface, and preparation for sequencing. C) Denaturing PAGE gel of products extracted from a Dpo4 surface-immobilized primer extension reaction, with varying extension times from 1 minute to 10 minutes. D) Agarose gel of products extracted from a phi29 surface-immobilized rolling circle amplification reaction, with and without template circularization by CircLigase. E) Updated design of a mechanical clamp for adhering PDMS fluidic channels to an epoxy coated, DNA functionalized glass slide. The bottom of the clamp is machined from aluminum to ensure good thermal conductivity during the heat denaturation step, used to extract the synthesized DNA from the surface. F) Updated design of the channel with a large surface area and a third input line for wash buffer.

Preliminary results for manual buffer exchanges with Dpo4 on a BSA/SDS-passivated epoxy surface linked to the template DNA. DNA product was extracted and sequenced, and misincorporation rate was calculated as a function of template position. Two separate wells with surface-immobilized DNA template were subjected to the same series of buffer exchanges and the standard error of the mean misincorporation rate was used to generate error bars at each template position.

EM connectomics tools: A) Serial block face SEM (SBEM) images the top face of a pre-stained tissue block, then removes the imaged face with a diamond knife, revealing the next layer. B) Focused ion beam SEM (FIB-SEM) operates on a similar principle, but removes tissue layers by ablation with a focused beam of ions. This enables thinner sections and higher electron doses compared to SBEM, but the finite depth of focus of the ion beam limits the size of individual blocks. C) Automated tape collecting ultramicrotomy SEM (ATUM) sections tissue with a diamond knife and places the sections on a solid support, before loading samples into the electron microscope.

Reading out neuronal connectivity via bulk sequencing: cell-identifying nucleic acid barcodes from synaptically-neighboring cells are physically linked (e.g., via viral exchange and recombinase activity or other methods), and extracted from the neural tissue. The linked barcodes are then sequenced on a high-throughput DNA sequencer, such that each sequencing read corresponds to a barcode pair from a synaptically-connected pair of neurons.
5.3 Optical resolution requirements for resolving nearest-neighbor synapses. The fraction of non-resolved synapses as a function of isotropic resolution for PSD labeling (green) and whole-compartment labeling (red), based on the dataset and analysis from. A pair of synapses is considered unresolved here if and only if they contain labeled points separated by less than the isotropic resolution.

6.1 A fluorescent in-situ sequencing strategy for connectomics: cell-identifying nucleic acid barcodes are targeted to the pre-synaptic and post-synaptic membranes, where their sequences are read by FISSEQ in a high-resolution optical microscope. Resolving synapses from their neighbors, and distinguishing pre-synaptic from post-synaptic barcodes at a given synapse, requires strategies for sub-diffraction optical imaging.

6.2 Resolution Enhancement Strategies for FISSEQ: super-resolution, molecular stratification, thin sectioning, and informatic deconvolution from a known barcode pool. These techniques can be applied alone or in combination to improve the resolvability of nearest-neighbor synapses, and/or of barcodes on opposing sides of the synaptic cleft. Super-resolution microscopes overcome the traditional diffraction limited resolution limit ($\lambda/2NA$) via a variety of methods, such as patterned illumination, nonlinear optical effects, or stochastic single-molecule blinking. Molecular stratification initiates FISSEQ of only a (random or pre-programmed) subset of molecular barcodes in each imaging frame, e.g., activating only pre-synaptic or only post-synaptic barcodes. Thin sectioning (physical or optical) allows enhanced lateral resolution in a 2D plane by eliminating overlaps in the third dimension. Informatic deconvolution decodes mixed FISSEQ signals from a combination of distinct barcodes within a single resolution voxel, by relying on prior knowledge of the pool of individual barcodes.

6.3 Scaling properties of informatic deconvolution from a known barcode pool. Simulated barcode pools were generated randomly from an equal mixture of $A$, $T$, $C$, and $G$ (with a check to ensure uniqueness within the pool) and the probability of ambiguous informatic deconvolution was evaluated as a function of the barcode length $N$ and barcode pool size $n$. Solid lines: simulations. Dotted lines: the model $\log_2(P_{\text{ambiguous}}) = 2 \times \log_2(n) + (\log_2(1.75) - 4) \times N - 1$.

7.1 In-vivo arbitrary-sequence ssDNA production. A) Strategy for producing arbitrary-sequence circular ssDNA from a dsDNA parent plasmid. The inset shows a probe-labeled agarose gel demonstrating ssDNA production (using a single origin rather than a split origin-terminator system) in the presence of gII protein but not in its absence. B) Structural and sequence motifs in the filamentous phage origin of replication, which are used to construct start and stop signals for ssDNA production.
Antibiotic selection was used to measure replication from an f1 origin – which occurs via a single stranded intermediate – in the presence of varying levels of gII protein, supplied from a separate plasmid. Production of GII from a comparatively low-strength RBS and medium-copy expression plasmid led to optimal ssDNA production. Only under these “optimized” expression conditions did we measure significant and robust ssDNA production through the hybridization probe assay.

Layout of the UK-civMAGE-3 plasmid used for testing in-vivo ssDNA production driven by gII protein.

Potential applications of in-vivo arbitrary-sequence ssDNA production.

Design scheme for continuous multiplex genome engineering, showing a proposed CRISPR-based ssDNA cutting mechanism. We have since found that this cutting mechanism does not appear to work as intended, and alternatives are being pursued.

Design sketch for an intracellular molecular recording device operating on slow timescales, in which a time series of sensor values is recorded as a string of CRISPR spacer sequences incorporated into a genomic locus.

Design of the DNA tightrope in caDNAano2. The three-dimensional view and square-lattice cross-section of the scaffolded DNA origami nanostructure are shown. Each cylinder or circle represents a single DNA double helix, linked with its neighbors by single-stranded crossovers, in a pattern reminiscent of basket weaving.

Construction and imaging of the DNA tightrope. A) The structure is assembled by combining circular m13mp18 phage ssDNA with DNA origami staple oligonucleotides and with a user-designed linear ssDNA strand generated from a synthetic dsDNA by exonuclease digestion. 3D model produced by CanDo. B) Scheme for amplification and exonuclease digestion of the linear strand. C) Agarose gel illustrating the near-complete conversion of dsDNA to ssDNA by exonuclease digestion, for various lengths of starting dsDNA. D) Agarose gel confirming folding of the scaffolded DNA origami structure. E) AFM image showing visible tightropes. F) Negative stain TEM image showing visible DNA tightropes; black lines are drawn in, offset from the DNA tightropes, to highlight the paths of the DNA tightropes.

Effects of shortening the tightrope. A) Agarose gel showing successful folding of tightrope structures with shortened linear gBlock strands. B) CanDo analysis showing the expected bent structure backbone resulting from mechanical strain. C) TEM image confirming the bent configuration; the tightrope is visible and an offset black line is drawn in to highlight its position. D) Another configuration observed in TEM, probably representing mechanical buckling of the structure backbone under strain.
7.10 Construction of DNA spots in a de Bruijn pattern. A diffraction-limited UV line focus, produced by a cylindrical lens, is scanned through a series of discrete positions, aligned to a nano-grid fabricated using interference lithography. The line foci sequentially activate lines of nano-grid spots along the x or y axes via nitro-benzyl chemistry, followed by deposition of the corresponding oligo type. Each axis corresponds to a De Bruijn sequence of the different spot types, with sub-sequence length $s = 2$. Thus, each pair of consecutive DNA spots along an axis uniquely identifies the location along the axis. The alphabet size $n$ is the number of DNA spot types along each axis. Shown here is the De Bruijn sequence with $n = 2$ and $s = 2 : 1122(1)$. Note that, for a pattern with $10^8$ UALPs, $n = 100$ and $2 \times 10^4$ separate oligo deposition steps are required. Assuming that one activation and deposition step occurs every 5 seconds, the entire process (up to rod deposition) takes one day. For comparison, if each spot had to be individually activated and deposited at 5 seconds per step to ensure unique addressability in 2D, the process would take $5 \text{ seconds \ times \ } 10^8 = 15 \text{ years}$. The use of a de Bruijn spot pattern and cylindrical lens allows us to circumvent this problem, as would the use of DMD-driven parallel oligo synthesis or deposition.

7.11 Conversion of the de Bruijn DNA origami pattern to a set of uniquely addressable bio-molecular lattice points (UALPs). Rigid DNA nanostructure rods bind to individual spots on the surface via binding sites on the DNA origami adaptors (orange). Contact points between rods bound to adjacent spots define unique x or y coordinates. Cooperative hybridization to markers (rod coupling DNAs) indexing these x and y coordinates allows unique addressing of 2D positions. Rods have directionality to define ordered pairs. $i_x$ and $i_y$ rod types are distinct to prevent mixing of the two coordinates. The total number of UALPs along an axis is $n^3$, where $n$ is the number of distinct spot types per axis. The total number of UALPs in 2D is $n^4$. In the example shown: there are $n = 2$ distinct spot types, $n^3 = 4$ unique positions along each axis, and $n^4 = 16$ UALPs in 2D.

7.12 Negative stain TEM image of a single rolony on a glow-discharged carbon grid-suspended film.

7.13 Nucleation of single-stranded tile ribbons on circular m13mp18. A) Design schema for rigidifying an aperiodic, floppy template sequence by using an aperiodic adapter tile layer to template growth of row-unique periodic single-stranded-tile crystals. B) Agarose gel on thermal annealing products showing structure aggregation, particularly after addition of layer 3. C) Isothermal growth experiment showing similar results to the annealing scenario. D) AFM image of a structure gel-extracted from the red box in B.
7.14 Nucleation of double-crossover lattices on linearized m13mp18. A) Design schema. B) Structure of the DX crossover lattice. C) AFM images of DX lattice formation on linearized m13mp18 ssDNA scaffold. A rectangular DNA origami folded from part of the scaffold serves as a marker for the presence of the scaffold. D) Zoom-in on a structure from the same experiment as in C. E) Nucleated the growth of infinite-width lattices on the m13 scaffold, without a designed origami marker on the scaffold. F) Zoom-in on the structure from E.

8.1 Early prototype hardware for glasses-mounted physiology. a) CAD of initial prototype for 3D printed glasses frames. b) Electronics for bio-sensing. c) Integration of electronics with 3D printed frames. d) EKG measured using custom-built electronics – based on $^{484}$ – using fabric electrodes: the same electronics is applicable to EMG and EEG. e) RS232 interface for communication between digital sub-systems in a multi-sensor glasses prototype. f) FSK modulated audio can be used to log data to an Android phone.

8.2 Benchmarking the FabECG with medical-grade electrodes on the chest. a) Setup for data acquisition using the FabSampler electronics. b) Data acquisition using an oscilloscope. c) Data acquisition using FabSampler and Python on a laptop.
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Introduction

This thesis presents the analysis and design of biological interfacing technologies in light of a need for radical improvements in scalability. It focuses primarily on large-scale structural and functional neural data acquisition, but also extends to other problems including genomic editing and nanoscale spatial control. Its unifying aspiration is to derive scalable technology architectures from first principles, irrespective of current practice.
Technology architecting: The efforts described here often take the form of cross-disciplinary “road-mapping”, i.e., systematic identification of the constraints shaping a range of alternative pathways towards scalability. This in turn gives rise to proposals for technologies quite distinct from those used today, in acute sub-scale. For example, techniques practical for recording the activities 100-1000 neurons may need to be abandoned in the design of systems scalable to 100-1000 million neurons. Because of the complexity of biological science and its stratification into specialized experimental sub-fields driven by the constant production of concrete scientific results, we reasoned that cross-disciplinary architecting of long-term technology strategies may be under-explored relative to its potential payoffs.

Anticipated outcomes: While the early-stage concepts developed here are not yet fully validated experimentally, we hope that these analyses and prototype experiments can serve to re-orient aspects of research towards new platforms whose benefits will outweigh the costs and risks associated with “starting from scratch”. The best-case outcome is the initiation of profitable new research directions and systematic development projects; the worst-case outcome is a renewed appreciation of the challenges of interfacing with biological complexity at scale.

From architectures to teams and projects: Reflecting the focus on initiating new experimental directions, we have catalyzed the formation of multi-disciplinary teams. These teams have applied for collaborative research grants (each spanning ≥ 3 institutions) – on molecular signal recording, in-situ readout of neuronal connectivity barcodes, and vascular delivery of neural recording and stimulation devices – which are based in part on the ideas explored here.

In Chapter 2, an essay co-written with Gary Marcus and Tom Dean, we begin with a high-level discussion of the assumptions underlying the extant approaches to reverse engineering the computational architecture of the neocortex. We highlight a scientific strategy based on classifying “mesoscale” computational elements via their putative origins in distinct molecularly-specified developmental and plasticity rules. These ideas provide one possible scientific context for our efforts to design scalable means of neural data acquisition incorporating rich molecular information.
In Chapter 3, we study the problem of recording the electrical “spiking” of a significant fraction of the neurons in a mammalian brain. Despite many proposals for incremental improvements on existing neural recording techniques, and despite much recent interest in the problem \cite{21,20}, the limiting factors and governing principles for brain activity mapping have not been systematically described, and there are few detailed technical proposals for cellular-resolution recording methodologies which could apply at whole-brain scale. To address this challenge, we mobilized the intellectual efforts of more than 17 collaborators across many disciplines and institutions, asking what it would take to record from all neurons in a mouse brain at millisecond resolution, based on an analysis from first principles of physics and from the known biophysics of the brain \cite{434}. This analysis has been featured in a number of subsequent white-papers \cite{144,585,136} and was highlighted in *Nature Physics* \cite{86}.

We structured the analysis around three problems: (1) All neurons must be probed at a sufficient rate, (2) the energy transmitted into the brain must not cause thermal damage and (3) the volume of instrumentation introduced into the brain must not cause physical damage. We found that all existing approaches require orders of magnitude improvement in key parameters in order to scale to whole brain observations. Electrical recording is limited by the low multiplexing capacity of electrodes and their lack of intrinsic spatial resolution, optical methods are constrained by the scattering of visible light in brain tissue, magnetic resonance is hindered by the diffusion and relaxation timescales of water protons, and the implementation of molecular recording is complicated by the stochastic kinetics of enzymes.

We also studied the physics of powering and communicating with microscale devices embedded in brain tissue and found that, while radio-frequency electromagnetic data transmission suffers from a severe power–bandwidth tradeoff, communication via infrared light or ultrasound may allow high data rates due to the possibility of spatial multiplexing. The use of embedded local recording and wireless data transmission would only be viable, however, given major improvements to the power efficiency of microelectronic devices.
The purpose of exploring the physical limits of brain activity mapping is to identify assumptions whose strategic, purposeful violation could create opportunities for novel solutions. With Brad Zamfí, Michel Maharbiz and Konrad Kording, we have organized a series of meetings among researchers from several fields, in order to architect solutions to the problem of scalable neural recording. This has led to several theoretical proposals which are now being actively vetted at a preliminary design stage. One of these, sensor multiplexing via fiber-optic reflectometry, is briefly described in a supplemental note to Chapter 3.

In Chapter 4, we report preliminary experimental steps toward a novel platform for massively parallel neural recording: molecular recording devices, also known as molecular ticker-tapes. We reasoned that the ideal recording device would be a nanoscale machine capable of quantitatively transducing a wide range of variables into a molecular recording medium suitable for long-term storage and facile readout in the form of digital data. In one potential implementation of such a device, cation concentrations would modulate the misincorporation rate of a DNA polymerase (DNAP) on a known template, allowing DNA sequences to encode information about the local cation concentration. This approach is a significant conceptual departure from existing methods for physiological signal recording. We (with collaborators from MIT and Northwestern University) have received a grant from the National Institutes of Health (NIH), totaling more than $9 million, to further explore this idea, based on our preliminary data.

We (with Brad Zamfí and others) published the first experimental paper in the molecular recording field. It describes the development of a high-throughput screening methodology for ion-dependent molecular recording devices, leveraging massively parallel DNA sequencing technology. We quantified the cation sensitivity of DNAP misincorporation rates using a sequencing machine, making possible the indirect readout of cation concentration by DNA sequencing. Using multiplexed deep sequencing, we quantified the misincorporation properties of two DNA polymerases – Dpo4 and Klenow exo- – obtaining the probability and base selectivity of misincorporation at all positions within
the template. We found that Dpo4 acts as a DNA recording device for Manganese with a misincorporation rate gain of 2%/mM. Modulation of misincorporation rate is selective to the template base: the probability of misincorporation on template T by Dpo4 increases >50-fold over the range tested, while the other template bases are affected less strongly. Furthermore, cation concentrations act as scaling factors for misincorporation: on a given template base, Manganese and Magnesium change the overall misincorporation rate but do not alter the relative frequencies of incoming misincorporated nucleotides.

In work led by Josh Glaser, we also published the first theoretical paper on the molecular recording device concept. This paper establishes limits on the temporal resolution of recording that arise from molecular stochasticity, and derives the need for molecular clocking mechanisms to achieve single-spike resolution. A brief summary of this theoretical analysis is included in Chapter 3.

In Chapter 5, we analyze the design space for large-scale cellular-resolution mapping of synaptic connectivity (“connectomics”) by evaluating the economic and scaling constraints on all previously proposed cellular-resolution connectomics architectures. We discuss technology options that could potentially reduce the costs of neural connectivity mapping by orders of magnitude compared to the standard electron microscopy methods.

In Chapter 6, we describe a proposed strategy, termed FISSEQ-BOINC, for the simultaneous readout from a single brain of multiple distinct structural and functional signatures including transcriptome, connectome, cell lineage and activity history – i.e., for the construction of a Rosetta Brain readout as defined in. This strategy leverages the recently developed technology of fluorescent in-situ sequencing (FISSEQ) in an optical microscope as the primary mode of information-extraction, coupled with the use of cell-identifying DNA barcodes as proposed by Zador and earlier authors.

Specifically, we derive strategies, based on optical microscopy and in-situ DNA sequencing, that could lead to at least a 10× – 100× cost reduction for whole-mouse-brain structural connectomics,
relative to the existing electron microscopy approaches, while also providing a natural route to integration with diverse molecular annotations. Efforts are now underway in the Church, Boyden and Zador labs to move towards experimental implementation of these and related ideas, e.g., through integration of FISSEQ with novel high-speed super-resolution optical microscopies.

In Chapter 7, we describe broader applications of DNA as an “informational substrate”. We (joint with Kevin Esvelt) experimentally demonstrate a simple system for arbitrary-sequence single-stranded DNA (ssDNA) production inside the *E. coli* bacterium, a tool which may find application in genome engineering and in the development of molecular recording devices optimized for *slow* timescales (rather than the fast timescales characteristic of neural spiking).

In addition, we study the problem of constructing integrated bio-molecular nano-assemblies, in which diverse functional elements are arranged in programmable patterns. We (joint with Robert Barish) report initial experimental investigations into a novel scheme for chip-scale bio-molecular fabrication (i.e., “nanometer-to-centimeter” or “nm2cm” integration) via top-down organization of self-assembled DNA nanorods on custom DNA micro-arrays via hybridization. Using structural DNA nanotechnology, we (joint with Mingjie Dai and Ralf Jungmann) also demonstrate a system to “stretch out” a single DNA double-helix or ssDNA strand of arbitrary sequence and to display it for high-resolution microscopy.

Chapter 8 is a brief addendum describing an experiment in biological interfacing at the human scale.
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With the instruments of the time so weak, there seemed little chance to understand brains, at least at the microscopic level. So, during those years I began to imagine another approach. Perhaps we could work the other way; begin with the large-scale things minds do and try to break those processes down into smaller and smaller ingredients... Then, perhaps we could combine what we learned from both “top down” and “bottom up” points of view - and eventually close in on the problem from two directions.

Marvin Minsky

Computational Diversity and the Mesoscale Organization of the Cortex

The human neocortex participates in a wide range of tasks, yet superficially appears to adhere to a relatively uniform six-layered architecture throughout its extent. For that reason, much research has been devoted to characterizing a single “canonical” cortical computation, repeated mas-
sively throughout the cortex\textsuperscript{557}, with differences between areas presumed to arise from their inputs and outputs rather than from “intrinsic” properties\textsuperscript{714,465,61}. There is as yet no consensus, however, about what such a canonical computation might be\textsuperscript{145}, little evidence that uniform systems can capture abstract and symbolic computation (e.g., language)\textsuperscript{437,438,440} and little contact between proposals for a single canonical circuit and complexities such as differential gene expression across cortex\textsuperscript{307,266}, or the diversity of neurons and synapse types\textsuperscript{507}.

Here, we evaluate and synthesize diverse evidence for a different way of thinking about neocortical architecture, which we believe to be more compatible with evolutionary and developmental biology\textsuperscript{435,439,436}, as well as with the inherent diversity of cortical functions. In this conception, the cortex is composed of an array of configurable computational blocks, each capable of performing a variety of distinct operations, and possibly evolved through duplication and divergence\textsuperscript{435,55}. The computation performed by each block depends on its internal configuration. Area-specific specialization arises as a function of differing configurations of the local logic blocks, area-specific long-range axonal projection patterns and area-specific properties of the input. This view provides a possible framework for integrating detailed knowledge of cortical microcircuitry with computational characterizations.

According to a classic hypothesis of Mountcastle\textsuperscript{482}, “all parts of the neocortex [might] operate based on a common principle, with the cortical column being the unit of computation”; along similar lines, Creutzfeldt\textsuperscript{135} suggested that the “functional role of a circumscribed cortical area depends exclusively on its position within a certain functional circuit and is defined by it” rather than on any intrinsic, between-area differences in wiring. Wyss et al\textsuperscript{714} similarly suggested that “functionally heterogeneous cortical areas can be generated by only a few computational principles” with “the variability of the input signals [yielding] functional specialization”, a view often associated with notion of a “canonical cortical microcircuit”\textsuperscript{135,264,218}. (Two versions of this hypothesis might be distinguished, one in which the cortical micro-circuitry itself is taken to be identical or nearly identical across areas, and a second in which a single common learning rule applies throughout the cortex, potentially giving
rise to different micro-circuits in different areas as a function of input.

There is, however, as yet no consensus about what the putative common microcircuit, or common learning rule, might be. Although suggestions have been made for how a single pattern recognition algorithm could underlie the operations of the various primary sensory areas, whether the rest of cortex can be characterized in similar terms remains highly controversial; there are also clear limits on the capacities of such systems to generalize beyond a space of training examples, raising in-principle concerns about the capacity of currently-popular pattern recognizers to capture language, planning and other aspects of higher-level cognition.

Although the “uniform micro-circuit” and “uniform learning rule” views remain popular in some computational circles, and have recently been influential in artificial intelligence, they have arguably lost favor over time within empirical neuroscience. Indeed, as discussed below, recent experimental work has often emphasized the importance of structural and functional diversity in the brain at all developmental stages and at multiple levels, as well as heterogeneity between cortical areas. As van Hooser recently put it, “the diversity found in cortical architecture suggests that there may be no single algorithm for cortical processing.”

Against the background of longstanding “uniformist” vs. “specialist” debates, and in contrast to accounts under which functional specialization derives principally from differences in input, we argue for a conception of the cortex as a computationally heterogeneous array of configurable computational blocks (CCBs), configured partly on the basis of local molecular cues, rather than purely as a function of input. Systems of this structure might be taken as loosely analogous to Field-Programmable Gate Arrays (FPGAs) or other Programmable Logic Devices (PLDs) used in digital circuit design, which also consist of arrays of configurable elements, each of which is capable of executing a number of distinct functions such as AND, XOR, or more complex functions like addition or multiplication, depending on its configuration.

The CCB view, which we believe to be consistent with the implicit beliefs of many neuroscien-
tists, though rarely explicitly articulated, offers a natural account of how neural “wetware” with superficially similar physical and anatomical properties can compute a wide diversity of functions. Strictly uniform architectures, such as Hierarchical Temporal Memory, offer little purchase on why faculties such as language and vision have such different characters, beyond the true – but likely inadequate – observation that areas can functionally differentiate based on their respective sensory inputs. On the present account, the basic architecture of the individual blocks is shared across the entire cortex, but the local logic performed by each block can be individually tuned to specific kinds of problems. This approach also fits naturally with the “tinkering”, rather than bespoke customization, that is typical of evolution by natural selection, the general trend of complex systems to evolve specialized modules at multiple levels of functional organization, and the repeat-with-variation character of much of biology that stems from the adaptive versatility of processes such as duplication and divergence. It is conceivable for example, that reusable cortical logic blocks might have descended with modification from ancestral central pattern generators.

2.1 How configurable computational blocks might be realized

2.1.1 Physical instantiation

Individual blocks might be instantiated at multiple structural scales. Some might correspond to networks of multiple neurons, such as interconnected cell assemblies or cortical columns. Perin, Berger, and Markram have found “synaptic organizing principles” leading to strongly connected neuronal groups at the scale of 10-100 neurons. It also possible that single neurons could form configurable computational blocks; as Koch and Segev noted, “[the individual neuron] has evolved conceptually from that of a simple integrator of synaptic inputs... to a much more sophisticated processor with mixed analog-digital logic and highly adaptive synaptic elements”. Different logical blocks could also overlap or be “superposed” physically, toggling between logical states either on-line (e.g., through
electrical signals or neuromodulation\textsuperscript{45,44} or off-line (e.g., through enduring wiring changes).

Even within a single computation, such as divisive normalization, there may be considerable differences in biophysical implementation across species and across systems\textsuperscript{104}; likewise, even within a single low-level process, such as visual search, more than one computational element may be involved (e.g., both divisive normalization and quadratic nonlinearity)\textsuperscript{418,539}.

### 2.1.2 Range of Computations

In principle, CCBs might be flexible enough in their configurability to compute essentially arbitrary functions\textsuperscript{420,719,181,180}. Alternatively, CCBs might be relatively restricted – perhaps by the stereotyped micro-anatomy, connectivity and molecular composition of the cortex – to a smaller set of operations. Our default presumption is that individual logical blocks would consist of reusable circuits that stand in between top-level cognitive processes and the fine-grained anatomical elements, perhaps even individual neurons, that perform only small parts of a computation. Blocks might consist, for example, of circuits that instantiate processes such as variable binding, memory retrieval, copying, and routing. More elementary operations such as multiplication, dot product, temporal integration and linear superposition\textsuperscript{180,360} might also be realized in individual blocks. A multi-leveled hierarchy of feature detectors might consist of a set of blocks that provide for processes such as pooling and normalization\textsuperscript{28}. Complex systems that perform language or scene understanding would presumably depend on a combination of many logic blocks. Figure 2.1 presents some candidate computations that might plausibly be realized by individual configurable blocks or by sets of blocks, and potential ways those computations might be implemented physically and algorithmically. Our commitment here is not to the specific, but to the broader strategy that is implied, namely one in which the central emphasis is on cataloguing a heterogeneous set of building blocks that could unify bottom-up considerations from neurophysiology with candidate computations derived from top-down analysis\textsuperscript{26,27,438,104,528,446}.

Importantly, complex computations such as those involved in language may also rely on tight-knit
<table>
<thead>
<tr>
<th>Computation</th>
<th>Algorithmic/representational realization</th>
<th>Neural implementation(s)</th>
<th>Brain location(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid perceptual classification</td>
<td>Receptive fields, pooling and local contrast normalization</td>
<td>Hierarchies of simple and complex cells</td>
<td>Visual system</td>
</tr>
<tr>
<td>Complex spatiotemporal pattern recognition</td>
<td>Bayesian belief propagation</td>
<td>Feedforward and feedback pathways in cortical hierarchy</td>
<td>Sensory hierarchies</td>
</tr>
<tr>
<td>Learning efficient coding of inputs</td>
<td>Sparse coding</td>
<td>Thresholding and local competition</td>
<td>Sensory and other systems</td>
</tr>
<tr>
<td>Working memory</td>
<td>Continuous or discrete attractor states in networks</td>
<td>Persistent activity in recurrent networks</td>
<td>Prefrontal cortex</td>
</tr>
<tr>
<td>Decision making</td>
<td>Temporal-difference reinforcement learning algorithms \cite{56,57}; actor-critic models \cite{1}</td>
<td>Cortically implemented Bayesian inference networks combined with temporal difference reinforcement learning via the dopamine system and action selection systems in the basal ganglia \cite{55} Recurrent networks coupled via lateral inhibition \cite{63}</td>
<td>Prefrontal cortex</td>
</tr>
<tr>
<td></td>
<td>Winner-take-all networks</td>
<td></td>
<td>Prefrontal cortex</td>
</tr>
<tr>
<td>Gating of information flow</td>
<td>Context-dependent tuning of activity in recurrent network dynamics \cite{54}</td>
<td>Recurrent neural networks implementing line attractors and selection vectors \cite{54} Divergent excitatory relays and input-selective shunting inhibition in dendrites \cite{76}</td>
<td>Prefrontal cortex</td>
</tr>
<tr>
<td></td>
<td>Shifter circuits \cite{64,75}</td>
<td></td>
<td>Visual system</td>
</tr>
<tr>
<td>Gain control</td>
<td>Divisive normalization \cite{36}</td>
<td>Shunting inhibition in networks or balanced background synaptic excitation and inhibition</td>
<td>Common across many cortical areas</td>
</tr>
<tr>
<td>Sequencing of events over time</td>
<td>Feed-forward cascades; Serial working memories \cite{79}</td>
<td>Synfire chains \cite{93,92}; Thalamo-cortico-striatal loops \cite{63,84}</td>
<td>Common across many cortical areas</td>
</tr>
<tr>
<td>Representation and transformation of variables</td>
<td>Population coding \cite{85}</td>
<td>Time-varying firing rates of cosine-tuned neurons representing dot products with encoding vectors</td>
<td>Motor cortex</td>
</tr>
<tr>
<td>Variable binding</td>
<td>Holographic reduced representations \cite{56,86}</td>
<td>Circular convolution of vectors represented by neural population codes</td>
<td>Cortical areas involved in sequential or symbolic processing</td>
</tr>
<tr>
<td>Dynamic binding</td>
<td>Neuronal synchronization \cite{89}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2.1:** A sample (not intended to be comprehensive) of computations that might be associated with cortical blocks, and their potential “algorithmic” and physical realizations (ref. numbers refer to those in forthcoming ArXiv preprint).
interactions with brain areas outside the neocortex such as the basal ganglia and hippocampus. Connections to the cerebellum, basal ganglia and thalamus could contribute to sequential or recursive processing capabilities, e.g., by underwriting a form of short term memory that could support neural implementations of push-down automata or simple register machines. The prefrontal cortex / basal ganglia system, for example, has been suggested to implement pointer-like mechanisms to enable symbol processing and cognitive control. Indeed, some theories posit a multi-regional “global workspace” or “dynamically partitionable auto-associative network (DPAAN)” as an essential enabler of variable binding and symbolic processing.

Some blocks might be mere quantitative variants of others, with important parameters (e.g., degree of recurrence or sheer size of circuitry (Granger, p.c.), modified through the process of duplication and divergence. For example, simple cell / complex cell modules may recur with variation at all levels of the sensory hierarchies. Other blocks might, over evolutionary time, become qualitatively distinct, perhaps via the emergence of new axonal pathways or local synaptic connectivity and plasticity rules. It is also possible, of course, that some blocks take on multiple functional roles, e.g., memory and decision-making might be subserved by variants on a single recurrent circuit.

2.1.3 Configuration mechanisms

Gross structural differences, such as the lack of granular cells in layer 4 of the motor cortex may contribute to important differences between block configurations in different areas, but blocks might be differentially configured in more subtle ways as well. One possibility, which we will refer to as the molecularly-specified synaptic connectivity hypothesis is that statistically stereotyped geometric templates (e.g., cortical columns), that are defined by canonical neuron morphologies and their laminar placements, may be largely invariant across the cortex, but with specific local synaptic connectivity fine-tuned by a mixture of plasticity and area-specific molecularly-guided developmental rules. Such rules, by hypothesis, would guide the “last mile” of neural wiring in different blocks, by, for example,
directing the local formation, removal or change in size of synapses “on top” of otherwise stereotyped arborization. For instance, layer 5 pyramidal cells with molecular tag $\alpha$ might seek a specific molecular cue $\alpha'$ in a transiently connected cell to drive synapse growth or pruning, whereas layer 5 pyramidal cells with molecular tag $\beta$ might adjust synaptic weights with their neighbors via Hebbian plasticity mechanisms. This molecularly defined heterogeneity could allow different circuit configurations to emerge from circuitry that superficially appears, without knowledge of the detailed local connectivity, to be stereotyped.

More generally, at least two classes of biological mechanism could assign computational configurations to CCBs. First, genetically guided processes of developmental biology, such as cell division, cell migration and axon guidance could differentially shape local circuitry. Such processes can be extremely precise. For example, families of molecules exhibiting combinatorial molecular recognition, such as cadherins or the many RNA splice isoforms of Dscam in the fly, may endow neurons with locally unique “identity tags” to constrain their connectivity. Conjunctions of axon-guidance gradients and competition between axons can also yield highly precise structures, such as topographic maps. Biologically plausible developmental rules could also generate certain types of precise connectivity, such as perfectly reciprocal connections between areas, by “sharpening” connections. At the same time, single neurons can make different types of synapses on different types of target cells, new connections between neurons can form in a manner dependent on the nature of the existing connections, and the formation of electrical connections can be influenced by the molecular profiles of the participating neurons. It is even possible that the molecules of the extracellular matrix shape synaptic connectivity and provide a substrate for long-term memory.

Second, activity-dependent changes in synaptic connectivity or strength could lead to internal reconfigurations of the logic blocks and hence modify their computational functions in response to input. Combinations of spike-timing-dependent Hebbian plasticity and heterosynaptic competition, for example, could contribute to the sculpting of connectivity underlying precise sequencing of neural
activity\textsuperscript{97}. Importantly, both the resulting block configurations (microcircuits) and also the mechanisms of their configuration (e.g., learning rules) may differ across areas, due to heterogeneity at the molecular level.

Crucially, synaptic plasticity can lead to qualitative changes in the functions of circuits, not just quantitative tuning of parameters. In cultured cells, molecular changes at one synaptic connection can be communicated to other parts of the cell\textsuperscript{202} and changes in the expression of ion pumps at synapses can lead not only to changes in synapse strength, but also to inversions in the “sign” (excitatory vs. inhibitory) of a synaptic connection\textsuperscript{712}. Synapses can even change which neurotransmitter they use for signaling, in response to experience\textsuperscript{175}. Developmentally, activity may even be able to transform one type of cell (e.g., pyramidal) into another (e.g., stellate)\textsuperscript{98}.

Computational reconfiguration could also occur on shorter timescales. Molecular modulators such as dopamine could serve to activate or recruit distinct sub-circuits within a fixed anatomy\textsuperscript{45,44,230}, thus toggling between different input-output mappings. Similarly, different states of dynamical activity in a sub-population of neurons (e.g., different limit cycle oscillations in recurrent networks\textsuperscript{712}) could change the input-output function of a block\textsuperscript{125,87,200}. “Gating” mechanisms at the level of electrical activity might also vary the functional connectivity between blocks.

### 2.2 Evidence for Cortical Heterogeneity

Although it is not yet technologically feasible to fully resolve the longstanding debates over the fundamental building blocks of cortical circuitry, a number of considerations point to the possibility of important cortical heterogeneity that could underlie both qualitative and quantitative differences between CCBs as well as the learning rules which give rise to those differences.

At a coarse level, there are several well-known cytoarchitectonic differences such as the agranularity of motor cortex layer 4, and a rostral-caudal gradient in supra-granular (II-IV) layer neuron numbers
per unit of cortical surface. Likewise the distribution of different types of interneurons can differ sharply between areas: in V1, PV-containing interneurons (including fast-spiking basket cells) are prevalent (75%) relative to (CB- and CR-containing) interneurons, whereas in the prefrontal cortex CR-containing neurons (about 45%) outnumber both PV and CB-containing interneurons. Likewise, canonical structural features such as ocular dominance columns appear in some places of cortex but not in most others, and are present in some closely-related species but not in others.

Local microcircuitry also differs between cortical areas. For example, motor cortex is dominated by “top-down” layer 2 to layer 5 local connections, while primary sensory areas have prominent “ascending” local connections L4 to L2/L3 and L5 to L2. Synaptic connectivity and synaptic properties differ between frontal cortex and primary visual cortex. The probability of recurrent connections between neurons in frontal cortex is substantially higher than in the primary sensory cortex. Pyramidal cells in prefrontal cortex have, on average, up to 23 times more dendritic spines than those in the primary visual areas and cells in visual association areas are larger and have more spines than those in primary visual areas. Whereas most excitatory cortical synapses exhibit short-term synaptic depression, some excitatory synapses in the frontal cortex exhibit short-term synaptic facilitation, perhaps contributing to the generation of sustained activity that is characteristic of prefrontal processing. Recent work suggests there can also be important microcircuit-level differences within an area, such as a 2.5 fold difference in the number of neurons per cortical barrel column from dorsal to ventral in rodent S1.

At a finer-grained level, several recent observations seem consistent with a molecularly-specified synaptic connectivity hypothesis. First, molecular properties of cells with the same morphological cell type can differ even within a single cortical layer, making it possible in principle that local synaptic connectivity might be mediated not just by activity-driven plasticity but also by different molecularly defined cell sub-types of the traditionally recognized, chemo-morphologically defined cell types. Second, there is evidence that some neuronal morphologies and placements may have evolved such
that they are consistent with many potential patterns of synaptic connectivity.

Third, there are small but statistically reliable differences between gene expression in different areas of the cortex such that “the spatial topography of the neocortex is strongly reflected in its molecular topography-the closer two cortical regions, the more similar their transcriptomes” – allowing the possibility, in principle, for different cortical areas to wire in different ways, perhaps prior to experience, so that some such differences emerge early in development. Data from the Allen Mouse Atlas shows that specific genetic markers, such as RAR-related orphan receptor beta, potassium voltage-gated channel, subfamily H (eag-related) member 7, ephrin A5, and activity regulated cytoskeletal-associated protein (Arc) are expressed at markedly higher levels in primary sensory areas (V1, S1, and A1) than elsewhere in the cortex (Stefan Mihalas, personal communication). Stansberg et al review genes, mainly participating in signal transduction, that are enriched in specific cortical regions. Other recent work points to selective gene expression in primates and humans. At the same time, recent studies of DNA copy number variants in single neurons and retrotransposons suggest other molecular mechanisms that could potentially contribute to the configuration of computational blocks. Slight molecular differences, such as the alternative splicing of GPR56, may have profound consequences in human development and evolution, by selectively altering stem cell proliferation and gyral patterning in the vicinity of Broca’s area.

Fourth, there are important functional differences between areas that may, in the final analysis, not be attributable to activity alone, but rather to prewired differences in the configuration of individual blocks; neural activity in frontal areas, for example, tend to be less immediately stimulus-driven and more persistent than primary sensory areas; at the same time, primary sensory areas differ significantly from one another in their sensitivity to brief temporal offsets.

Fifth, recent investigations of mouse primary somatosensory cortex combining in situ hybridization data mining, marker gene co-localization, and retrograde tracing suggest that particular subsets of cell types, such as subsets of layer 5 pyramidal cells, project differently to distal targets – in a fashion
that is systematically governed by a molecular, combinatorial code. (Whether such a combinatorial code applies at the local microcircuit level remains unknown.)

Sixth, specific molecular cues can, at least in some instances, be used to reprogram circuit connectivity, even in post mitotic cortical neurons. De le Rossa et al\textsuperscript{143} for instance showed that “the molecular identity, morphology, physiology and functional input-output connectivity of layer 4 mouse spiny neurons could be specifically reprogrammed during the first postnatal week by ectopic expression of the layer 5B output neuron-specific transcription factor Fezf2”. As noted above, sensory input can also lead to important resculpting\textsuperscript{98}, and there is considerable evidence that endogenously-generated waves can drive local fine-tuning, at least in primary sensory areas\textsuperscript{353}, even before the onset of vision\textsuperscript{11}.

Finally, recent evidence suggests that genes such as SAM68\textsuperscript{302} can govern the activity-dependent alternative splicing of neurexin molecules\textsuperscript{699} that play important functions in the formation, maturation, and maintenance of synapses. The state of pre-synaptic neurexin splicing can even influence post-synaptic receptor trafficking\textsuperscript{29}, potentially allowing for a configurational code that could integrate intrinsic and extrinsic cues; crucially, such neurexins are represented differentially across the brain, and across developmental stages\textsuperscript{302}. Neurexins also interact with neuroexophilin ligands, which are differentially expressed in sub-populations of synapses\textsuperscript{74}, to influence synaptic function.

Collectively, this evidence makes it plausible that different areas of cortex might be wired in importantly different ways, despite a shared six-layered substrate, potentially supporting a broad array of computationally distinct blocks and block configurations.

2.3 Road Map

Many strategies for reverse engineering neural computation have been suggested, ranging from whole brain cellular-resolution functional imaging and large-scale data analysis\textsuperscript{21}, to whole-brain biophysically realistic simulation using models extrapolated from diverse datasets\textsuperscript{443,312}, to intensive studies
of a single system \cite{61} (e.g., visual cortex). The present viewpoint points to a complementary strategy (Figure ??): leveraging emerging possibilities for co-registering \cite{334,196,132} molecular data \cite{512,196}, connectomics \cite{734,586} and activity mapping \cite{21,168,262,16}, with the specific goal of creating a taxonomy of mesoscale computational elements and a characterization of how networks are differentially configured between cortical areas.

In principle, one could then seek a phylogenetic reconstruction of how distinct logic blocks (e.g., hierarchical pattern recognizers versus circuits that bind variables or those that orchestrate sequences of operations) arose over the course of evolution, perhaps descending with modification from precursors such as central pattern generators \cite{250}. Using computational modeling, one might explore both quantitative change \cite{669} (e.g., in tunable analog parameters such as strength or breadth of connectivity) and qualitative changes (e.g., in the development of new rules of synaptic modification, or in the introduction or loss of cell-type-specific short-range or long-range connections). For example, Kouh and Poggio have explored a biologically plausible circuit which generates diverse types of nonlinearity – including energy models, divisive normalization, gaussian-like operations and max-like operations – depending on its parameter tunings \cite{378}.

The CCB viewpoint also suggests an approach to modeling that contrasts with large-scale biophysically realistic simulations such as Blue Brain \cite{442}. In the roadmap suggested here, cortical logic blocks would be identified and their computational functions would be abstracted. Then, the pattern of interconnections between logic blocks, at a scale above that of individual neuronal connections, would be determined. At this point, a mesoscale abstract simulation could be constructed. Rather than moving from neurons and networks directly to behavior, abstract computational building blocks could be identified at an intermediate scale \cite{438,104,518} and associated with corresponding anatomical or physiological structures \cite{103} to comprehensively map block-block connectivity, attributing computational functions to each block-block interaction. In effect, this could proceed in two directions, both upward from connectomics, cell type mapping and neural circuit modeling, and downwards from models that
aim to integrate functional anatomy with a diversity of cognitive representations

2.4 Discussion

2.4.1 Some apparently conflicting evidence

One of the most commonly cited sources of evidence in favor of putative cortical uniformity comes a classic series of experiments by Sur and collaborators, based on earlier work by Frost, in which visual inputs to primary visual cortex (V1) were rerouted to the primary auditory cortex (A1), which in turn was shown to be capable of processing visual stimuli. While these studies are often taken to imply a “uniform” cortical substrate, several caveats are in order. First, such results have only been demonstrated within primary sensory cortices, which might plausibly share a (somewhat) uniform pattern recognition architecture, whereas other areas (e.g., in frontal cortex) that are likely highly diverged from such pattern recognizers. Second, the “rewired” auditory cortex still retains some of its intrinsic properties and the resulting “visual” system is not without defects. Visual input leads only to a partial re-structuring of A1 at an anatomical level. Third, the areas were not (contra to a widespread characterization) directly “rewired”; rather intrinsic axon guidance mechanisms used in development were harnessed to guide rewiring, in part relying on molecular cues shared between visual and auditory areas, but which might not be equally effective if visual input were induced to connect to, e.g., prefrontal cortex. In the subsequent decade, there appears not to have been any published report of successful attempts to reroute visual inputs to other areas that seem more different (e.g., prefrontal cortex), indirect evidence that cortical “interchangeability” may be far from general.

2.4.2 Relations with other proposals

While other authors have emphasized the importance of cataloging a basic inventory of the brain’s computational primitives, the notion of construing the cortex as a heterogenous array of con-
Figure 2.2: Strategy for constructing and validating integrative cortical theories, incorporating a taxonomy of distinct operations across areas. A mesoscale computational theory is an abstract specification of a set of configurable computational blocks, articulating an inventory of computational functions, and mapping these operations to specific cortical areas and neural implementations, as well as delineating the interactions between blocks. A microscale biological theory specifies the realization of these operations in neural wetware, including the biomolecular and input-driven determinants of CCB configurations. Simulations of the mesoscale computational theory predict the statistics of connection weights, tuning curves, population activity patterns and other variables as a function of cortical area. In turn, these signatures are empirically measurable through connectomic or activity mapping. The microscale biological theory also generates area-specific predictions about detailed structures measurable via molecular and cell type mapping. Co-registration of molecular, connectomic and activity mapping thus jointly constrains the nature of the CCBs and their configuration mechanisms, across many levels of description and as a function of cortical area.
figurable computational blocks has been given little explicit attention in the literature. Unpublished work by Rafael Yuste (personal communication) raised an analogy between brains and FPGA’s in a different way, focusing primarily on their dense interconnectivity. Douglas and Martin describe a cortical microcircuit that might be taken to be similar to an unconfigured block, though they do not describe it in these terms, and do not emphasize the potential computational differences between differently configured blocks.

Several theories aim to give a general account of a broad range of hierarchical sensory computations. For example Anselmi et al. offer a principled account of how rapid computation of transformation-invariant signatures of new inputs by the ventral visual stream could underlie recognition or category learning from small numbers of examples; it is unclear, however, whether these or similar mathematical principles would generalize beyond the sensory hierarchies, to other areas of the cortex (e.g., prefrontal) and aspects of cognition (e.g., language understanding).

Maass studied the computational versatility of soft winner-take-all or soft-MAX operations, which were suggested by Douglas and Martin to be central to the operation of the putative canonical cortical microcircuit and which also feature heavily in a variety of other models. Recent work suggests that spike-timing dependent plasticity on top of a soft-MAX circuit structure can give rise to computations approximating simple Bayesian inference as well as hidden Markov models. Kouh and Poggio have also suggested tunable circuits that approximate MAX-like operations for some parameter values but generalize to other nonlinear operations under different parameters.

“Liquid state machines” are tunable computational elements that are consistent with random internal wiring, and it has been suggested that this framework may provide a canonical, but highly configurable, cortical microcircuit model. The basic idea is to exploit a randomly wired recurrent network of nonlinear elements, which will generate a rich internal repertoire of nonlinear functions. A subset of these elements is chosen and their outputs run through tunable linear decoders. Merely by tuning
the weights of the linear decoders, one can synthesize a wide range of computations on spatiotemporal input streams. These networks can be trained to perform multiple distinct functions simultaneously using Hebbian plasticity modulated by a simple global reward signal\(^{285}\), suggesting the possibility that some computational logic blocks could be configured through reinforcement learning (though others may be prewired through the use of molecular cues). Nonetheless, their correspondence with real brain circuitry and with higher-level cognitive architectures remains uncertain.

The semantic pointer architecture unified network (SPAUN) system\(^{182}\) is a single spiking neural network model which generates diverse functions and flexibly integrates these functions in a manner suggestive of the flexibility of primate cognition. SPAUN combines serial working memory (via a recurrent attractor neural network with a family of fixed points corresponding to stored values\(^{612}\)), reinforcement learning, action selection\(^{622}\), symbol manipulation via vector symbolic architectures\(^{633}\), motor control\(^{154}\), image recognition and various forms of pattern completion, and arguably comes closest, among existing models, towards attempting to provide an integrated mesoscale theory of cortical organization. SPAUN models visual cortex as a hierarchy of feature detectors (restricted Boltzmann machines), and prefrontal cortex as a separate working memory system based on neural integrators and convolution memories\(^{421}\). All these systems are implemented in spiking neurons through a common mathematical framework, the NEF, for representation and transformation of variables in neuronal populations. In principle, neural populations implementing functions via the NEF could provide a substrate for configurable computational blocks.

The HyperNEAT architecture\(^{216}\) is not explicitly concerned with constructing configurable sets of basic instructions, but it provides a natural substrate for building structures that repeat with variation\(^{154}\).

In short, the notion of using a taxonomy of configurable computation blocks for bridging between computational and neural descriptions has not been a core focus of theoretical and computational modeling efforts in neuroscience.
2.5 Recap

Historically, within the space of possible cortical models – from von Neumann architectures, to the Turing universality of networks of McCulloch and Pitts neurons, to random interconnectivity, to massively repeated canonical computational modules, to a uniform substrate shaped by one or many learning rules – comparatively little attention has been paid, in theoretical and computational neuroscience, to architectures that incorporate a rich set of basic instructions (as opposed to only one or a few “canonical” operations) via partially stereotyped yet systematically diversified neural structures. Such architectures are a natural choice given our knowledge of the brain’s development and function, and they provide a conceptual framework for generating hypotheses about how diverse neural structures and activities relate to elementary computational functions implemented by the brain.

In the long run, the notion of configurable logic blocks might also help to make sense of human “uniqueness”, to the extent that the repertoire of CCB configurations might differ across species. For example, even if most mammals manage with a limited form of cortical computation based only on motifs like pattern recognition and working memory, primates and humans might further re-purpose elements such as the cortical column, potentially providing for the capacity to concatenate arbitrary symbols\(^4\) or represent recursive structures\(^6,26\). Future work might allow the comparison of inventories of CCBs across species.

Intriguingly, recent transcriptome analyses\(^26,69\) show that the human frontal areas are marked by “a predominance of genes differentially expressed within human frontal lobe and a striking increase in transcriptional complexity specific to the human lineage in the frontal lobe” – exactly as one might expect if some new computational block configuration had recently evolved.
To understand in depth what is going on in a brain, we need tools that can fit inside or between neurons and transmit reports of neural events to receivers outside. We need observing instruments that are local, nondestructive and noninvasive, with rapid response, high band-width and high spatial resolution... There is no law of physics that declares such an observational tool to be impossible.

Freeman Dyson

3

Physical Principles for Scalable Neural Recording

Neuroscience depends on monitoring the electrical activities of neurons within functioning brains and has advanced through steady improvements in the underlying observational tools. The number of neurons simultaneously recorded using wired electrodes, for example, has doubled.
every seven years since the 1950s, currently allowing electrical observation of hundreds of neurons at
sub-millisecond timescales. Recording techniques have also diversified: activity-dependent optical
signals from neurons endowed with fluorescent indicators can be measured by photodetectors, and
radio-frequency emissions from excited nuclear spins allow the construction of magnetic resonance
images modulated by activity-dependent contrast mechanisms. Ideas for alternative methods have
been proposed, including the direct recording of neural activities into information-bearing biopoly-
mers.

Each modality of neural recording has characteristic advantages and disadvantages. Multi-electrode
arrays enable the recording of ~ 250 neurons at sub-millisecond temporal resolutions. Optical mi-
croscopy can currently record ~ 100 000 neurons at a 1.25 s timescale in behaving larval zebrafish using
light-sheet illumination, or hundreds to thousands of neurons at a ~ 100 ms timescale in behaving
mice using a 1-photon fiber scope. Magnetic resonance imaging (MRI) allows non-invasive whole
brain recordings at a 1 s timescale, but is far from single neuron spatial resolution, in part due to the
use of hemodynamic contrast. Finally, molecular recording devices have been proposed for scalable
physiological signal recording but have not yet been demonstrated in neurons.

Figure 3.1 illustrates the recording modalities studied here. While further development of these
methods promises to be a crucial driver for future neuroscience research, their fundamental scal-
ing limits are not immediately obvious. Furthermore, inventing new technologies for scalable neural
recording requires a quantitative understanding of the engineering problems that such technologies
must solve, a landscape of constraints which should inform design decisions.

Our analysis is predicated on assumptions that enable us to estimate scaling limits. These include
assumptions about basic properties of the brain, which are treated in section 3.1 (Basic Constrains),
as well as those pertaining to the required measurement resolution and the limits to which a neural
recording method may perturb brain tissue, which are treated in section 3.2 (Challenges for Brain
Activity Mapping). Together, these considerations form the basis for our estimates of the prospects
Figure 3.1: Four generalized neural recording modalities. (a) Extracellular electrical recording probes the voltage due to nearby neurons. (b) Optical microscopy detects light emission from activity-dependent indicators. (c) Magnetic resonance imaging detects radio-frequency magnetic induction signals from aqueous protons, after weak thermal alignment of the proton spins by a static magnetic field. Activity-dependent contrast agents are necessary to transduce neural activity into an MRI readout, whereas current functional MRI methods rely on blood oxygenation signals which cannot reach single-neuron resolution. (d) Molecular recording devices have been proposed, in which a record of neural activity is encoded in the monomer sequence of a biomolecular polymer – a form of nano-scale local data storage. This could be achieved by coupling correlates of neural activity to the nucleotide misincorporation probabilities of a DNA or RNA polymerase as it replicates or transcribes a known DNA strand.
for scaling of neural recording technologies. We analyze four modalities of brain activity mapping—
electrical, optical, magnetic resonance and molecular—in light of these assumptions, and conclude
with a discussion on opportunities for new developments.

Importantly, our assumptions, analyses and the conclusions thereof are intended as first approxi-
mations and are subject to debate. We anticipate that as much can be learned from where our logic
breaks down as from where it succeeds, and from methods to work around the limits imposed by our
assumptions.

3.1 Basic Constraints

Mouse brain The mouse brain contains $\sim 7.5 \times 10^7$ neurons in a volume of $\sim 420 \text{ mm}^3$ and
weighs about 0.5 g. The packing density of neurons varies widely between brain regions. In the be-
low, we will use a cell density of $\rho_{\text{neurons}} = 92,000/\text{mm}^3$, as measured for mouse cortex. This corre-
sponds roughly to one neuron per 22 $\mu$m voxel. The density of cortical synapses, on the other hand,
approaches $10^9/\text{mm}^3$, i.e., one synapse per 1 $\mu$m$^3$ voxel. For comparison, the human brain has roughly
$8 \times 10^{10}$ neurons$^{34}$ in a volume of 1200 cm$^3$.

The human brain consumes $\sim 15 \text{ W}$ of power (performing, at synapses, a rough equivalent of at
least $10^{17}$ floating point computational operations per second on that power budget, according to one
definition$^{572}$, although the analogy with digital computers should not be taken literally). Because
power consumption scales approximately linearly with the number of neurons$^{279}$, the mouse brain
is expected to utilize $\sim 15 \text{ mW}$. For comparison, the metabolic rate of the $\sim 20–30 \text{ g}$ mouse is $\sim 200–
600 \text{ mW}$ depending on its degree of physical activity$^{622}$.

Neural activities Action potentials (spikes) last $\sim 2 \text{ ms}$. The rate of neuronal spiking is highly
variable. Some authors have assumed an average rate of 5 Hz$^{572,250}$, but certain neurons spike at 500 Hz
or faster$^{225}$, while many neurons spike much more slowly. For example, cerebellar granule cells, which
make up half of the neurons in the brain, have spontaneous firing rates of \(\sim 0.5 \text{ Hz}\). In neocortex, one analysis estimated 0.16 spikes per second per neuron (in primate) as energetically sustainable. There may be as much as a two-fold change in metabolism and hence firing rate across brain states.

Certain neurons (possibly up to 90\% for some neuron types in some brain areas) may be effectively silent, e.g., spiking less than once every ten seconds. Some studies have attempted to measure the distribution of neural firing rates in various cortical areas (as opposed to just the average rate), and have observed that these distributions are often long-tailed: a small minority of the neurons fires a majority of the spikes.

While these estimates of typical firing rates are useful numbers to have in mind, in the below we aim to sample all neurons at 1 kHz rates (or higher for techniques requiring observation of detailed spike waveforms). This choice is informed by several factors. First, measuring spike timing with millisecond precision is relevant for understanding network function, due to the possibilities for timing codes, spike-timing dependent plasticity mechanisms, and other effects relying on temporally-precise spiking patterns. In this regard, it is also important for a recording method to maintain precise temporal phasing between measurements at different brain locations: activity measurements should be locked to precise global clocks, perhaps with a tolerable phase imprecision between any two measurements in the range of \(\frac{1}{2} \times 1 \text{ ms} \approx 100\text{–}200 \mu\text{s}\). Furthermore, the activities of neurons can be highly correlated locally or across large networks, suggesting that local activity sensors may be subjected to high instantaneous total firing rates due to simultaneously-active neurons.

Absorption and scattering of radiation. All existing methods of neural recording utilize electromagnetic waves, from the near-DC frequencies of wired electrical recordings (\(~1 \text{ kHz}\)) to the radio-frequencies of wireless electronics and fMRI (MHz–GHz) to visible light in optical approaches (\(~500 \text{ THz}\)). These electromagnetic waves are attenuated in brain tissue by absorption and scattering. As an approximation to the electromagnetic absorption by brain tissue, we treat the absorption...
Figure 3.2: Penetration depth (attenuation length) of electromagnetic radiation in water vs. wavelength (data from \cite{324}). The approximate diameter of the mouse brain is shown as a black dashed line. Inset: approximate tissue model based on Mie scattering and water absorption. Absorption length of water \cite{377} (blue), approximate tissue scattering length in a Mie scattering model (red) and the resulting attenuation length (green) of infrared light (inset reproduced from \cite{377}, with permission).
by water, the brain’s main constituent (68–80% by mass in humans \(^{197,198}\)). At visible and near-IR wavelengths, scattering dominates absorption: absorption lengths are in the \(\sim 1\) mm range, while scattering lengths are \(\sim 25–200\) \(\mu m\) \(^{707}\). The combined effect of absorption and scattering is measured by the attenuation length, the distance over which the signal strength is reduced by a factor of \(1/e\) along a path. Figure 3.2 shows the absorption length of water \(^{377}\), and the attenuation length in a Mie scattering model (from \(^{292}\)) intended to approximate the scattering properties of cortical tissue (and see \(^{213}\) for tissue skin depth measurements in the 10 Hz to 100 GHz range). This gives a preliminary indication of which wavelengths can be used to measure deep-brain signals with external detectors. Note that the attenuation length is only one of several relevant metrics: for example, scattering not only causes signal attenuation, but also causes noise and impairs signal separation, so the magnitude of the scattering is a key figure of merit.

### 3.2 Challenges for Brain Activity Mapping

Any activity mapping technology must extract the required information without disrupting normal neuronal activity. As such, we consider three primary challenges: spatiotemporal resolution and informational throughput, energy dissipation and volume displacement.

#### 3.2.1 Spatiotemporal Resolution and Informational Throughput

A sampling rate of 1 kHz is necessary to capture the fastest trains of action potentials at single-spike resolution. A minimal data rate of \(7.5 \times 10^{10}\) bits processed per second is then required to record 1 bit per mouse neuron at 1 kHz.

In electrical recording, higher sampling rates (e.g. 10–40 kHz) are often necessary to distinguish neurons based on spike shapes when each electrode monitors multiple neurons. More fundamentally, one bit per neuron sampling at 1 kHz would likely not be sufficient to reliably distinguish spikes...
above noise: transmitting ~10 bit samples at ~10 kHz (full waveform) or ~10–20 bit time-stamps upon spike detection would be more realistic.

Conversely, it may be possible to locally compress measurements of a spike train before transmission. The degree of compressibility of neural activity data is related to the variability in the distribution of neural responses (e.g., such a distribution may be defined across time bins or repeated stimulus presentations). In the blowfly Calliphora vicina, the entropy of spike trains has been measured to be up to ~180 bit/s, and the information about a stimulus encoded by a spike train was as high as ~90 bit/s. Extrapolating from fly to mouse, this would suggest that a compression factor of 5–10 should be possible, relative to a 1000 bit/s raw binary sampling.

As a naïve estimate of the entropy as a function of firing rate, one can write the entropy $H$ in bit/s, assuming 1 ms long spikes and $f = 1000$ Hz sampling rate, as

$$H \approx (-P_{\text{spike}} \cdot \log_2 (P_{\text{spike}}) - (1 - P_{\text{spike}}) \cdot \log_2 (1 - P_{\text{spike}})) \cdot f$$

where $P_{\text{spike}}$ is the probability of spiking during the sampling interval (average firing rate/$f$). For an average firing rate of 5 Hz, $P_{\text{spike}} = 0.005$ and $H = 45$ bit/s, corresponding to a compression factor of ~20 ×. However, at 500 Hz average firing rate, $P_{\text{spike}} = 0.5$ with $H \approx 1000$ bit/s, i.e., there is no compressibility. Therefore, compression could conceivably reduce the data transmission burden for activity mapping by 1–2 orders of magnitude, depending on the neurons and activity regimes under consideration. Note that these compressibility calculations have assumed that firing patterns are independent across cells; they represent the temporal compressibility of the spike train from each cell, treated individually. Patterns across cells could conceivably be compressed by a much larger amount, to the extent that there is redundancy between cells. Nevertheless, we use 1 bit/neuron/ms or 100 Gbit/s as a “minimal whole brain data rate” in what follows. In many cases, this likely constitutes a lower bound on what is feasible in practice.
3.2.2 Energy Dissipation

Brain tissue can sustain local temperature increases ($\Delta T$) of 2°C without severe damage over a timescale of hours. Indeed, changes of this magnitude may occur naturally in rats in response to varying activity levels. Assuming that the brain is receiving a constant power influx $P_{\text{delivered}}$ and that the local thermal transport properties of mouse brains are similar to those of humans, we can approximate the temperature change in deep-brain tissue as a function of the applied power:

$$\frac{dT}{dt} = \frac{(P_{\text{delivered}} + P_{\text{metabolic}} - \xi_{\text{blood}} C_{\text{blood}} f_{\text{blood}} \Delta T)}{C_{\text{tissue}}}$$

where $P_{\text{metabolic}} = 0.0116 \text{ W/g}$ is the power per unit mass of basal metabolism, $C_{\text{tissue}} \approx 3.7 \text{ J/(K g)} \approx 0.88 \cdot C_{\text{water}}$ is the specific heat capacity of brain tissue, $\xi_{\text{blood}} = 1.05 \text{ g/cm}^3$ is the density of blood, $C_{\text{blood}} = 3.9 \text{ J/(K g)}$ is the specific heat capacity of blood, $f_{\text{blood}} = 9.3 \times 10^{-9} \text{ m}^3/(\text{g s})$ is the volume flow rate of blood, and $\Delta T$ is the temperature difference between the brain tissue and the blood (at 37°C). A steady-state temperature increase ($dT/dt = 0$) of 2°C corresponds to dissipation of $\approx 40 \text{ mW}$ per 500 mg mouse brain. Therefore, a recording technique should not dissipate more than $\approx 40 \text{ mW}$ of power in a mouse brain at steady state.

This estimate of the power dissipation limit in mouse brains, based on such a simplified model of the brain’s thermal transport mechanisms, is likely an under-estimate of the actual maximum steady-state power dissipation. Radiative heat loss was ignored here since infrared light emitted by deep-brain tissue is quickly re-absorbed by nearby tissue. We have also ignored cooling due to flows in the cerebrospinal ventricles and in the lymphatic system. We have further assumed that conductive heat loss from the brain surface is negligible compared to the heat extracted volumetrically by blood flow. While this may hold true locally in deep brain voxels and over short timescales (e.g., < 1 min), further work (e.g., a whole-head model) is needed to define the true limits of sustained volumetric heat production by neural recording systems distributed throughout the mouse brain. Indeed, the char-
acteristic length scale of temperature inhomogeneities in the brain is on the order of millimeters\textsuperscript{644}, whereas heat exchange with the flowing blood dampens the effects of local perturbations over longer length scales. For large brains, this means that sources and sinks of heat exert only local thermal effects; for a mouse brain on the scale of $< 10$ mm, however, surface and volumetric effects likely combine to influence temperature changes at any site in the brain\textsuperscript{643}. Experimentally, increasing the temperature gradient at the brain surface, via a cranial window exposed to ambient air at $25^\circ$C (i.e., the common craniotomy technique used to access mouse neocortex), has been shown to dis-regulate brain temperature down to a depth of several millimeters\textsuperscript{39}. For the above reasons, our estimates of the brain’s capacity for heat dissipation should be treated only as first approximations.

Higher power levels, compared to the maximum steady state power, may be introduced into brains transiently. According to the above equation, if a neural recorder dissipates $\sim 40$ mW per 500 mg mouse brain, then the brain approaches the steady-state temperature in $2-3$ min, making shorter experiments potentially feasible. This is in agreement with the estimate from\textsuperscript{644} of a $\sim 1$ min time constant for brain temperature changes, as well as with experimental measurements showing similar time constants for temperature variations resulting from sustained neural stimulation\textsuperscript{410,661}. Increasing convective heat loss from the brain by increasing blood flow (e.g. via increased heart rate) or cooling the brain (volumetrically or via its surface\textsuperscript{643}), the blood, the cerebrospinal fluid (CSF), or the whole animal\textsuperscript{530}, could increase the allowable transient or steady-state power dissipation.

There are also limits on the power density of radiation applied to brain tissue. For radio-frequency electromagnetic radiation, the specific absorption rate (SAR) limit on the power density exposed to human tissue is $\sim 10$ mW/cm$^2$, while for ultrasound (which couples less strongly to dissipative loss mechanisms in tissue) the SAR limit is up to $72 \times$ higher\textsuperscript{4}. The power density limit for visible and near-IR light exposures are also in the $\sim 10-100$ mW/cm$^2$ range for $\sim 1$ ms long exposures, decreasing as the exposure time lengthens (based on the IEC 60825 formulas\textsuperscript{3}).

High local power dissipation (transient or steady-state) can modify the electrical properties of ex-
citable membranes, altering neuronal activity patterns. For example, heating of cell membranes and of the surrounding solution by millisecond-long optical pulses leads to changes in membrane electrical capacitance mediated by the ionic double layer\textsuperscript{994}. Slower temperature changes (on a scale of seconds) resulting from RF radiation lead to accelerated ion channel and transporter kinetics\textsuperscript{995}. Both of these effects are appreciable when the temperature changes are on the order of 1--10°C.

For comparison with current practice, common guidelines for chronic heat exposure from biomedical implants\textsuperscript{710} use upper limits of 2°C temperature change, 40 mW/cm\textsuperscript{2} heat flux from the surface of implanted brain machine interface (BMI) hardware, and an SAR limit of

$$\frac{\sigma E^2}{2\varepsilon} < 1.6 \text{ mW/g}$$

for electromagnetic energy absorbed by tissue, where \(E\) is the peak electric field amplitude of the applied radiation, \(\sigma \approx 0.18 \text{ S/m}\) is the electrical conductivity of grey matter and \(\varepsilon \approx 1 \text{ g/cm}^3\) is the tissue density\textsuperscript{992} (this corresponds to an irradiance of \(\varepsilon_0 c E^2 / 2 \approx 2.4 \text{ mW/cm}^2\)). A 96-channel BMI system demonstrated in living brains had dissipated areal power density approaching 40 mW/cm\textsuperscript{2}\textsuperscript{555}.

3.2.3 Sensitivity to Volume Displacement

To prevent damage to the brain, we assume that a recording technique should not displace > 1% of the brain’s volume. The appropriate damage threshold is not yet established, however, so this constitutes a first guess. It is possible to insert large numbers of probes throughout multiple brain areas without compromising function. In rats, 96 electrodes of 50µm diameter were simultaneously inserted across four forebrain structures (cortex, thalamus, hippocampus and putamen)\textsuperscript{491}. In rhesus macaque, 704 electrodes of diameter 50µm and average depth 2.5 mm were chronically implanted in cortex\textsuperscript{494}. Note, however, that the total volume displacement in these experiments was below 0.1%, and below 0.01%, respectively. Furthermore, these studies used a low density of electrodes. Thus,
detailed limits on the amount and density of inserted material are unknown.

Furthermore, the nature of the volume displacement is important—sheets of instrumentation that sever long-range connectivity, for example, would disrupt normal brain function regardless of the degree of volume displacement. Conversely, higher volume displacement might be possible if introduced gradually, or during early development, insomuch as the brain can adapt without disrupting natural computation. One important consideration in this regard would be the disruption of blood circulation by inserted material; a high density of implanted material in a brain region could cause stroke due to widespread vascular damage. Recent studies have defined in microscopic detail the complete vascular network of the mouse cortex using high-throughput histology\textsuperscript{66}; this type of information could be used to enumerate key vascular pathways which could be spared from damage. To apply this in a particular animal, however, would require a non-destructive method to image the vasculature at a similar resolution; otherwise, only a broad statistical view can be obtained, since the detailed vascular geometry will vary from animal to animal.

Secondary effects like glial scarring may also pose obstacles to the long-term implantation of large numbers of probes\textsuperscript{531,692}, although methods are being developed to alleviate this\textsuperscript{652,548,547}. In the context of electrical recording, the impact of glial scarring may vary depending on geometry. For example, the recording sites at the tip of a Utah or Duke multi-electrode array are typically viable in chronic recordings of up to 18 months in primates\textsuperscript{494,649}, whereas in array formats with multiple electrodes along each shaft, such as the Michigan array, chronic recordings of up to 4 months have been reported in rats\textsuperscript{679}. Differences in recording lifetime may be due to differences in the pattern of glial encapsulation of the contacts.
3.3 Evaluation of Modalities

We next evaluate neural recording technologies with respect to the above challenges, using the mouse brain as a model system. Table 1 lists the modalities studied, the assumptions made, the analysis strategies applied, and the conclusions derived.

In the oldest strategy for neural recording, an electrode is used to measure the local voltage at a recording site, which conveys information about the spiking activity of one or more nearby neurons. The number of recording sites may be smaller than the number of neurons recorded since each recording site may detect signals from multiple neurons. As a note for practitioners, we use the term “electrode” interchangeably with the terms “recording site” or “contact”, meaning a point-like voltage sensing node: many multi-electrode arrays in common use (e.g., the Duke and Utah arrays) are conductive only at the tip, whereas other designs (such as the Michigan array) have multiple contacts along the shaft. Each shaft in a Michigan array would thus constitute multiple “electrodes” or “recording sites” in our parlance. Traditional electrical recording techniques keep active devices such as amplifiers outside the skull and therefore do not pose a heat dissipation challenge; this may change if amplifiers are brought closer to the signal sources to reduce noise.

Slowly varying (e.g., < 300 Hz) extracellular potentials (LFPs) on the order of 0.1–1 mV, and fields on the order of 1–10 mV/mm, are generated by neural activity. While LFPs can be filtered from the higher-frequency signals associated with extracellular voltage spikes, these and other effects necessitate maintaining precise potential references (i.e., ground levels) for voltage measurements distributed widely across the brain.

Spatiotemporal Resolution

Limits assuming perfect spike sorting We begin with an idealized estimate of the number of electrodes required to record from the entire mouse brain, neglecting the difficulty of assigning
observed spikes to specific cells (spike sorting), and focusing only on what is needed to detect spikes from every neuron on at least one electrode. The key variable here is the maximum distance between an extracellular electrical recorder and a neuron from which it records spikes. In a first approximation, this is determined by two factors: the decay of the signal with distance from the spiking neuron and the background noise level at the recording site. We assume that for an electrode to reliably detect the signal from a given neuron, the magnitude of that neuron’s signal must be larger than the electrode’s noise level. Note, however, that knowledge of spike shape distributions could potentially be used to extract low-amplitude spikes from noise.

The peak signals of spikes from neurons immediately adjacent to an electrode are in the 0.1–1.0 mV range and scale roughly as $e^{-r/r_0}$, where $r$ is the distance from the cell surface and the $1/e$ falloff distance, $r_0$, has been experimentally measured at $\sim 28 \mu m$ in both salamander retina and cat cortex, and computed at $\sim 18 \mu m$ in a biophysically realistic simulation. However, this decay is strongly influenced by the detailed geometry of neuronal currents and the properties of the extracellular space (e.g., its inhomogeneity, which may lead to a frequency-dependent falloff of the extracellular potential), making analytical calculation of the decay rate difficult (at large distances, a much slower $1/r^2$ dipole falloff is expected).

Several sources of background noise enter the recordings. Johnson noise, which arises from thermal fluctuations in the electrode, is

$$V_{\text{Johnson}} = (4 k_B T \Delta f)^{1/2}$$

which for physiological temperature, electrodes of impedance $Z = 0.5 \text{ M} \Omega$, and $BW = 10 \text{ kHz}$ bandwidth is $V_{\text{Johnson}} \approx 9 \mu V$. The recordings are also affected by interference from other neurons, which has been reported to exceed the Johnson noise, and is non-stationary due to changes in the cells’ firing properties. The noise and interference from these sources realistically produces $> 10–20 \mu V$ of voltage fluctuations. Current recording setups thus have signal to interference-plus-noise
ratios (SINRs) of \(< 100\), where the SINR is defined as the ratio of the peak voltage from immediately adjacent neurons to the voltage fluctuation floor of the electrode.

A limit on the maximum recording distance is the distance at which the signal from the farthest neuron falls below the noise floor, \( r_{\text{max}} \approx r_0 \ln(\text{SINR}) \). For \( \text{SINR} \approx 100 \), \( r_{\text{max}} \approx 130 \mu m \). For comparison, recent experimental data from multi-site silicon probes has shown few detectable neurons beyond \( \sim 100 \mu m \) and none detectable beyond \( 160 \mu m \)\(^{172}\). Recordings in the hippocampal CA1 region could not detect spikes from cells farther than \( 140 \mu m \) from the electrode tip\(^{277}\), even after averaging over observations triggered on an intracellularly recorded spike; in hippocampus, this corresponds to a detection volume containing approximately 1000 neurons\(^94\). Furthermore, in many studies (in monkeys, rats and mice) using multi-electrode arrays with 150–300\( \mu m \) inter-electrode spacings, no neuron is seen by more than one electrode\(^{700,103,372,323}\).

Due to the steep local falloff, even improving the SINR by a factor of 10 only extends the maximal recording distance to \( r_{\text{max}} \approx 190 \mu m \). Assuming packing of the brain into equal sized cubes of side length \( d = \frac{2\sqrt{3}}{3} r_{\text{max}} \approx 150 \mu m \) gives \( N > 130 \, 000 \) electrodes for whole brain recording using recording sites with \( r_{\text{max}} \approx 130 \mu m \). Note that \( N \) varies as the third power of \( r_{\text{max}} \) and is therefore highly sensitive to variations in the assumed maximal recording distance; the number of required recorders can range from 38 000 to 210 000 as \( r_{\text{max}} \) varies from 190 \( \mu m \) to 110 \( \mu m \).

These calculations, by assuming perfect spike sorting, greatly underestimate the required number of electrodes in practice. First, signals from the weakest cells are far weaker than those from the strongest cells and the signals from some cells decay much faster than others\(^{246}\). Second, because of neuronal synchronization, the local noise produced by nearby neurons may sometimes be large. Third, spike waveforms can vary over the course of a recording session\(^{193,618}\). Finally, with many neurons per electrode or at high firing rates, spikes from detectable neurons will often temporally overlap, making spike sorting difficult.
Figure 3.3: The voltage signal to interference-plus-noise ratio (SINR) for neurons immediately adjacent to the recording site sets an approximate upper bound on the distance, $r_{\text{max}}$, between the recording site and the farthest neuron it can sense (blue), due to the exponential falloff of the voltage SINR with distance. Assuming at least one electrode per cube of edge length $\frac{1}{10}r_{\text{max}}$ in turn limits the number of neurons per recording site (gold), the total number of recording sites (red) and the maximal diameter of wiring consistent with $<1\%$ total brain volume displacement (turquoise). SINR values for current recording setups are $<10^2$. In practice, the number of neurons per electrode distinguishable by current spike sorting algorithms is only $\sim 10$, with an estimated information theoretic limit of $\sim 100$, so these curves greatly under-estimate the number of electrodes which would be required based on realistic spike sorting approaches in a pure voltage-sensing scenario.
LIMITS FROM SPIKE SORTING  The previous calculations have assumed that any spike which is visible above the noise on at least one electrode can be detected and correctly assigned to a particular cell, i.e., that the problem of spike sorting can be solved perfectly. However, perfect spike sorting is far beyond current algorithmic capabilities and in fact may not be possible in principle.

To achieve the scenario described above, with $N = 130000$ recording sites per mouse brain, would require each electrode to sort spikes from all $\frac{4}{3}\pi r_{\text{max}}^3 \rho_{\text{neurons}}$ neurons in a sphere of radius $r_{\text{max}} \approx 130 \mu m$ surrounding the recording site, where $\rho_{\text{neurons}} \approx 92000/\text{mm}^3$ is the density of neurons. This assigns $\sim 800$ neurons to a single electrode. Roughly half (i.e., 400) of these neurons will lie at $> 100 \mu m$ distance from the electrode, and their signals on the electrode will therefore have voltage SINRs of $< 100e^{-100 \mu m/28 \mu m} \approx 2.8$, assuming as above that extracellular spike amplitudes decay exponentially in space.

Electrical recording can be viewed as a data transmission problem, with the electrode playing the role of a communication channel (see section 4.4). According to the Shannon Capacity Theorem\textsuperscript{134}, the information capacity $C$ of a single analog channel (with additive white Gaussian noise) is

$$C = \text{BW} \log_2 (1 + S/N)$$

where BW is the bandwidth, $S$ is the signal power (proportional to the square of the voltage), and $N$ is the noise power. Here the bandwidth is $\text{BW} \approx 10 \text{ kHz/s}$, and the ratio of peak signal power to noise power of a single spike for the outer 400 cells is no more than 2.8$^2$, or $0.5 \times 2.8^2$ using the RMS signal power instead of the peak. With 400 cells emitting 2 ms spikes at 5 Hz, there will be an average of 4 cells spiking at a time, for $S/N \approx 0.5 \times 4 \times 2.8^2 \approx 15.7$ counting the signal power from all the spikes. The channel capacity is then $C \approx 40 \text{ kbit/s}$. This represents the maximum amount of information (e.g., about which neuron spiked when) that the population of spiking neurons can transmit via the electrode which measures them. To transmit uniquely identifiable signals from all 400 neurons at
millisecond temporal precision, however, requires \( 1 \text{kbit/s} \times 400 = 400 \text{kbit/s} \), which is \( > 10 \times \) greater than the channel capacity and is therefore not achievable. Even with optimal temporal compression of \( \sim 5 \text{ Hz} \) spikes (see section 2), we would need to transmit \( \sim 400/20 = 20 \text{kbit/s} \), which is strictly less than the channel capacity and thus possible in principle, but barely so. Furthermore, the channel capacity given here is an overestimate, since 2.8 is an upper bound on the SINR of the outer cells. On the other hand, note that the use of a nominal 5 Hz average firing rate here (in the estimates of signal to noise ratio and of temporal compressibility) greatly oversimplifies the distribution of firing rates across neurons, as discussed in section 2 above, so this analysis can only be treated as a first approximation.

Based on these rough estimates, perfect spike sorting may not be possible at \( \sim 800 \) neurons per electrode, in a sphere of radius 130 \( \mu \text{m} \) surrounding a recording site, and at the noise levels typical of current electrodes. In essence, there may not be enough room on the electrode’s voltage trace to discriminate such a large number of weak, noisy signals. Note that these information-theoretic limits still apply even if it is possible to resolve temporally overlapping spikes. In fact, the channel capacity is what ultimately limits the ability of a spike sorting algorithm to resolve such overlapping spikes.

To see the regime in which spike sorting becomes feasible, suppose that each electrode is only responsible for spike sorting from the population of \( \sim 100 \) neurons nearest to the electrode, i.e., in a sphere of radius \( r \approx 64 \mu \text{m} \), assuming the 92 000/mm\(^3\) cell density from mouse cortex. The outermost 50% of these neurons are then positioned \( > 50 \mu \text{m} \) from the recording site. For these outermost 50 neurons, the voltage SINR is \(< 100 e^{-50 \mu \text{m}/18 \mu \text{m}} \approx 17 \text{ and } S/N < 0.5 \times 17^2 \times (2 \text{ ms} \times 5 \text{ Hz} \times 50) \approx 72.3 \). The channel capacity is therefore \(< 62 \text{kbit/s} \), whereas 50 kbit/s is needed for signal transmission from 50 neurons without temporal compression versus \( \sim 2.5 \text{kbit/s} \) with temporal compression. Even 100 neurons per electrode may therefore still be close to the limits of information transmission through the noisy channel corresponding to a single electrode.

In practice these limits are likely to be highly optimistic, since the set of spikes emerging from a neuronal population is far from an optimally designed code from the perspective of multiplexed signal
transmission through a voltage-sensing electrode: the waveforms for different neurons are similarly-shaped rather than orthogonal, the spikes emitted by a given neuron vary somewhat in amplitude and exhibit shape fluctuations (signal-dependent noise), and it is not known in advance what the characteristic signal from each neuron looks like (or even how many neurons there are).

Indeed, current practice is far from the above information-theoretic limits. At present, spike sorting algorithms operating on data from large-scale (250-500 electrodes), densely spaced (~30 µm), 2D multi-electrode arrays can reliably identify and distinguish spikes from nearly all of the 200-300 retinal ganglion cells in a small patch of retina, and can also infer approximate cell locations through spatial triangulation of spike amplitudes. This represents a roughly 1 : 1 ratio of cells to electrodes. Electrodes with up to 4 single units can be found in chronically implanted multi-electrode arrays (in both mouse and primate)\textsuperscript{133,494}, where the electrodes are sparse, although the average yield of cells per electrode is closer to 1 : 1; if only electrodes with at least one cell are counted, the average rises to ~1.5~1.7 cells per electrode. Optimistically, simulations of neural activity suggest that 5-10 neurons per electrode may be distinguishable using current spike sorting algorithms\textsuperscript{517,567,100}. A limit of ~10 neurons per electrode would imply \( N = 7.5 \times 10^6 \) electrodes to record from all neurons in the mouse brain, which could be accomplished by positioning recording sites on a cubic lattice with ~40 µm edge length.

Future algorithmic improvements could enable sorting from more than ~10 cells per electrode, but this becomes increasingly challenging. One simple estimate of a reasonable practical limit, for the regime of many neurons per electrode, would be the largest number of neurons that can be sorted without requiring the frequent resolving of temporally overlapping spikes: if the average neuron fires at ~5 Hz and spikes last ~2 ms, then at most roughly 100 neurons per electrode can be sorted without requiring overlaps to be resolved. Note that while some present-day algorithms can successfully resolve overlapping spikes\textsuperscript{447,524,582,217,534}, they typically do so only in the case where electrodes are densely spaced and any given spike appears on many electrodes, such that spatial information can be used to
resolve the overlap. Resolving overlaps when spikes appear on only one or a few channels is more difficult due to noise and spike-shape variation.

Overall, ~100 cells per electrode may be taken as a rough estimate of the limits of spike sorting, and would imply \( N = 750,000 \) electrodes and an edge spacing of \( \sim 80 \mu m \) if a cubic lattice of recording sites were used. However, we should not exclude the possibility of game-changers which could alter the nature of the recorded data to improve the available information. For instance, CCD cameras could be attached to multi-electrode arrays to aid in the identification and localization of cells, or directional information on the source of spikes could be obtained at each recording site, for example by measuring the directions of gradients in voltage. Systems that capture such additional information could circumvent the above information-theoretic limits and improve spike sorting.

### Volume Displacement

We require \(< 1\%\) total volume displacement from \( N \) recorders. Wires from each electrode must make it to the surface of the brain, which implies an average length \( \ell \approx 4 \text{ mm} \) for the mouse brain (depending on assumptions about the wiring geometry).

As a rough approximation, consider each recorder to produce a volume displacement associated with a single cylindrical wire, with length \( \ell \) and radius \( r \). Thus \( r \) must satisfy

\[
\pi r^2 \ell N_{\text{min,rd}} < 0.01 V_{\text{brain}}
\]

Using \( N_{\text{min,rd}} = 210,000 \) or 38,000 recording sites (lower and upper limits from the perfect spike sorting case from above) and \( \ell \approx 4 \text{ mm} \) requires wires of radius \( r_{\text{max}} \approx 6.0 \mu m \), or \( 2.5 \mu m \), respectively. Alternatively, if \( 7.5 \times 10^6 \) electrodes must be used (current spike sorting case from above), the required wire radius is \( \sim 200 \text{ nm} \). While these dimensions are readily achievable using lithographic fabrication, there would be a challenge to produce isolated wires of such dimensions at scale (perhaps
suggesting the use of wire bundles). Still, volume constraints per se are unlikely to fundamentally limit whole-mouse-brain electrical recording even in the most pessimistic scenario.

Figure 3.3 illustrates the above considerations as a function of the electrode SINR.

**Implanting Electrodes in the Brain**

There are several technology options for introducing many electrodes into a brain. For example, flexible nanowire electrodes could, in theory, be threaded through the capillary network, as was proposed by Llinas and Hunter. Capillaries are present in the brain at a density of 2500–3000 per mm$^3$, which equates to one capillary per 73 µm, with each neuron lying within ~200 µm of a capillary. The minimum capillary diameter is as small as 3–4 µm, although the average diameter is ~8 µm, comparable to the non-deformed size of the red blood cells. Blocking a significant fraction of capillaries could lead to stroke or to unacceptable levels of tissue necrosis/liquifaction.

The cerebrospinal ventricles may also provide a convenient location for recording hardware. Furthermore, neural tissues could be grown around pre-fabricated electrode arrays, or silicon probes arrays with many nano-fabricated recording sites per probe could be inserted into the brain.

Mechanical forces during insertion and retraction of silicon and tungsten microelectrodes from brain tissue have been measured in rat cortex at ~1 mN for electrodes of ~25 µm radius. These forces are comparable to the Euler buckling force $F$ of a 2 mm long cylindrical tungsten rod of $r = 5$ µm radius

$$F = \frac{\pi^2 EI}{(KL)^2} \approx 1 \text{ mN}$$

where $E = 411$ GPa is the elastic modulus of tungsten, $I = (\pi/2)r^4$ is the moment of inertia of the wire cross-section, $L \approx 2$ mm is the length of the wire, and $K$ is the column effective length factor which depends on the boundary conditions and is set to $K = 1$ here for simplicity.

This suggests that it may be possible to push structures of < 10 µm diameter into brain tissue.
for related calculations). It might be advantageous to pull rather than push wires into the brain (e.g., using applied fields, or perhaps even cellular oxen\textsuperscript{608} to carry the wires), since the thinnest wires could withstand tension forces much higher than the compressive force at which they buckle (although there may also be ways to circumvent buckling, e.g., via rapid vibration).

Conclusions and Future Directions

Electrical recording has the advantage of high temporal resolution, but the large number of required recording sites poses challenges for delivery mechanisms. Ongoing innovations in electrical recording that could be leveraged for dramatic scaling include the development of highly multiplexed probes, multilayer lithography for routing electrical traces, novel methods to implant large numbers of electrodes, smaller electrode impedances to reduce the Johnson noise, amplifiers with lower input-referred noise levels, spike sorting algorithms capable of handling temporally overlapping spikes and adaptively modeling the noise, and hybrid systems integrating electrical recording with implantable optics or other methods.

One challenge for a purely-electrical recording paradigm pertains to the ability to relate the measured electrical signals to specific cells within a circuit. As the set of neurons recorded by each electrode grows to encompass a large volume around the electrode, it will become more difficult to attribute the recorded spikes to particular neurons. Furthermore, given the complex geometries of neuronal processes, it is not obvious how to determine the spatial position or layout of a neuron from its electrical signature on a nearby electrode. A given electrode will be positioned near the axons or dendrites of some neurons, and near the cell bodies of other neurons, complicating data interpretation. If the spatial density of recording sites is increased such that many electrodes sample the same neuron, however, this could enable imaging of neuronal morphology and signal propagation via voltage signals across multiple electrodes\textsuperscript{39}. Currently, extracellular electrical recording also does not allow extraction of molecular information on the cells being recorded, although intracellular electrophysiological record-
ing methods (e.g., 165) might enable this for a limited number of cells.

3.3.1 Optical Recording

Optical techniques measure activity-dependent light emissions from neurons, typically generated by fluorescent indicator proteins, although activity-dependent bioluminescent emissions are an emerging possibility. Current genetically encoded calcium indicators can only distinguish spikes below ~50–100 Hz firing rates without averaging due to slow intra-molecular kinetics and indicator saturation at high firing rates, although significant improvements in speed are ongoing. Intracellular calcium rises and drops can occur within 1 ms and 10–100 ms respectively, which sets the ultimate speed limit for calcium imaging. The field of genetically-encoded high-speed fluorescent voltage indicators is also advancing quickly and these may find particular use in monitoring sub-threshold events.

Spatiotemporal Resolution

Multiplexing strategies For optical approaches, the light originating from the activity of each neuron must be separated from emissions originating from other points in the brain: this can be accomplished in many ways, leading to a variety of architectures for 3D imaging. Epi-fluorescence microscopy images a plane in the specimen (i.e., with depth of field \( \text{DOF} = \frac{2n\lambda}{NA^2} \), where \( n \) is the refractive index, \( \lambda \) is the wavelength and \( NA \) is the numerical aperture of the imaging system) onto a spatially-resolved two-dimensional detector (e.g., a CCD camera). The focal plane is then scanned in order to reconstruct 3D images; because the entire 3D volume is illuminated during image acquisition, out-of-focus neurons cause background emissions. Light sheet imaging is similar to epi-fluorescence imaging, except that only neurons near the focal plane are illuminated, reducing out of focus noise. Unfortunately, this requires transparent brains. Volumetric imaging can also be performed in a single
snapshot using lightfield microscopes\textsuperscript{99,84}, which capture the directions of incoming light rays, trading in-plane resolution for axial resolution, or by using multi-focus microscopes\textsuperscript{10}. In multi-photon microscopy, nonlinearities result in fluorescence excitation occurring only near the focal point of the excitation laser, which is scanned across the sample. In confocal scanning microscopy, only photons from a point of interest are measured due to geometric constraints (e.g., pinholes). Alternatively, 3D imaging can be performed via wavefront coding, which extends the depth of field by creating an axially-independent point-spread function using known optical aberrations, in combination with computational deconvolution\textsuperscript{148}. With a known 3D pattern of excitation light, wavefront coding can be applied to 3D fluorescence microscopy without scanning using a 2D detector array\textsuperscript{149}. Emerging, alternative strategies rely on tagging emissions from different sources with distinguishable modulation patterns\textsuperscript{691,173,724,713}, or precisely controlling and tracking the timing of light emissions\textsuperscript{114}. Optical techniques thus achieve signal separation by multiplexing spatially (e.g., direct imaging) or temporally (e.g., beam scanning), or often by a combination of the two.

While optics might seem to require a number of photodetectors comparable to the number of neurons (or a similar number of sampling events in the time domain, e.g., for scanning microscopies), new developments suggest ways of imaging with fewer elements. For example, compressive sensing or ghost imaging techniques based on random mask projections\textsuperscript{683,641,644,646} might allow a smaller number of photodetectors to be used. In an illustrative case, an imaging system may be constructed simply from a single photodetector and a transmissive LCD screen presenting a series of random binary mask patterns\textsuperscript{297}, where the number of required mask patterns is much smaller than the number of image pixels due to a compressive reconstruction.

Effects of light scattering  Single-photon techniques limit imaging to a depth of a few scattering lengths at the excitation and emission wavelengths of activity indicators: up to \( \sim 1-2 \) mm for certain infrared wavelengths\textsuperscript{292,358,359} vs. a few hundred microns for visible wavelengths\textsuperscript{707}. Activity
dependent dyes are currently available only in the visible spectrum; indicators operating in the infrared (see \textsuperscript{599,598,599} for far-red fluorescent proteins) could improve imaging depth.

Multi-photon excitation takes advantage of the deeper penetration of infrared light. Two or more infrared photons may together excite a fluorophore with an excitation peak in the visible range, leading to the emission of a visible photon. If only one neuron is illuminated with sufficient intensity to generate multi-photon excitation, all photons captured by the detector originate from that neuron, regardless of the scattering of the outgoing light. Hence, the emission pathway is limited less by scattering than by absorption. This has resulted in imaging at > 1 mm depth \textsuperscript{292,358,359}.

There are at least five options for overcoming visible light scattering to enable signal separation from deep-brain neurons \textsuperscript{24,20}:

1. Infrared light can excite multi-photon fluorescence in an excitation-scanning architecture.

2. Fluorophores with both excitation and emission wavelengths in the infrared could be developed.

3. By knowing the precise form of the scattering, it can be possible to correct for it. Emerging techniques based on beam shaping allow transmission of focused light through random scattering media by inverting the scattering matrix \textsuperscript{128}. Because the scattering properties change over time, this must be done quickly, possibly faster than the imaging frame rate, necessitating high-speed wavefront modulation. This can currently be achieved with digital micro-mirror devices (DMDs), but not with the phase-only spatial light modulators (SLMs) that are used to prevent power losses in the excitation pathways for nonlinear microscopies, although GHz switching of phase-only modulators appears feasible in principle \textsuperscript{30}. High speed focusing through turbid media is also achievable using all-optical feedback in a laser cavity \textsuperscript{499}, and it is even possible to measure the scattering matrix non-invasively \textsuperscript{110} using a photo-acoustic technique, or
via all-optical approaches based on speckle correlation\textsuperscript{59}. Similar techniques are available for incoherent light\textsuperscript{58}.

When using short optical pulses, scattering can lead to temporal distortions that degrade the peak light intensity at a focal spot. The < 100 fs pulse durations used in two-photon microscopy, for example, are comparable to the time it takes light to travel 30 µm in vacuum. Fortunately, wavefront shaping techniques can correct for scattering-induced temporal distortions as well\textsuperscript{45,337}.

4. Light sources and/or detectors could be positioned close to the measured neurons, necessitating the use of embedded optical devices. This could be done using optical fiber\textsuperscript{425} and/or waveguide\textsuperscript{740,741} technologies, which are developing rapidly. For example, single-mode fiber cables can support > 1 TB/s data rates\textsuperscript{105,77} with low light loss over hundreds of kilometers\textsuperscript{472}. It is possible to directly image through gradient index of refraction (GRIN) lenses\textsuperscript{486} or optical fibers\textsuperscript{425,333,203}, which provides one way to multiplex multiple observed neurons per fiber.

5. Light emissions from distinct locations can be tagged with distinguishable time-domain modulation patterns, and the emission time-series for each source can later be decoded from the summed signal resulting from scattering\textsuperscript{691,115,173,724,713,114}. For example, ultrasound encoding\textsuperscript{691,326}, which frequency-tags light emissions from a known location via a mechanical Doppler shift of the emitter\textsuperscript{426}, provides a generic mechanism to sidestep problems of elastic optical scattering, although it requires distinguishing MHz frequency modulations in THz light waves (part per million frequency discrimination). Radio-frequency tagging of light emissions via a digitally synthesized optical approach is also an option and may be applicable to combating the problem of emission scattering in deep-tissue, multi-point, multi-photon imaging\textsuperscript{55}.
**Speed of beam scanning**  The speed of scanning microscopes is currently limited by beam repositioning times ($\sim 0.1 \mu s$ for spinning disk \cite{425,335,203} , $\sim 3 \mu s$ for piezo-controlled linear scan mirrors, $\sim 10 \mu s$ for acousto-optic deflectors \cite{682}, $\sim 8 \text{kHz}$ line scans for resonant galvanometer mirrors). The $10 \mu s$ repositioning time for acousto-optic deflectors is set by the speed of sound in the deflector crystal, while scanning mirrors and spinning disks are limited by inertia. Note that $0.1 \mu s$ repositioning time for current spinning-disk confocal techniques would require 10 seconds per frame for whole mouse brain imaging with a single scanned beam ($10^{-7} \text{ s/site} \times 10^8 \text{ sites/brain}$). There is therefore a need for a $10^4$ fold improvement in beam repositioning time and/or beam parallelization in order to achieve $1\text{ kHz}$ imaging frame rates for whole mouse brains.

One strategy to implement parallelization would exploit (yet to be developed) fast, high-resolution phase modulator arrays to arbitrarily re-shape coherent optical wavefronts for multisite holographic multi-photon excitation in 3D \cite{20,512,678}. With fast phase modulation (e.g., $\sim 1 \text{ GHz}$), beating each excitation spot at a different frequency could allow a single detector to probe multiple sites in parallel, despite arbitrarily-large scattering of the outgoing light \cite{20}. Emerging optical techniques may provide alternative means to implement similar strategies \cite{155}. Temporal multiplexing of excitation pulses at distinct locations (e.g., via few-nanosecond beam delays) also allows parallelization of the excitation beam while combatting scattering ambiguity of the emitted light \cite{114}. Furthermore, temporal focusing techniques in two-photon microscopy (depth-dependent pulse duration) can excite an entire plane or line within the sample \cite{506,691,683,711}, as well as arbitrary patterns of points \cite{612}, potentially allowing fast axial scanning (somewhat analogous to light-sheet techniques used with transparent samples). This method intrinsically corrects for scattering of the excitation light \cite{513}, although not of the emission light. Like other multi-photon techniques, however, all these methods remain highly dissipative, as discussed below.

Fluorescence lifetimes in the $0.1-1 \text{ ns}$ range \cite{639} ultimately constrain the design of scanning fluorescence microscopies. A delay of $0.1 \text{ ns}$ per mouse neuron per frame corresponds to only $100 \text{ Hz}$ frame
rate without parallelization, implying that parallelization into at least 10 to 100 beams is essential. The fluorescence lifetime also limits the achievable modulation frequencies in beat-frequency-multiplexed parallelization strategies, bit lengths in encoded strategies, and temporal offsets in temporally-multiplexed strategies, suggesting that parallelization of detectors may be necessary in a strongly scattering environment. Depending on the degree of parallelization, which constrains the achievable dwell times given a fixed frame rate, photon counts may also become a limiting factor for high-speed scanning in some approaches.

**Diffraction** Using the small angle approximation, the diffraction-limited angular resolution of an aperture is \( \theta \approx \frac{\Delta x}{y} \approx \frac{\lambda}{D} \), where \( \Delta x \) is the spacing which must be resolved, \( y \) is the imaging depth, \( \lambda \) is the wavelength, and \( D \) is the aperture diameter. Thus distinguishing neurons which are 10 \( \mu \)m apart and at a depth of 10 mm requires a lens aperture \( D \) of > 1 mm when \( \lambda \approx 1 \) \( \mu \)m. Diffraction therefore does not appear to be a limiting factor for cellular resolution imaging, except in the context of microscale apertures that might find use in embedded optics approaches.

**Energy Dissipation**

Light that does not leave the brain is ultimately dissipated as heat. The total light power requirements for optical measurement of neuronal activity using fluorescent indicators depend on factors including fluorophore quantum efficiency, absorption cross-section, activity-dependent change in fluorescence, background fluorescence, labeling density, activation kinetics, detector noise, scattering and absorption lengths, and others. Unfortunately, many of these variables are unknown or highly dependent on particular experimental parameters.

A statistical analysis of photon count requirements for spike detection (in the context of calcium imaging) can be found in\(^7\), which derived a relationship between the number of background photon counts \( N_{bg} \) and the number of signal photon counts required for high fidelity spike detection given
photon shot noise. This scales roughly as $N_{\text{signal}} > 3\sqrt{2N_{\text{bg}}}$, even at low absolute photon count rates. While this analysis governs the number of detected photons, the number of emitted photons will be higher due to losses. In one example using two-photon excitation, 5% of the emitted photons were captured by the photodetector. One implication of photon shot noise is that faster-responding indicators (e.g., voltage indicators which respond in near-real-time to the membrane potential) must be brighter.

**Multi-photon excitation** Multi-photon experiments rely on short laser pulses with high peak light intensities at a focused excitation spot to excite nonlinear transitions. This imposes an experimentally relevant physical limit: at least one excitation pulse of sufficient intensity per neuron per frame is required in order to excite multi-photon fluorescence during each frame. Assuming 1 kHz frame rate and 0.1 nJ pulses, delivering only one pulse per neuron per frame would dissipate roughly $(10^8 \times 1 \text{ kHz} \times 0.1 \text{ nJ}) 10^6 \text{ W}$ in the mouse brain, which is clearly prohibitive. This is a lower bound because, in general, more than one excitation pulse per neuron per frame may be required to excite detectable fluorescence (e.g., one reference reported 12 pulses per spot). For three-photon excitation, the situation will be even worse as higher peak light intensities are required to excite three-photon fluorescence.

Could the single-pulse energy be reduced while maintaining efficient two-photon excitation? The number of two-photon (2P) transitions excited per fluorophore per pulse is $n_a = F/C/t$, where $F$ is the number of photons per pulse per area in units of photon/cm$^2$, $C$ is the two-photon cross-section in units of cm$^4$/s/photon, and $t$ is the pulse duration in seconds. This can be approximated as

$$n_a = \left( \frac{E}{hc/\lambda} \right)^2 \frac{C}{t} = \left( \frac{4E (\text{NA})^2}{hc\lambda} \right)^2 \frac{C}{t},$$

where NA is the numerical aperture of the focusing optics, $E$ is the pulse energy and $\lambda$ is the stim-
ulation wavelength. For a 2P experiment with 100 fs, 0.1 nJ pulses, assuming a 2P cross section of $10^{-48}$ cm$^4$/s/photon (i.e., 100 Goeppert-Mayer units, comparable to that of DsRed2), $\lambda = 900$ nm and NA = 1.0, $n_d \approx 1/2$. Thus, a few pulses are likely necessary and sufficient to excite 2P fluorescence by each fluorophore within the focal spot. With a 2P cross section above $10^{-47}$ cm$^4$/s/photon (1000 Goeppert-Mayer units, higher than that of any fluorescent protein that we are aware of), one could reduce the pulse energy by an order of magnitude (and hence $n_d$ by two orders of magnitude) while maintaining $n_d > 1/20$, i.e., one in twenty fluorophores excited by each pulse. Reducing the pulse energy much further might lead to unacceptably low excitation levels. Alternatively, shorter pulse durations could increase the light intensity, and hence 2P excitation probability, at fixed pulse energy.

Quantum dots can have 2P cross sections much higher than those of fluorescent proteins: water-soluble cadmium selenide–zinc sulfide quantum dots have been reported with 2P cross sections of 47000 Goeppert-Mayer units and are compatible with in-vivo imaging. These would allow excitation efficiencies of $n_d > 1/20$ at pJ pulse energies, bringing whole-brain 2P imaging into the ~100 mW range. Thus, the use of quantum dots or other ultra-bright multi-photon indicators could be decisive for supporting the energetic feasibility of multi-photon methods at whole brain scale; there are also plausible strategies for coupling quantum dot fluorescence to neuronal voltage. However, some quantum dots have long fluorescence lifetimes, which may constrain scan speed.

For comparison to current practice, in a typical multi-photon experiment on mice, ~50 mW of time-averaged laser power at the sample was used with a dwell time of ~3 µs, corresponding to ~150 nJ energy dissipation per spot per frame. This dwell time would allow imaging only ~300 neurons at millisecond resolution with a single scanned excitation beam. The average excitation power here is likely already close both to whole-brain thermal dissipation limits, and to photo-damage limits for pulsed two-photon excitation.
To work around the requirement for large amounts of excitation light, bioluminescent rather than fluorescent activity indicators could be used\textsuperscript{488,457-451}. Consider a hypothetical activity-dependent bioluminescent indicator emitting at $\sim 1700$ nm (IR), in order to evade light scattering. As a crude estimate, assuming that 100 photons must be collected by the detector per neuron per 1 ms frame, and 1% light collection efficiency by the detector relative to the emitted photons, $\sim 100 \mu$W of bioluminescent photons emissions are required for the entire mouse brain (using $E_{\text{photon}} = hc/\lambda$). This would be feasible from the perspective of heat dissipation. By contrast, in a 1-photon fluorescent scenario, if 100 excitation photons must be delivered into the brain to generate a single fluorescent emission photon, the power requirement becomes 10 mW, which is on the threshold of the steady-state heat dissipation limit. Therefore, bioluminescent indicators could potentially circumvent problems of heat dissipation even in the 1-photon case.

The widely used bioluminescent protein firefly luciferase is $\sim 80$% efficient in converting ATP hydrolysis coupled with luciferin oxidation into photon production, yielding $\sim 0.8$ photons per ATP-luciferin pair consumed\textsuperscript{584}, and has $\sim 90$% energetic efficiency in converting free energy to light production. Heat dissipation associated with the luciferase biochemistry itself is therefore not a significant overhead relative to the $100 \mu$W of emitted photons calculated above. In the same scenario, however, each neuron would consume $\sim 6 \times 10^8$ additional ATP molecules per minute in order to power the bioluminescence, which is within the limits of cellular aerobic respiration rates ($\sim 1$ fmol O$_2$ per minute per cell\textsuperscript{475}, with $\sim 30$ ATP per 6 O$_2$, hence $3 \times 10^9$ molecules ATP synthesized per minute from ADP via glucose oxidation), but not by a large margin. Transient increases in metabolic rate are possible: energy dissipation more than doubles in the mouse during high physical activity\textsuperscript{622}. Therefore, whole-brain activity-dependent bioluminescence, at speeds high enough to achieve millisecond frame rates, may be metabolically taxing for the cell but is nevertheless plausible as a light generation strategy.
Note that we have not treated the energy required to bio-synthesize the luciferin compound, which may create additional overhead (though conceivably luciferin could be provided exogenously).

Conclusions and Future Directions

Scattering of visible light in the brain creates a problem of signal-separation from deep-brain neurons. Multi-photon techniques, which scan an infrared excitation beam, can work around this scattering problem. However, current multi-photon techniques using fluorescent protein indicators, when applied at whole brain scale, would dissipate too much power to avoid thermal damage to brain tissue. Systems (such as plasmonic nano-antennas or subwavelength metallic gratings) that could locally excite multi-photon fluorescence without the need for high-energy laser pulses could conceivably ameliorate this issue. Importantly, quantum dots show promise as ultra-bright multi-photon indicators, if they can be targeted to neurons and optimized in terms of fluorescence lifetime. New methods besides multi-photon techniques could also work around the scattering of visible light in the brain. For example, fluorophores or bio-luminescent proteins could be developed which operate at infrared wavelengths. A compelling example from nature is the black dragonfish, which generates far red light (~705 nm) via a multi-step bioluminescent process (using this light to see in deep ocean waters).

A large set of activity indicators with distinguishable colors, generated through a combinatorial genetic recombination mechanism such as BrainBow, could also improve signal separation. Targeting, via protein tags, of activity indicators to specific locations — such as the axon, soma, soma and proximal dendrites, distal dendrites, pre-synaptic terminals, post-synaptic terminals, or intact synapses — could also aid in signal discrimination. In addition, implanted optical devices, which place emitters and detectors within a few scattering lengths of the neurons being probed, could potentially obviate the negative effects of scattering and allow visible-wavelength indicators to be used without a need for multi-photon excitation. In principle, excitation and detection do not need to make use of the same modality. For example, photoacoustic microscopy uses pulsed laser excita-
tion to drive ultrasonic emission, leading to optical absorption contrast. Such asymmetric techniques impose fundamentally different requirements from pure-optical techniques relative to fluorophore properties, required light intensities and other parameters.

3.3.2 Embedded Active Electronics

The preceding sections have assumed that electrical or optical signals from the recorded neurons are shuttled out of the brain before digitization and storage, but it is also conceivable to develop embedded electronic systems that locally digitize and then store or transmit (e.g., wirelessly) measurements of the activities of nearby neurons. This could allow for shorter wires in electrical recording approaches, and for shorter light path lengths in optical recording approaches, as well as for more facile (e.g., non-surgical) delivery mechanisms for the recording hardware.

Integrated circuits have shrunk to a remarkable degree: in about 3 years, following the Moore’s law trajectory, it will likely be possible to fit the equivalent of Intel’s original 4004 micro-processor in a 10 µm × 10 µm chip area. Functional wirelessly powered radio-frequency identification (RFID) chips as small as 50 µm in diameter have been developed and tags with chip-integrated antennas function at the 400 µm scale7. Integrated neural sensors including analog front ends are also scaling to unprecedented form factors: a 250 µm × 450 µm wireless implant – including the antenna, but not including a ~1 mm electrode shank used to separate signal from ground – draws only 2.5 µW per recording channel. The system operates at ~1 mm range in air, powered by a transmitter generating ~50 mW of transmitted power. Note that for a single such embedded recording device, the heat dissipation constraint is set not by the device’s own dissipation (10 µW for four recording channels) but rather by the RF specific absorption rate limit associated with the 50 mW transmit power.

Possibilities may exist for non-surgical delivery of embedded electronics to the brain: remarkably, cells such as macrophages (~13 µm in size) can engulf structures up to at least 20 µm in diameter and have been studied as potential delivery vehicles for nano-particle drugs, suggesting that they might
be used to deliver tiny microchips. T-cells and other immune cells can trans-migrate across the blood brain barrier\(^\text{186}\) and ghost cells (membranes purged of their contents) engineered to encapsulate synthetic cargo\(^\text{126}\) can fuse with neurons\(^\text{281}\). It might even be possible to engineer such cell-based delivery vehicles to form electrical gap junctions\(^\text{644}\) with neurons or to act as local biochemical sensors\(^\text{491}\).

The real-time transmission bandwidth requirements for neural recording could be significantly reduced if it is only desired to take a “snapshot” of neural activity patterns over a limited period of time, but this would require a large amount of local storage. For example, flash memory can store > 10 Mbit of data in a device 100 µm on a side: a 64 giga-byte microSD card with 1.5 cm\(^2\) area corresponds to 34 mega-bits per (100 µm\(^2\)) area. Even denser forms of memory storage are under development and could perhaps be used in a one-time-write mode in the context of neural recording long before they become commercially viable for use as rewritable media in the electronics industry.

Here we consider the power dissipation associated with embedded electronic recording devices, as well as the constraints on possible methods to power them. In the next section, we describe how physics constrains the data transmission rates from such devices.

**Power Requirements for Recording**

Any embedded system needs to process data, in preparation for either local storage or wireless transmission. Physics defines hard limits on the required power consumption associated with data processing (neglecting the possibility of reversible logic architectures\(^\text{56}\)), arising from the entropy cost for erasing a bit of information\(^\text{387}\):

\[
E_{\text{Landauer}} = \ln(2) k_B T \approx 3 \times 10^{-21} \text{ J/bit} \quad \text{(the Landauer limit)}
\]

Ambitious yet physically realistic values for beyond-CMOS logic lie in the tens of \(k_B T\) per bit processed\(^\text{716}\). Scaling \(40 k_B T/\text{bit}\) to record raw voltage waveforms at a minimal 1 kbit/s/neuron (e.g. 1 kHz
sampling rate, 1 bit processed per neuron per sample), the total power consumption for whole mouse brain recording could in principle be as low as \( \sim 16 \) nW. While this leaves \( > 10^6 \)-fold more room (energetically) for increased data processing (more required bit flips per second), or energetic inefficiency of the switching device (greater dissipation per bit), realistic devices in the near-term may in fact require this much overhead, if not more. This necessitates a more detailed consideration of limiting factors for today’s microelectronic devices.

In the context of electrical recording, the first step that must be performed by an embedded neural recording device is digitization of the voltage waveform. Until mV-scale switching devices are developed (see discussion below), it is necessary to amplify the \( \sim 10^{-100} \) µV spike potential in order to drive digital switching events in downstream gates. During this sub-threshold amplification step, a CMOS (or BJT) device will dissipate static power (associated with a bias current). Importantly, in order to decrease the input-referred voltage noise of this amplification process, it is necessary to increase the bias current and hence the static power dissipation. For a simple differential transistor amplifier, the minimal bias current scales as

\[
I_d = \frac{\pi}{2} k_B T \frac{k_B T}{q} BW
\]

where \( V_{\text{noise}} \) is the input-referred voltage noise of the amplifier and \( q \) is the electron charge. For an extracellular recording with \( BW = 10 \) kHz and \( V_{\text{noise}} = 10 \) µV, this implies a minimal bias current \( I_d \approx 60 \) nA or a minimal static power of \( (I_d V_{dd}) \approx 6 \times 10^{-8} \) W at \( V_{dd} \approx 1 \) V operating voltage. Assuming 10 neurons per recording channel, there are then 7.5 million recording channels for a mouse brain, which gives a power dissipation associated with signal amplification of \( \sim 500 \) mW. Note that realistic analog front ends (which are subject to \( 1/f \) noise and require multiple gain stages) draw \( 6 \times 10^{-10} \) greater bias current, quantified by the noise efficiency factor (NEF)\(^{634}\), to achieve the same input-referred noise levels.

Local on-chip digital computation also incurs an energy cost. Current CMOS digital circuits con-
sume 5–6 orders of magnitude more energy per switching event (~1 fJ/bit including charging of the wires) compared to the Landauer limit (e.g., for a digital CMOS inverter, and ignoring the static power associated with the leakage current). This corresponds to a ~1 fF total load capacitance at 1 V operating voltage. For 100 GHz switching rates (10^8 neurons \times 1 kHz) as above, this corresponds to 0.01–0.1 mW. Realistic architectures, however, will incur overhead in the number of switching events required to store, compress and/or transmit neural signals, likely bringing the power consumption into an unacceptable range (e.g., 1000 bits processed per sample would be 100 mW here). To take a concrete example, commercial RFID tags consume ~10 \mu W. At a chip rate of 256 kbit/s (with a Miller encoding of 2), this yields 7.8 \times 10^{-11} J/bit, which is ~10 orders of magnitude higher than the Landauer limit. Applying current RFID technology to whole mouse brain recording at 1 kbit/s/neuron would thus draw ~8 W of power. Therefore, at least 2–3 orders of magnitude reduction in power consumption will be necessary in order to apply embedded electronics for whole-brain neural recording.

Until recently, the energy efficiency of digital computing has scaled on an exponential improvement curve. This was a consequence of Moore’s law and Dennard scaling, where both the capacitance of each transistor and its associated interconnect, as well as the operating voltages, were reducing with the device dimensions. Unfortunately, issues related to device variability and the 3D structures needed to maintain the on-to-off current ratio have largely stopped the reduction in effective capacitance per device; current devices are stuck at ~100–200 aF for a minimum sized transistor. Furthermore, the exponential increase in leakage current that comes along with the scaling of the threshold voltage in this scenario has precluded substantial further decreases in voltage at a given performance level. Indeed, for the past several technology generations (since about 2005), CMOS devices have operated at a supply voltage of ~1 V.

While neural signal processing does not demand very stringent transistor speeds and so reductions below ~1 V are certainly feasible, a fundamental limitation in scaling the supply voltage still remains.
Specifically, CMOS has a well-defined minimum-energy per bit and an associated minimum-energy operating voltage that is defined by the tradeoff between static (leakage) and dynamic (switching) energy: as the operating voltage is decreased, the capacitive switching energy decreases, but the ratio of currents in the on and off states, \( I_{\text{off}} / I_{\text{on}} \), increases exponentially, increasing the energy associated with leakage (this effect is independent of the threshold voltage in the sub-threshold regime). For practical circuits, the supply voltage that leads to this minimum energy is on the order of 300–500 mV, and thus supply voltage scaling will at most provide \( \approx 3 \times \) improvement in energy over today’s designs.

Thus, a paradigm shift in microelectronic hardware is needed to reduce power by several orders of magnitude if we are to approach the physical limits. Developing a switching device operating in the mV range, rather than the V range of current transistors, would allow \( (1 \text{V} / 1 \text{mV})^2 = 10^6 \) fold reduction in power consumption. Electronic circuits constructed using analog techniques, which sometimes rely on bio-inspired computational architectures, show promise for reducing energy costs by up to five orders of magnitude, depending on the nature of the computation and the required level of precision.

Figure 3.4 shows the power consumption per bit processed for several technology classes as well as the corresponding total power consumption required for whole brain readout, assuming a minimal whole-brain bit rate of 100 Gbit/s.

**Powering Embedded Devices**

Embedded systems need power, which could be supplied via electromagnetic or acoustic energy transfer, or could be harvested from the local environment in the brain.

There are two key regimes for wireless electromagnetic power transfer: non-linear device rectification and photovoltaics. If the single-photon energy is sufficient to allow electrons to move from the valence to the conduction band—that is, band gap < \( \hbar \nu / q \), where \( q \) is the electron charge, \( \hbar \) is Planck’s constant, and \( \nu \) is the frequency of the photon—a photovoltaic effect can occur. Otherwise,
The Landauer limit of $k_B T \ln 2$ sets the minimum energy associated with a logically irreversible bit flip. The practical limit will likely lie in the tens of $k_B T$ per bit \(716\), comparable to the free energy release for hydrolysis of a single ATP molecule (or addition of a single nucleotide to DNA or RNA). The energy of a single infrared photon is $50 k_B T$. Single gates in current CMOS chips dissipate $10^{-5} - 10^{-6} k_B T$ per switching event, including the capacitive charging of the wires interconnecting the gates (red curve). The switching energy for the gate, not including wires, is $\sim 100 \times$ lower (blue curve). The power efficiency of CMOS has been on an exponential improvement trend due to the miniaturization of components according to Moore’s law (data re-digitized from \(667\)), although power efficiency gains have slowed recently. Current RFID chips compute and communicate at $10^{-9} - 10^{-10} k_B T$ per bit transmitted, while the total energy cost per floating point operation in a 2010 laptop was $10^{-12} k_B T$. The power associated with a minimal low-noise CMOS analog front end for signal amplification corresponds to $500 \text{mW}$ at whole mouse brain scale. A single two-photon laser pulse at $0.1 \text{nJ}$ pulse energy corresponds to $10^{-10} k_B T$. For comparison, the $40 \text{mW}$ approximate maximal allowed power dissipation, according to section 3.1 (Basic Constraints) above, with its equivalent per-bit energy of $10^{-8} k_B T$ at the minimal $100 \text{Gbit/s}$ bit rate.

\[\text{Figure 3.4: Energy cost of elementary operations across a variety of recording and data transmission modalities, expressed in units of the thermal energy (left axis) and as a power assuming 100 GHz switching rate (right axis). The Landauer limit of } k_B T \ln 2 \text{ sets the minimum energy associated with a logically irreversible bit flip. The practical limit will likely lie in the tens of } k_B T \text{ per bit, comparable to the free energy release for hydrolysis of a single ATP molecule (or addition of a single nucleotide to DNA or RNA). The energy of a single infrared photon is } 50 k_B T. \text{ Single gates in current CMOS chips dissipate } 10^{-5} - 10^{-6} k_B T \text{ per switching event, including the capacitive charging of the wires interconnecting the gates (red curve). The switching energy for the gate, not including wires, is } \sim 100 \times \text{ lower (blue curve). The power efficiency of CMOS has been on an exponential improvement trend due to the miniaturization of components according to Moore’s law (data re-digitized from } 667\), although power efficiency gains have slowed recently. Current RFID chips compute and communicate at } 10^{-9} - 10^{-10} k_B T \text{ per bit transmitted, while the total energy cost per floating point operation in a 2010 laptop was } 10^{-12} k_B T. \text{ The power associated with a minimal low-noise CMOS analog front end for signal amplification corresponds to } 500 \text{mW} \text{ at whole mouse brain scale. A single two-photon laser pulse at } 0.1 \text{nJ} \text{ pulse energy corresponds to } 10^{-10} k_B T. \text{ For comparison, the } 40 \text{mW} \text{ approximate maximal allowed power dissipation, according to section 3.1 (Basic Constraints) above, with its equivalent per-bit energy of } 10^{-8} k_B T \text{ at the minimal } 100 \text{Gbit/s} \text{ bit rate.} \]
electromagnetic energy is converted to voltage by an antenna and non-linear device rectification may occur.

When photon energies are much lower than the band gap, power conversion is governed by the total RF power and by the impedances of the antenna and the rectifier, rather than by the individual photon energy. For a monochromatic RF source, there is no thermodynamic or quantum limit to the RF to DC conversion efficiency, other than the resistive losses and threshold voltages for a semiconductor process. For rectification, when the input voltage to the rectifier is much higher than a semiconductor process threshold, conversion efficiencies of 85% have been achieved\(^{648}\). At low input voltages relative to the semiconductor process threshold, efficiencies as high as 25% and 2 µW load have been achieved (see\(^ {431}\) for an analysis of power efficiency). Ultimately, rectification improvements are dependent on the same improvements which will be needed for next-generation low-power computing: mV scale switching devices (promising research directions include tunnel FETs\(^ {305}\), electromechanical relays\(^ {408}\) and other options).

While efficient rectification is thus not a fundamental issue, capturing sufficient RF energy in the first place becomes increasingly challenging as microchips become smaller and more deeply embedded in tissue. Wireless electromagnetic power transfer imposes range constraints due to the loss in power density with distance. For directional power transfer, placing the receiver at the edge of the transmitter’s near field (the Rayleigh distance \(D = \frac{\lambda}{4}\) where \(D\) is the transmitter aperture) has advantages in terms of energy capture efficiency\(^ {310}\), whereas for omni-directional antennas it is advantageous to place the receiver as close as possible to the transmitter. If embedded chips are oriented randomly with respect to the transmitter, the radiation patterns of their antennas cannot be highly directional, i.e., their gains \(G_r\) (a measure of directionality) must be close to one. In the far field, this lack of directionality limits power capture by the antenna (due antenna reciprocity\(^ {22}\)): the maximal power \(P_A\) available to the chip is

\[
P_A = \frac{G_r P_{rad} \lambda^2}{4\pi}
\]
where $P_{\text{rad}}$ is the power density of radiation around the antenna, $\lambda$ is the wavelength and $G_r \approx 1$ for a non-directional antenna $^{431}$.

It may be possible to power devices with pure magnetic fields (which are highly penetrant) via near-field (non-radiative) inductive coupling, which is widely used in systems ranging from biomedical implants to electric toothbrushes, or conceivably by using magneto-electric materials $^{384,396,730,196}$. For the case of simple inductive coupling, however, the tiny cross-sections of micro-devices limit the amount of power which can be captured: a loop of 10 $\mu$m diameter in an applied field of 1 T switching at 1000 Hz produces an induced electromotive force of only 0.1 $\mu$V. Assuming a copper loop ($\sim 17$ n$\Omega$ m resistivity) with 1 $\mu$m $\times$ 1 $\mu$m cross-section and 40 $\mu$m length (around the outer edge of the chip) gives a power ($V^2/R$) of only $\sim 15$ fW associated with the induced current. In general, the use of coupled high-$Q$ resonators can increase the range and efficiency of near-field electromagnetic power transfer by orders of magnitude $^{335}$ compared to non-resonant inductive power transfer and may be particularly relevant for implanted devices $^{284}$. Unfortunately, at the $\sim 10$ $\mu$m length scale, the achievable on-chip inductances and capacitances are severely limited, which restricts the operating range of any resonant device to high frequencies ($f_{\text{resonant}} = (2 \pi \sqrt{L/C})^{-1}$) which will be attenuated by tissue. Electromagnetic near-field power transfer though tissue to ultra-miniaturized microchips may thus be inefficient, again due to low capture efficiency of the applied fields by tiny device cross-sections.

Alternatively, if the photon energy is above the silicon band gap ($\lambda < \frac{hc}{qV_{\text{th}}} \approx 3$ $\mu$m or less for silicon), the chip is essentially acting as a photovoltaic cell. There is no thermodynamic or quantum limit to the conversion efficiency of light to DC electrical power for monochromatic sources, other than resistive losses and dark currents in the material ($86\%$ in GaAs for example $^{60}$). Again, however, capturing sufficient light becomes difficult for tiny devices. To supply 10 $\mu$W (typical of current wirelessly-powered RFID chips) photovoltaically to a 10 $\mu$m $\times$ 10 $\mu$m (cell sized) chip at 34 $\%$ photovoltaic efficiency requires a light intensity of $\sim 300$ kW/m$^2$ at the chip, which is prohibitive. Furthermore, in the use of infrared light for photovoltaics, the penetration of the photons through tissue is
decreased compared to radio frequencies.

Piezoelectric harvesting of ultrasound energy by micro-devices is a possibility. The efficiency of electrical harvesting of mechanical strain energy in piezoelectrics can be above 30% for materials with high electromechanical coupling coefficients (e.g., PZT). The losses in the piezoelectric transduction process are well described by models such as the KLM model.

An alternative to wireless energy transmission is the local harvesting of biochemical energy carriers. Implanted neural recording devices could conceivably be powered by free glucose, the main energy source used by the brain itself. The theoretical maximum thermodynamic efficiency for a fuel cell in aqueous solution is equal to that of the hydrogen fuel cell: $\frac{\Delta G}{\Delta H} = 83\%$ at 25°C. Furthermore, if glucose is only oxidized to gluconic acid, the Coulombic (electron extraction) efficiency is at most 8.33 %, which bounds the thermodynamic efficiency. The blood glucose concentration in rats has been measured at ~7.6 mM, with an extracellular glucose concentration in the brain of ~2.4 mM.

A hypothetical highly miniaturized neural recorder with a device area of 25 μm × 25 μm and efficiency of 80%, processing a blood flow rate of ~1 mm/s could extract

$$\frac{80\%}{7.6\text{ mM}}\times(25\mu\text{m})^2\times(1\text{ mm}/\text{s})\times(2880\text{ kJ/mol}) \approx 11\mu\text{W},$$

which is sufficient for low-power device such as RFID chips. Unfortunately, current non-microbial glucose fuel cells obtain only ~180 μW/cm² peak power and ~3.4 μW/cm² steady state power. Thus there is a need for 10⁴- and 10⁶-fold improvements in peak and steady state power densities, respectively, for non-microbial glucose fuel cells to power brain-embedded electronics of the complexity of today’s RFID chips (or for the corresponding decrease in power requirements, as emphasized above).

Conclusions and Future Directions

The power consumption of today’s microelectronic devices is more than six orders of magnitude higher than the physical limit for irreversible computing, and 2–3 orders of magnitude higher than
would be permissible for use in whole brain millisecond resolution activity mapping, even under favorable assumptions on the required switching rates and neglecting both the power associated with noise rejection in the analog front end and the CMOS leakage current. Thus, the first priority is to reduce the power consumption associated with embedded electronics. In principle, methods such as infrared light photovoltaics, RF harvesting via diode rectification, or glucose fuel cells, could supply power to embedded neural recorders, but again, significant improvements in the power efficiency of electronics are necessary to enable this. Other potential energy harvesting strategies include materials/enzymes harnessing local biological gradients such as in voltage, osmolarity, or temperature. An analysis of the energy transduction potential of each of these systems is beyond the scope of this discussion. Fortunately, with many orders of magnitude potential for improvement before physical limits are reached, we may expect that embedded nano-electronic devices will emerge as an energetically viable neural interfacing option at some point in the future.

3.3.3 Embedded Devices: Information Theory

Most recording methods envisioned thus far rely on the real-time transmission of neural activity data out of the brain. Physics and information theory impose fundamental limits on this process, including a minimum power consumption required to transmit data through a medium. The most basic of these results hold irrespective of whether the data transmission is wired or wireless, and regardless of the particular physical medium (optical, electrical, acoustic) used as the information carrier.

A communication “channel” is a set of transmitters and receivers that share access to a single physical medium with fixed bandwidth. The bandwidth is the range of frequencies present in the time-varying signals used to transmit information. In wireless communications, information is transmitted by modulating a carrier wave. To allow modulation, the frequency of the carrier wave must be higher than the bandwidth: for example, a 400 THz visible light wave may be modulated at a 100 GHz rate. The physical medium underlying a channel could be a wire (with a bandwidth set by its capacitive RC
time constant), an optical fiber, free space electromagnetic waves over a certain frequency range, or other media.

As a concrete example, consider a police department with 100 officers, each possessing a hand-held radio. The radios transmit vocalizations by modulating an 80 MHz carrier wave at \( \sim 10 \text{ kHz} \). This constitutes a single shared communications channel with 10 kHz bandwidth. Simultaneously, the fire department may communicate via a separate channel, also with a bandwidth of \( \sim 10 \text{ kHz} \), by modulating a 90 MHz carrier wave. The channels are separate because modulation introduced into one does not affect the other. If the neighboring town’s police department makes the mistake of also operating at 80 MHz carrier frequency, then they share a channel and conflicts will arise.

**Power Requirements for Single-Channel Data Transmission**

We first treat the case in which there is a single channel for transmitting data out of the brain. As discussed above in the context of electrical spike sorting, the Shannon Capacity Theorem\(^{134}\) sets the maximal bit rate for a channel (assuming additive white Gaussian noise) to

\[
R_{\text{max}} = BW \log_2 (1 + \text{SNR})
\]

where \( BW \) is the channel bandwidth and \( \text{SNR} \) is the signal-to-noise ratio. If there is only thermal noise the \( \text{SNR} = P/(N_0 BW) \), where \( N_0 \) is the thermal noise power spectral density of \( k_B T \text{W/Hz} \) and \( P = (PL)P_0 \) is the power of the transmitted signals \( P_0 \), weakened by path loss \( PL \). Therefore the transmitted power \( P_0 \) is lower-bounded:

\[
P_0 > k_B T BW \frac{2^{R_{\text{max}}/BW} - 1}{PL}
\]
as shown in Figure 3.5 (bottom). In a minimal model of a transmitter-receiver system, there thus exists a tradeoff between the required signal power and the bandwidth of the carrier radiation, due to the thermal noise floor, even in the absence of path loss (PL = 1).

Path loss weakens the proportion of the power that can reach the detector. Using the above equation, we can calculate, as a function of bandwidth, the power necessary to transmit a target whole-brain bit rate of 100 Gbit/s through a medium with path loss dependent on the carrier wavelength, as shown in Figure 3.5 (top).

For RF wavelengths, the radiation penetrates deeply but the achievable data rates are low without excessive power consumption, due to the limited bandwidth. For wavelengths intermediate between RF and infrared, the penetration depth is low and power must be expended to combat these losses, despite the high carrier bandwidth. Only in the infrared and visible ranges do the tradeoffs between power, bandwidth and penetration depth allow transmission of > 100 Gbit/s out of the brain through a single channel without unacceptable power consumption.

The analysis above has ignored the effects of noise sources other than thermal noise, but many additional noise sources will increase the amount of power needed to transmit data, via a decrease in the SNR at fixed input power. For optical transmission in the brain, the noise is dominated by time-correlated “speckle noise” below 200 kHz, which arises mostly from local blood flow. This correlated noise, which cannot be filtered by simple averaging, could be avoided by modulating optical signals at frequencies above 200 kHz.

Spatially Multiplexed Data Transmission

As discussed above, transmitting information through a single channel imposes direct limits on bit rate, carrier frequency and input power. However, it is conceivable to divide the data transmission burden over many independent channels, i.e., over many pairs of transmitters and receivers, each operating at lower bandwidth (e.g., at radio frequencies). Indeed, this would be optimal in a scenario
Figure 3.5: Power requirements imposed by information theory on data transmission through a single (additive white Gaussian noise) channel with carrier frequency $\nu$ (an upper bound on the bandwidth), given thermal noise and path loss. Bottom: absorption length of water as a function of frequency (blue), minimal power to transmit data at $100$, $1000$, and $10,000$ Gbit/s (green) as a function of frequency, assuming thermal noise but no path loss. Top: minimal power to transmit data at $100$, $1000$, and $10,000$ Gbit/s as a function of frequency, assuming thermal noise and a path loss corresponding to the attenuation by water absorption over a distance of $2$ mm. While formulated for a single channel, at certain wavelengths (e.g., RF) these factors also constrain multiplexed data transmissions between many transmitters and many receivers, depending on capacity of the system for spatial multiplexing. Horizontal dashed lines: $40$ mW, the approximate maximal whole-brain power dissipation in steady state.
where many embedded devices measure and then transmit the activities of nearby neurons. As a concrete example of such “spatial multiplexing,” an effective capacity of 1 Tbit/s could conceivably be obtained by splitting the data over 1000 transmitter-receiver pairs each operating at 1 Gbit/s, with the transmitters arranged in a $10 \times 10 \times 10$ grid. Importantly, in order to exceed the above limits for single-channel data transmission, it must be possible for these transmitter receiver pairs to share the same bandwidth and operate simultaneously without conflicts, for example by modulating distinguishable carrier waves or by transferring data over separate wires. The conditions under which this may occur, however, can be counter-intuitive. For example, for antennas to operate independently, they must be spaced apart from one another by roughly a wavelength. For 10 GHz microwaves, the wavelength is $\sim 3$ cm, so no more than a handful of microwave transmitters (e.g., operating at frequencies in the 100 GHz–1 THz range) can co-occupy the mouse brain while operating independently.

Even with many non-independent transmitters co-occupying the brain and operating simultaneously over the same frequency spectrum, it may be possible under some conditions to “factor out” the effects of the coupling and allow an increase in channel capacity relative the single-channel result. To treat such scenarios, a generalization to Shannon’s capacity theorem to multi-input-multi-output (MIMO) channels has shown that the maximal total data rate is

$$R_{\text{max}} = \text{BW} \cdot \log_2 |I + (\text{SNR})H H^*|$$

where $I$ is the identity matrix, $| \cdot |$ denotes the matrix determinant, $H$ is the $(M \times N$ for $N$ transmitters and $M$ receivers) channel matrix giving the coupling between the vector of transmitted signals and the vector of received signals and $H^*$ denotes the matrix adjoint of $H$. The vector of received signals is then $y = H x + n$ where $x$ is the vector of transmitted signals and $n$ is a noise vector. Any matrix can be written as $H = UV^*$ where $U$ and $V$ are unitary matrices, and is a diagonal matrix whose
elements are the \textit{singular values} $\lambda_i$. One can re-write the above equation as

$$R_{\text{max}} = \text{BW} \cdot \sum_{i=1}^{\min(M,N)} \log_2 \left( 1 + \text{SNR} \cdot \lambda_i^2 \right)$$

If the matrix $H$ is of full rank, then the capacity for the multi-channel system can increase over the single-input-single-output (SISO) result by $\min(M, N)$ times.\cite{606} Note that the rank of the matrix corresponds to the number of non-zero singular values, so an analysis of the singular values of channel matrices can inform us about the multiplexing capacity of the channel. Furthermore, this multiplexing capacity can in principle be achieved even when the transmitters are not in communication with each other, which could potentially be important for scenarios involving many brain embedded transmitters.\cite{623}

Transmission through a medium with negligible scattering is the simplest situation to analyze. In this case, evaluating the matrix $H$ requires knowledge of the transmitter-transmitter, transmitter-receiver, and receiver-receiver distances, as well as the orientations and radiation patterns of the antennas (e.g., high gain antennas will have a highly directional radiation pattern). Depending on these factors, the beam from each transmitter will spread to impinge upon multiple receivers and the effective number of spatially independent beams will be reduced. With transmitter-transmitter and receiver-receiver distances larger than the wavelength, and highly directional antennas with appropriately chosen orientations, it is possible to increase the channel capacity linearly with $\min(M, N)$.

Random scattering, in a coherent disordered medium where the mean free-path $\ell$ is much larger than the wavelength $\lambda$ and much smaller than the size of the disordered medium, is another condition where the matrix $H$ is a random scattering matrix of full rank.\cite{483,533} Intuitively, for the case of two transmitters and two receivers separated by a disordered medium larger than the mean free path: if transmitter 1 is at least a mean-free path from transmitter 2 (or potentially as close as a few wavelengths), the path from transmitter 1 to receiver 1 and the path from transmitter 2 to receiver 2 would
be uncorrelated with respect to one another (in terms of physical path, phase, amplitude fluctuations, and other properties). The rank of the matrix $H$ would then be 2. Devising a code on the transmitter such that the receivers can distinguish between these two uncorrelated streams results in a doubling of the capacity, rather than simply averaging the noise floor, which would provide only a logarithmic capacity gain due to the increased SNR.

Thus, contrary to intuition, a high degree of random scattering can potentially be useful for data transmission, by enabling spatial multiplexing of channels. This idea has been demonstrated experimentally in the context of ultrasound transmissions\textsuperscript{153}. Biological tissue in the infrared range is well described as such a random scattering medium (e.g., mean free path $\sim 200\,\mu m$ at $\sim 800\, nm$ \textit{in vivo}). Therefore infrared light could be used for spatially multiplexed data transmission out of the brain. At wavelengths $\lambda$ comparable to critical brain dimensions in the mouse, however, an insufficient number of scattering events will occur to create multiple independent pathways for $N$ transmitters. Mathematically, the matrix $H$ will have one highly dominant singular value and a number of much smaller remaining terms, such that the signals appearing at a receiver from two separate transmitters will be highly linearly dependent, differing by only a small phase angle. Therefore, there will be no capacity gain from multiple transmitters, and distinct transmitters will effectively share a single channel (reducing to the SISO result).

Little is known about the biological interaction with electromagnetic fields at wavelengths much shorter than the critical brain dimensions but beyond the infrared, approximately 100 GHz ($\sim 3\, mm$) to 100 THz ($\sim 3\, \mu m$) in the mouse. If multiple scattering occurs and the absorption is low, this may also be a regime conducive to MIMO communications\textsuperscript{40}. Efficiently generating and processing radiation in this regime by embedded devices is an outstanding problem, however. The so-called “THz-gap”\textsuperscript{66} exists because (moving towards higher frequencies starting from DC electronics), parasitic capacitances and passive losses limit the maximum frequency at which a field-effect transistor (FET) may oscillate and on the other hand (moving downward in frequency starting from optics), the band-
gaps of opto-electronic devices limit the minimum frequency at which quantum transitions occur. Thus, there is no high-power, low-cost, portable, room temperature THz source available. Advances in THz light generation, e.g., through the use of tunneling transistors, could be enabling.

**Ultrasound as a Data Transmission Modality**

An important caveat to these conclusions on wireless data transfer occurs if we consider the use of ultrasound rather than electromagnetic radiation. Because the speed of sound is dramatically slower than that of light, the wavelength of 10 MHz ultrasound is only \( \sim 150 \mu \text{m} \) (approximating the speed of sound in brain as the speed of sound in water, \( \sim 1500 \text{ m/s} \)). Thus, many 10 MHz ultrasound transmitters/receiver could be placed inside a mouse brain while maintaining their spatial separation above the wavelength, and a linear scaling of the MIMO channel capacity with the number of devices is likely possible in this regime, assuming that appropriate antenna gains and orientations can be achieved inside brain tissue. Beam orientation could present a challenge if micro-devices are oriented randomly after implantation. With an attenuation of 0.5 dB/(cm MHz)\(^6\), the attenuation at 10 MHz is only 5 dB/cm. Thus, ultrasound-based transmission of power and data from embedded recording devices may be viable\(^5\).

In contrast, direct imaging of neural activity by ultrasound (e.g., using contrast agents which create local variations in tissue elastic modulus or density) may be more difficult. While the theoretical (diffraction-limited) and currently practical resolutions of 100 MHz ultrasound are \( \sim 15 \mu \text{m} \), and 15–60 \( \mu \text{m} \), respectively, at these frequencies, power is attenuated by brain tissue with a coefficient of \( \sim 50 \text{ dB/cm} \)\(^6\) (10\(^3\)-fold attenuation per cm), which imposes a penetration limit (e.g., for measurements with a dynamic range of 80 dB\(^2\)). Attenuation of ultrasound by bone is stronger still, at 22 dB/(cm MHz)\(^6\). Attenuation could therefore limit the use of ultrasound as a high-resolution neural recording modality in direct imaging modes, but multiplexed transmission of lower-frequency ultrasound from embedded devices could sidestep this issue.
Conclusions and Future Directions

Physics and information theory impose a tradeoff between bandwidth and power consumption in sending data through any communication channel. Considering only thermal noise and no path loss, achieving 100 Gbit/s data rates through a single channel necessitates either a bandwidth above a few GHz or a transmitted power above \(~100\) mW, the latter of which may be prohibitive from a heat dissipation perspective if the signals are to be generated by dissipative microelectronic devices. Researchers have proposed to use thousands or millions of tiny wireless transmitters embedded in the brain to transmit local neural activity measurements to an external receiver via microwave radiation. However, based on the above power-bandwidth tradeoff, this will require a bandwidth above a few GHz. At the corresponding carrier frequencies, the penetration depth of the microwave radiation drops significantly, requiring increased power to combat the resulting signal loss. While one might hope that multiple independent channels could be multiplexed inside the brain, reducing the bandwidth and power requirements for each individual channel, the long wavelengths of microwave radiation compared to the mouse brain diameter suggest that such channels cannot be independent, as is confirmed by an analysis of the multi-input-multi-output (MIMO) channel capacity for this scenario. Therefore, radio-frequency electromagnetic transmission of whole brain activity data from embedded devices does not appear to be a viable option for brain activity mapping.

On the other hand, an analysis of the channel capacity for IR transmissions in a diffusive medium suggests that, because of its high frequency and decent penetration depth, infrared radiation may provide a viable substrate for transmitting activity data from embedded devices. For example, data could be transmitted via modulating the multiple-scattering speckle pattern of infrared light by varying the backscatter from an embedded optical device, such as an LCD pixel, in an activity-dependent fashion. Because the speckle pattern is sensitive to the motion of a single scatterer, coherent multiple scattering could effectively act as an optical amplifier and as a means to create independent communi-
cation pathways. Furthermore, multiplexed data transmission via ultrasound is likely possible because of its short wavelength in tissue at reasonable carrier frequencies. It may also be of interest to explore network architectures in which data is transmitted at low transmit power over short distances via local hops between neighboring nodes capable of signal restoration.

3.3.4 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) uses the resonant behavior of nuclear spins in a magnetic field to non-invasively probe the spatiotemporally varying chemical and magnetic properties of tissues. Although originally conceived as a means to image anatomy, MRI can be used to observe neural activity provided that correlates of such activity are reflected in dynamic changes in local chemistry or magnetism.

In an MRI study, a strong static field \( (B = 1–15 \text{T}) \) is applied to polarize nuclear spins (usually \(^1\text{H}\)), causing them to resonate at a field-dependent Larmor frequency

\[
 f = \frac{\gamma}{2\pi} B
\]

where \( \gamma \) is the gyromagnetic ratio of the nucleus (e.g., \(^1\text{H}\) has a gyromagnetic ratio of 2.67.522 MHz/T and therefore resonates at 42.577 MHz in a 1 T field). To obtain positional information, spatial field gradients are applied such that nuclei at different positions in the sample resonate at slightly different frequencies. Sequences of RF pulses and gradients are then applied to the sample, eliciting resonant emissions that contain information about spins’ local chemical environment, magnetic field anisotropy and various other properties.

Most functional studies rely on dynamic changes in two forms of relaxation experienced by RF-excited spins. The first form results from energy dissipation through interactions with other species (e.g. other spins or unpaired electrons), causing the spins to recover their lowest energy state on a
The temporal resolution of MRI is limited by the dynamics of spin relaxation. For sequential MR signal acquisitions to be fully independent, spins must be allowed to recover their equilibrium magnetization on the timescale of $T_1$ (100–1000 ms). However, if local $T_1$ is static its pre-mapping could enable temporally variant $T_2$ effects to be observed at refresh rates on the faster $T_2$ timescale (10–100 ms). It may also be possible to detect events that occur on a timescale shorter than $T_1$ and $T_2$, if the magnitude of the resulting change in spin dynamics overcomes the lack of independence between acquisitions. Note that these limitations on the repetition time of the underlying pulse sequence are not eliminated by “fast” pulse sequences such as echo-planar imaging (EPI) and fast low-angle shot
(FLASH) or by the use of multiple detector coils. These techniques accelerate the acquisition of 2D and 3D images, but still require spins to be prepared for readout.

The spatial resolution of current MRI techniques is limited by the diffusion of water molecules during the acquisition time, since contrast at scales above the diffusion length will be attenuated by diffusion. The RMS distance of a water molecule from its origin, after diffusing in 3D for a time $T_{acq}$, is

$$d_{rms} = \sqrt{6D_{water}T_{acq}}$$

where $D_{water} = 2300 \mu m^2/s$ is the self-diffusion coefficient of water. For $T_{acq} \approx 100$ ms, $d_{rms} \approx 37 \mu m$, which sets the approximate spatial resolution. For ultra-short acquisitions at $T_{acq} \approx 10$ ms, $d_{rms} \approx 12 \mu m$.

More technically, as described above, MRI uses field gradients to encode spatial positions in the RF frequency (wavenumber) components of the emitted radiation. The quality of the reconstruction of frequency space thus limits the achievable spatial resolution. The sampling interval of the detector $\Delta t$, and the field gradient $G$, determine the wavenumber increment as

$$\Delta k = \gamma G \Delta t$$

The spatial resolution (here considering only one dimension) is then given by:

$$\Delta x_{k\text{-space}} = \frac{\pi}{T_{acq} \Delta t \Delta k} = \frac{\pi}{T_{acq} \gamma G}$$

Note that it is the gradient field, not the polarizing field $B_0$, which determines the resolution. For a gradient field of 100 mT/m and an acquisition time of 100 ms

$$\Delta x_{k\text{-space}} = \frac{\pi}{(100 \text{ ms}) (267 \text{ MHz/T}) (100 \text{ mT/m})} \approx 1.17 \mu m$$
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Due to relaxation, however, the emissions from a spin at a given position do not constitute a pure tone with a well-defined frequency. Instead, each spin exhibits a frequency spread, which gives rise to another limit on the spatial resolution:

$$\Delta x_{\text{relaxation}} = \frac{2}{\gamma G T_2^*}$$

where $T_2^*$ is the shortest relaxation time. Assuming $T_2^* = 5$ ms and $G = 100$ mT/m, gives

$$\Delta x_{\text{relaxation}} \approx 14 \mu m$$

Therefore, for water protons, the resolution limit is set by diffusion over $\sim 100$ ms acquisition timescales, rather than by $k$-space sampling or relaxation. For other spin species (e.g., with lower diffusion rate), it may be possible to achieve resolutions limited by frequency discrimination.

Notably, there exists a practical trade-off between spatial resolution, temporal resolution, and sensitivity (SNR). In particular, to achieve high spatial resolution, it is necessary to densely sample $k$-space. Fast sampling sequences such as FLASH and EPI achieve speed by sampling each point of $k$-space using less signal and often at a lower resolution. Even at high field strengths (11.7 T), this tradeoff results in practical EPI-fMRI with a spatial resolution of $150 \mu m \times 150 \mu m \times 500 \mu m$ and a temporal resolution of $200$ ms. Achieving much higher spatial resolutions requires longer acquisitions and/or lower temporal sampling. For example, achieving a $20 \mu m$ anatomical resolution in MRI of *Drosophila* embryos required 54 minutes for a small field of view of $2.5 \text{ mm} \times 2.5 \text{ mm} \times 5 \text{ mm}$. Furthermore, the flies were administered paramagnetic gadolinium chelates to shorten $T_1$, and thereby the acquisition time. Separately, frame rates of 50 ms have been obtained for dynamic imaging of the human heart, but required the use of strong priors to reduce data collection requirements.
Energy Dissipation

Energy is dissipated into the brain when the excited spins relax to their equilibrium magnetization in the applied field. The energy associated with this relaxation is of order the Zeeman energy:

\[ \Delta E_{\text{Zeeman}} = \frac{\gamma^2}{2\pi} hB_0 \]

To obtain an upper bound on the heat dissipation of MRI, we first assume that the brain is entirely water, that every proton spin is initially aligned by the field and then excited by the RF pulse, and that all spins relax during a \( T_1 \) relaxation time of \( \sim 600 \) ms. In this scenario, even an applied field of as high as \( \sim 200 \) T would generate dissipation within the \( \sim 50 \) mW energy dissipation limit. In reality, the energy dissipation is 4–5 orders of magnitude smaller, because only a tiny fractional excess of the spins are initially aligned by the field (\( \sim 1 \times 10^{-5} \) for fields on the order of 1 T). Therefore, thermal dissipation associated with spin excitation in MRI is unlikely to cause problems unless field strengths much greater than the largest currently used fields (\( \sim 20 \) T) are invoked, or spins with much higher gyromagnetic ratios are used.

Practically, the main energy consideration in MRI is the absorption by tissues of RF energy applied during imaging pulse sequences and the switching of magnetic field gradients. Such absorption is often calculated through numerical solutions of the Maxwell Equations taking into account the precise geometry, tissue properties and applied fields for a particular experimental setup. The typical specific absorption rate (SAR) is well under 10 W/kg (or 5 mW per 500 mg), and is restricted by the FDA to less than 3 W/kg for human studies.
Imaging Agents

All the preceding discussion about spatiotemporal resolution presumes the existence of local time-varying signals (e.g., changes in $T_1$ or $T_2$) corresponding to the dynamics of neural activity. The hemodynamic BOLD response is the most prominent such signal, the limitations of which are discussed above. There have been studies working towards direct detection of minute (e.g., ~0.2 nT) magnetic fields associated with action potentials through their effects on MRI phase or magnitude contrast \cite{66,522}, but reliably detecting these fields above the physiological noise will likely require novel strategies \cite{70,259} and estimates of the feasibility of these methods have been complicated by the lack of a realistic model for the local distribution of neuronal currents. MRI detection of the mechanical displacement of active neurons due to the Lorentz force in an applied magnetic field \cite{560} has also been explored, as has the detection of activity-dependent changes in the diffusion of tissue water \cite{665,393}, possibly due to neuronal or glial \cite{355} cell swelling \cite{307,287}, although strongly diffusion-weighted scans may have disadvantages in terms of SNR \cite{318}. Manganese influx through voltage-gated calcium channels \cite{406,673} generates MRI contrast, but exhibits slow uptake kinetics and even slower efflux, such that manganese monotonically accumulates in the neurons over time. Conceivably, over-expression of manganese efflux pumps such as the iron transporter ferroportin \cite{423} could allow time-dependent activity imaging using manganese contrast.

In the past 15 years, efforts have been undertaken to develop chemical and biomolecular imaging agents that can be introduced into the brain to produce MRI detectable signals corresponding to specific aspects of neural function (analogously to fluorescent dyes and proteins). One critical advantage of using genetically encoded indicators would be the ability to target these indicators to specific cell types \cite{424,417} and/or cellular compartments \cite{35,79,132,35,672,70,594,717}. Notable examples of engineered molecular MRI contrast agents include $T_1$ and $T_2$ sensors of calcium \cite{32,401} and a $T_1$ sensor of neurotransmitter release \cite{596}. Depending on their mode of action, these imaging agents can provide temporal
resolutions ranging from 10 ms to 10 s [593]. However, a major current limitation for fast agents is the requirement that they be present in tissues at µM concentrations, posing major challenges for delivery and genetic expression. Model organisms lacking hemoglobin (e.g., the blowfly), and hence lacking a hemodynamic BOLD response (as is also the case for ex-vivo brain slices), may be particularly useful for in-vivo testing of novel activity-dependent contrast mechanisms, and specialized setups have been constructed to perform MRI at near-cellular spatial resolution in this context (though still requiring several hours to generate whole-brain anatomical images at this resolution) [320].

Figure 3.6 shows the achievable temporal resolution for various classes of activity-dependent MRI contrast agents as well as the spatial resolution limit due to water proton diffusion.
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**Figure 3.6:** Key factors determining the spatiotemporal resolution of dynamic MRI imaging. (a) Temporal resolution and contrast agent concentration allowing > 5% contrast, for different classes of dynamic MRI contrast agent (reproduced from [593], with permission). (b) Diffusion limited spatial resolution for water proton MRI as a function of temporal resolution.

**Conclusions and Future Directions**

Moving beyond hemodynamic contrast is crucial for improving the spatiotemporal resolution of fMRI, and several avenues may be available for doing so, especially through the use of novel molecular contrast agents and/or genetic engineering. More fundamentally, current MRI techniques rely on the
excitation of proton spins in water: this limits imaging to $> 100 \text{ ms}$ timescales, unless SNR is severely compromised, due to the low polarizability and long $T_1$ relaxation times of proton spins. There is also a spatial resolution limit of tens of microns over these timescales due to water’s fast diffusion. Methods which couple neural activity to non-diffusible, highly polarized spins could, in principle, ameliorate this situation.

3.3.5 Molecular Recording

An alternative to electrical, optical or MRI recording is the local storage of data in molecular substrates. Each neuron could be engineered to write a record of its own time-varying electrical activities onto a biological macromolecule, allowing off-line extraction of data after the experiment. Such systems could, in principle, be genetically encoded, and would thus naturally record from all neurons at the same time.

One proposed implementation of such a “molecular ticker tape” would utilize an engineered DNA polymerase with a Ca$^{2+}$-sensitive or membrane-voltage-sensitive error-rate$^{73}$ to record time-varying neural activities onto DNA$^{227}$ as patterns of nucleotide misincorporations relative to a known template DNA strand (for alternative local recording techniques see$^{209,71}$). The time-varying signal would later be recovered by DNA sequencing and subsequent statistical analysis$^{227}$. DNA polymerases found in nature can add up to $\sim 1,000$ nucleotides per second$^{143}$, and certain non-replicative polymerases such as DNA polymerase iota have error rates of $> 70\%$ on template T bases$^{207}$. Similar strategies could be implemented using RNA polymerases or potentially using other enzyme/hetero-polymer systems.
Spatiotemporal Resolution

Polymerases proceed along their template DNA strands in a stochastic, thermally driven fashion; thus, polymerases that are initially synchronized will de-phase with respect to one another over time, occupying a range of positions on their respective templates at the time when a neural impulse occurs. The rate of this de-phasing is a key parameter governing the temporal resolution of molecular recording. By averaging over many simultaneously replicated templates, it is theoretically possible to associate variations in nucleotide misincorporation rate with the times at which these variations occurred, and thus to obtain temporally resolved recordings of the cation concentration.

An analysis of the projected temporal resolution of molecular ticker tapes as a function of polymerase biochemical parameters can be found in. This work suggests that molecular ticker tapes require synchronization mechanisms if they are to record at < 10 ms temporal resolution for durations longer than seconds, even when 10,000 templates per cell are recorded simultaneously, unless engineered polymerases with kinetic parameters beyond the limits of those found in nature can be developed. Recording at lower temporal resolutions, however, appears feasible using naturalistic biochemical parameters, even in the absence of synchronization mechanisms. This situation is summarized in Figure ??

The development of mechanisms to improve synchronization of the ensemble of polymerases within each cell, or to encode time-stamps into the synthesized DNA (e.g., molecular clocks), could improve temporal resolution and decrease the number of required template strands per neuron. Mutation-based molecular clocks over evolutionary timescales are widely used in the field of phylogenetics, and new tools from synthetic biology and optogenetics or thermogenetics also suggest strategies for building molecular clocks on faster timescales. As an example sketch of a possible synchronization mechanism, optogenetic methods (e.g., similar to) could be used to halt, and thus re-phase, a sub-population of polymerases at a light-dependent pause site in the template DNA, while another sub-
Figure 3.7: Simulations of the dephasing of unsynchronized molecular ticker-tape ensembles, and its impact on the achievable temporal resolution of recording, modified from \(^{227}\). A) The polymerase can directly extend a base, or transition into and out of a paused state before extending. B) Even with no paused state, dwell times are stochastic, here assuming an exponential distribution. C) Because of the stochasticity of dwell times, the polymerase ensemble dephases over time. D) Table of parameter dependences for unsynchronized recording at 100 ms temporal resolution, reproduced from \(^{227}\). With 10000 templates, 1000 nt/sec average speed, and no pausing, recording for several minutes for a range of misincorporation parameters. Recording at 10 ms resolution is significantly more difficult: even in the limiting case of 100% misincorporation rate at high ion concentration and 0% misincorporation rate at low ion concentration, an average speed of 3500 nt/s would be needed to sustain 1 minute of recording at 10 ms temporal resolution and 95% decoding accuracy.
population of polymerases reads through this pause site to maintain temporal continuity of recording; then the second population could be re-synchronized at an orthogonal light-dependent pause site while the first population reads through. Alternatively, some form of optogenetics could be used to directly write bit strings encoding time stamps into the synthesized DNA. These strategies would require one or two, sufficiently strong global clock signals to be optically broadcast to all neurons. The optics involved would be comparatively simple: this could be done using far fewer optical fibers than would be required for fiber-based activity readout, for instance. Alternatively, if the brain could be flash-frozen at a precisely known time, this could serve as a global time-stamp corresponding to the termination of DNA synthesis (e.g., the DNA 3’ end).

Spatial resolution for molecular recording would naturally reach the single cell level. To determine which nucleic acid tape originated from which neuron, static cell-specific DNA barcoding could be used to associate the synthesized DNA strands with nodes in a topological connectome map obtained via DNA sequencing. Fluorescence in-situ DNA sequencing (FISSEQ) on serially-sectioned or intact tissue (fixed post-mortem) could be used to obtain explicit geometric information.

Energy Dissipation

Nucleotides metabolize DNA polymerization imposes a metabolic load on the cell. Replication of the 3 billion bp human genome takes approximately eight hours in normally dividing cells, which equates to a nucleotide incorporation rate of ~100 kHz. Therefore, in order not to exceed the metabolic rates associated with normal genome replication, molecular ticker tapes operating at 1 kHz polymerization speed would be limited to approximately 100 simultaneously replicated templates per cell. Even more recordings would be possible for RNA ticker tapes. The mammalian cell polymerizes at least 10^11 NTPs per 16-hour cell cycle. Therefore, ~1700 RNA tickertapes, each operating at 1 kHz, could be placed in a cell before generating a metabolic impact equal to that of the cell’s baseline transcription rate. While these comparisons to baseline physiological levels are reasonable guide-
lines, it is likely that a neuron can support higher metabolic loads associated with larger numbers of templates. The maximal rate of neuronal aerobic respiration is \( \sim 5 \text{ fmol of ATP minute} \) via oxidative respiration (see the section on bio-luminescence). Assuming \( \sim 1 \text{ ATP equivalent consumed per nucleotide incorporation} \), if neuronal metabolism were entirely dedicated to polymerization, it could support the incorporation of up to \( 6 \times 10^9 \) nucleotides per minute, or \( 10^5 \) simultaneously replicated DNA templates at 1 kHz.

**Power Dissipation**

Normal DNA and RNA synthesis do not produce problematic energy dissipation and molecular tickertapes will likewise not be highly dissipative, at least in the regime where nucleic acid polymerization rates do not exceed those associated with genome replication or transcription.

**Volume Displacement**

The nucleus of a neuron occupies \( \sim 6\% \) of a neuron’s volume \( \left( \left(4 \ \mu\text{m}\right)^3 / \left(10 \ \mu\text{m}\right)^3 \right) \). Ticker tapes operating at 1 kHz with 10 000 simultaneously replicated templates could record for 300 seconds before the total length of DNA synthesized equals the human genome length. In the case of RNA polymerase II-based transcription, 2.75 h of recording by 10 000 recorders is required to reach the net transcript length in the cell. Therefore, with appropriate mechanisms to fold/pack the nucleic acids generated by molecular ticker tapes, they would not impose unreasonable requirements on cellular volume displacement over minutes to hours.

**Conclusions and Future Directions**

Molecular recording of neural activity has the advantages of inherent scalability, single-cell precision, and low energy and volume footprints. Making molecular recording work at temporal resolutions approaching 1 kHz, however, will require multiple new developments in synthetic biology, including
protein engineering to create a fast polymerase (> 1 kHz) that strongly couples proxies for neural activity to nucleotide incorporation probabilities. Synchronization mechanisms would likely be required to perform molecular recording at single-spike temporal resolution. An attractive potential payoff for molecular approaches to activity mapping is the prospect of seamlessly combining—within a single brain—the readout of activity patterns with the readout of structural connectome barcodes\textsuperscript{734,466}, transcriptional profiles\textsuperscript{396} (e.g., to determine cell type) or other (epi-)genetic signatures\textsuperscript{169} which are accessible via high-throughput nucleic acid sequencing.

3.4 Discussion

We have analyzed the physical constraints on scalable neural recording for selected modalities of measurement, data storage, data transmission and power harvesting. Each analysis is based on assumptions—about the brain, device physics, or system architecture—which may be violated. Understanding these assumptions can point towards strategies to work around them, and in some cases we have suggested possible directions for such workarounds. Even valid assumptions about natural brains may be subject to modification through synthetic biology or external perturbation. For example, methods for rapidly removing heat from the brain could work around our assumptions about its natural cooling capacity, supporting a range of highly dissipative recording modalities. Likewise, assumptions about the necessary bandwidth for data transmission could be relaxed if some information is stored locally and read out after the fact.

In some cases, theoretical extensions of our first-order analyses could reveal important insights. The power-bandwidth tradeoffs identified in section 4.4 for electromagnetic data transmission may place limits on the informational throughput of fMRI, for example, or a realistic simulation of heat fluxes in the brain could reveal the true limits of power dissipation. In many other cases, new experiments will be required to move beyond crude estimates of feasibility.
The analysis of physical limits illustrates challenges and opportunities for technology development. While the opportunities can only be touched upon here, and some directions have been treated elsewhere\textsuperscript{144,20,21}, we anticipate further analyses which could explore design spaces in detail. Here we briefly summarize a sampling of new directions suggested by our analysis.

**Electrical recording** The signal to noise ratio for a voltage sensing electrode imposes limits on the number of neurons per electrode from which signals can be detected and spike-sorted, likely requiring roughly one electrode per 100 neurons. To go beyond this, pure voltage sensing nodes could be augmented with the ability to directionally resolve distinct sources. For example, the 3D motion of a charged nanoparticle in an electric field, or of a dielectric nanoparticle in an electric field gradient, could be monitored at each recording site\textsuperscript{711}.

**Optical recording** While light scattering creates severe limitations on optical imaging, embedded optical microscopies could overcome these limits. Embedded optical imaging systems with high signal multiplexing capacity would be desirable, to minimize the required number and size of implanted optical probes.

One option might be to use time-of-flight information to multiplex many sensor readouts into a single optical fiber: this could potentially be realized using time-domain reflectometry techniques, commonly used to determine the positions of defects in optical fibers, coupled to neural activity sensors arranged along the fiber, which would modulate the fiber’s local absorption or backscatter\textsuperscript{711}. Time-domain reflectometry techniques have already reached 40 µm resolution\textsuperscript{86}.

Alternatively, novel fluorescent or bio-luminescent activity indicators could in principle relax the limits associated with light scattering, either by enabling efficient two-photon excitation at lower light dosages, or through all-infrared imaging schemes. Infrared bio-luminescence may be a particularly high-value target.
Delivery  For both embedded optical and electrical recording strategies, new delivery mechanisms will be needed to scale to whole mammalian brains. Many of the basic parameters for scalable delivery mechanisms are still unknown. For example, can a large number of ultra-thin nano-wire electrodes or optical fibers be delivered via the capillary network? Can cells such as macrophages engulf ultra-miniaturized microchips and transport them into brain tissue? Can the blood brain barrier be locally opened (e.g., using ultrasonic stimulation) to allow targeted delivery of recording probes?

Intrinsic signals  The ideal technique would not require exogenous contrast agents or genetically encoded indicators, instead relying on signals intrinsic to neurophysiology. Neurons exhibit few-nano-meter scale membrane displacements (e.g., in response to Maxwell stresses from large local electric field variations) during the action potential. These can be measured using optical interferometry, but in principle they could also be monitored acoustically (and related activity-associated membrane swellings have been directly observed by atomic force microscopy in cultured neurons). Sensors could be embedded in or around tissue to transduce the resulting acoustic vibrations into an electrical or optical readout. This could potentially allow recording at larger distances than the ~ 130 µm maximum recording radius for a voltage sensing node. Other intrinsic signals include changes in refractive index associated with neural activity, which will modulate the reflection and scattering of light. These intrinsic changes in optical properties can be measured with optical coherence tomography (OCT). Local metabolic and hemodynamic signatures are also detectable optically, such as hemoglobin oxygenation (e.g., via functional near-infrared spectroscopy) and the partial pressure of oxygen. For minimal invasiveness, diffuse optical tomography uses near-infrared light (600–950 nm), which passes sufficiently-readily through the skin and skull to allow imaging of hemodynamics in cortex, although currently with limited spatial and temporal resolution.
**Data transmission through diffusive media**  Unlike radio-frequency electromagnetics, infrared wavelengths may allow spatially multiplexed data transmissions from embedded recording devices, creating multiple independent channels by taking advantage of the stochasticity of light paths in strongly-scattering tissue. Alternatively, techniques are emerging to dynamically measure and invert the optical scattering matrix of a turbid medium, using pure-optical or hybrid techniques.

**Ultrasound**  Certain wavelengths of ultrasound exhibit potentially-favorable combinations of wavelength (spatial resolution), bandwidth (frequency) and attenuation compared to radio-frequency electromagnetics. Ultrasound could be used as a mechanism for powering and communicating with embedded local recording chips. Novel indicators would likely need to be developed to perform neural activity imaging using pure ultrasound. Hybrid techniques such as photo-acoustic or ultrasound-encoded optical microscopies are also of interest.

**Molecular recording**  For local recording, molecular recording devices could sidestep power constraints on embedded electronics, at the cost of increased engineering complexity. For molecular recording to become practical at temporal resolutions approaching the millisecond scale, sophisticated protein and viral engineering would likely be required to create a high-speed polymerase-based recorder operating in the neuronal cytoplasm. This would also necessitate molecular synchronization or time-stamping mechanisms to maintain phasing between multiple polymerases within a single cell, as well as between different cells.

On the other hand, molecular recording devices operating at slower timescales (e.g., seconds) could perhaps be engineered via more conservative combinations of known mechanisms, such as CREB-mediated signaling to the nucleus or nuclear-localized calcium sensing. In either case, the nucleic acid strands resulting from such molecular recorders could be space-stamped with cell-specific viral connectome barcodes for later readout by bulk sequencing. Alternatively, the ticker tapes could be
read within their anatomical contexts by in-situ sequencing, i.e., nucleic acid sequencing performed inside intact tissue.

**Combining static and dynamic datasets** Combining dynamic activity information with static structural or molecular information could allow these datasets to disambiguate one another. For example, a diversity of colors for fluorescent activity indicators (i.e., a form of BrainBow calcium imaging) could ease requirements on spatial separation of optical signals, and the color pattern across cells could be mapped post-mortem at single-cell resolution using in-situ microscopy. Generalizing further, in-situ sequencing enables the extraction of vast quantities of molecular data from fixed tissue, in effect allowing observations with a palette of \(4^N\) colors, where \(N\) is the length of the nucleic acid polymer. It may be possible to harness this exponential informational resource to enhance the readout of dynamic activity information as well, e.g., through molecular recording.

**MRI** Current MRI is limited by its reliance on intrinsic hemodynamic contrast mechanisms and on rapidly diffusing aqueous protons. Indicators coupling neural activity to spin relaxation rates are being developed to move beyond hemodynamic contrast. Novel excitation and detection schemes that could sensitize MRI to fast, local, intrinsically activity-dependent mechanisms (e.g., cell swelling, neuronal magnetic fields), while filtering out the slower BOLD response, are also of interest and should initially be tested in organisms or slice preparations lacking hemodynamic responses. Detailed computational models of neuronal currents within a tissue voxel (e.g., in the spirit of), and of the resulting mechanical and chemical changes, could be useful for evaluating potential new methods. In principle, MRI could also abandon the use of water protons as the signal sources, although this would pose significant implementation challenges.

**Readout methods** New signal processing frameworks such as compressive sensing could reduce bandwidth requirements and inspire new microscope designs exploiting computational imaging prin-
cipics43,677,349,537. Fast readout mechanisms390 applied to giga-pixel arrays (e.g., the 3.2 giga-pixel CCD camera planned for the Large Synoptic Survey Telescope, which will have \(\sim 1\) s readout time) might be adapted to large-scale electrical or optical recording methods. Linear photodiode arrays can achieve 70 kHz line readout rates8, and many such linear arrays could be read out in parallel. Optoelectronic methods that convert between time, space and frequency representations of signals231,234,235,233,427,663,232 could inspire designs for even faster readouts (e.g., \(\sim 10\) MHz frame rates have been demonstrated in brightfield imaging). Although these methods are not directly compatible with fluorescence measurements due to their use of spectral dispersion, related ideas (e.g., beat frequency multiplexing) may enable fluorescence microscopy at rates above that of CCD-based imaging155,173, limited ultimately by fluorescence lifetimes, while also exhibiting favorable properties with respect to scattering.

**Alternative modalities** X-ray imaging has been used on live cells478 and might find use in neural recording if suitable contrast agents could be devised. X-rays interact with electron shells via photoelectric absorption and Compton scattering and with band structure in materials. X-ray phosphors utilize substitutions in an ionic lattice to generate visible or UV light emission upon X-ray absorption309. In principle, some of these mechanisms could be engineered as neural activity sensors, e.g., in an absorption-contrast mode suitable for tomographic reconstruction388. While tissue damage due to ionizing radiation would ultimately be prohibitive (e.g., on a timescale of minutes711), very brief experiments might still be possible.

Likewise, electron spin resonance (ESR) operates at \(\sim 100 \times\) higher Larmor frequency compared to proton MRI, which improves polarizability of the spins. Due to Pauli exclusion, use of this technique requires an indicator with unpaired electrons. These can be found in nitrogen vacancy diamond nanocrystals390 (nano-diamonds), which are also sensitive to voltage169 and to magnetic fields248, and are amenable to optical control and fluorescent readout of the spin state (although the 2P cross-section of the \((N - V)^-\) center appears to be relatively low694).
Hybrid systems New mergers of input, sensing, and readout modalities can work around complex engineering constraints. Electrical or acoustic sensors could be used with optical\(^{166}\) (e.g., fiber) or ultrasonic readouts and power supplies. An MRI machine could interact with embedded electrical circuits powered by neural activity\(^{199}\). Linking electrical recording with embedded optical microscopies or other spatially-resolved methods could circumvent the limits of purely electrical spike sorting. Optical techniques such as holography or 4D light fields could generalize to ultrasound or microwave implementations. Consideration of analogies and synergies between fields suggests a combinatorial space of possibilities.

Our goal here has not been to pick winning technologies (which may not yet have been conceived), but to aid a multi-disciplinary community of researchers in analyzing the problem. The challenge of observing the real-time operation of entire mammalian brains requires a return to first principles, and a fundamental reconsideration of the architectures of neural recording systems. We hope that knowledge of the constraints governing scalable neural recording will enable the invention of entirely new, transformative approaches.

3.5 Supplemental: Detailed modeling of the extracellular spike

3.5.1 Modeling the extracellular potential from a firing neuron

To calculate the extracellular electric field gradients felt by the sensing particles, we began with a compartmental model\(^ {238}\) of the extracellular voltage from a firing neuron. We ran the model of\(^ {238}\) using cell d151 and parameter set B, at a fine grid spacing of 2 \(\mu\text{m}\), and computed the decay of the extracellular spike amplitude with radial distance from the soma. Figures ??–?? show the spatial pattern of decay of the extracellular potential in the vicinity of the dendritic tree. We fit the falloff profile near the soma to a monopole-like \((V(r) \approx 1/r)\) model, and the falloff profile far from the soma to a dipole-like
Figure 3.8: Calculated decay of extracellular potential from a compartmental neuron model \(^{228}\), as a function of radial distance from the soma (red). The black curve is the average potential at each radial distance. Monopole fit to local decay (green), dipole fit to far-away decay (blue) and exponential model (yellow). The monopole model works well near the soma, while the dipole model works well farther away from the soma. The exponential model appears to help capture the effects of proximity to local dendrites, since a perfectly-spherical soma would generate a perfect monopole model, while a current-conserving, elongated neuron would generate an approximate dipole model at large distances.

\((V(r) \approx 1/r^2)\) model. The resulting models take the forms

\[
V_{\text{mono}}(r) \approx \frac{2.65 \text{mV}}{r^2}
\]

and

\[
V_{\text{dip}}(r) \approx \frac{146 \text{mV}}{r^2}
\]

where \(r\) is measured in microns. We also compared an exponential model (yellow)

\[
V_{\text{exp}}(r) \approx 1 \text{mV} \cdot \exp\left(-\frac{r}{28 \mu\text{m}}\right)
\]

for the falloff. The full falloff pattern in a 2D plane is shown in Figure 3.11.
Figure 3.9: Zoom-in on calculated decay of extracellular potential from a compartmental neuron model, as a function of radial distance from the soma. Monopole fit to local decay (green), dipole fit to far-away decay (blue) and exponential model (yellow). The monopole model overshoots the data at large distances, while the dipole model accurately captures the shape of the long-distance falloff.
Figure 3.10: Log-log plot illustrating the transition between the monopole and dipole falloff regimes of the extracellular potential from a spike. The falloff is monopole-like below $\sim 45 \, \mu m$ radius (green) and dipole or multipole-like above $\sim 60 \, \mu m$ radius (blue).

3.5.2 Calculating the Electric Field Gradient

Assuming a purely radial electric field, the field strengths in the three models (see Figure 3.12) are given by

\begin{align*}
E_{\text{mono}}(r) &\approx \frac{-2.65}{r^2} \text{mV/}\mu \text{m} \\
E_{\text{dip}}(r) &\approx \frac{292}{r^3} \text{mV/}\mu \text{m} \\
E_{\text{exp}}(r) &\approx \frac{-1 \text{ mV}}{28 \, \mu \text{m}} \cdot \exp\left(-\frac{r}{28 \, \mu \text{m}}\right)
\end{align*}

so that

\begin{align*}
\frac{dE_{\text{mono}}}{dr}(r) &\approx \frac{5.3}{r^3} \text{mV/}\mu \text{m}^2
\end{align*}
Figure 3.11: Extracellular action potential amplitudes and shapes on a 2 µm grid of width 130 µm × 130 µm, from the cell d151, assuming uniform extracellular conductivity of 0.3 Siemens / meter (red). Model generated using Matlab and NEURON software and cell model from [238].
\[
\frac{dE_{\text{dir}}}{dr}(r) \approx \frac{876}{r^4} \text{mV/} \mu \text{m}^2
\]

\[
\frac{dE_{\text{exp}}}{dr}(r) \approx \frac{1 \text{ mV}}{(28 \mu \text{m})^2} \cdot \exp\left(-\frac{r}{28 \mu \text{m}}\right)
\]

are the corresponding electric field gradients. Thus, at reasonable sensing distances (e.g., 20–100 µm) from the soma, we can expect fields of order 1–10 µV/µm and field gradients on the order of 0.1–1 µV/µm².

3.6 Supplemental: Prospects for Fiber-optic Multiplexing

In later chapters, we present a detailed study of the molecular recording approach, but for now we briefly consider an example of a potential “hybrid” optoelectronic architecture for performing whole-brain activity mapping. With Lowell Wood and colleagues, we contemplated laying optical fibers bearing periodically spaced activity sensors throughout the entirety of a mammalian brain, and continuously monitoring signals elicited from these sensors by using time-delay reflectometry of optical pulses sent along the fibers. The idea is to sense neuronal activations electrically, acoustically or magnetically from a short standoff (maximizing SNR and removing a need for genetic manipulation), but to probe the apparatus optically (maximizing bandwidth). Optical fibers are used to contain optical probe pulses, such that photons largely remain inside the fibers and do not enter the brain tissue itself, minimizing tissue heating.

3.6.1 Thin Optical Fibers as Volume-Efficient, Low-Loss Conduits for Signal Transmission from the Brain

The fibers under consideration would be high-index-glass optical fibers of < 1 µm diameter (i.e., “photonic nanowires”)
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with unusually thin metal jackets on the order of ~10–100 nm. Ultra-thin fibers with lengths of at least 1 cm and diameters as small as 100 nm can be fabricated by tapering of commerci-
Figure 3.12: Decay of the electric field magnitude (top) and field gradient (bottom) with radial distance from the soma, for the monopole (green), dipole (blue) and exponential (yellow) falloff models.
cial optical fibers. Blue light (450–500 nm) probe pulses of sub-picosecond durations (e.g., 0.1–0.2 ps) would be repeatedly sent through each fiber via a pulsed laser.

Due to the thin jacket, these fibers are lossy by telecommunications standards: over short distances (~1 cm), however, these losses are negligible. The losses arise from evanescent wave leakages out the fiber walls: the non-propagating, evanescent optical field extends out from the fiber by a distance on the order of a fraction of the wavelength (i.e., 100–200 nm for blue light).

3.6.2 Local neural activity sensors

In order to probe neural activity with ~10 µm spatial resolution, we would need to attach ~1000 local activity sensors along the ~1 cm length of each fiber. These sensors would each locally modulate the optical transmission, reflection or loss properties of the fiber. The sensors would themselves be 1–10 µm in size. They could, for example, be fabricated lithographically and attached at defined positions along the fiber using a pick-and-place robot. The sensors could respond to either of two intrinsic signals from the action potential: electrical potential or mechanical displacement. Figure ?? tabulates a selection of possible sensing mechanisms, which are discussed in detail below.

3.6.3 Interaction with the evanescent field

A sensor-element external to the fiber could modulate the fiber’s transmission properties by interacting with the evanescent fields leaking out radially from the fiber’s walls. Prior work used micro-mechanical cantilevers to modulate the evanescent wave scattering from a fiber, leading to an optical sensor of the cantilever displacement: in this study, a 1 mm long tapered fiber with 1 µm outer diameter (and mechanical stiffness 1 mN/m = 1 pN/nm) was able to detect cantilever displacements on the scale of tens of picometers.
Figure 3.13: Selected options for coupling neural of activity measurements into a time-resolved reflectometric readout via interaction with the evanescent field from an optical fiber. A) Electric field gradient sensing dielectric nanoparticle. B) Electric field gradient sensing dielectric nanoparticle with metal nanowires for field focusing. C) Electric field gradient sensing dielectric strips. D) Acoustic vibration-sensing nanoparticle. E) Dyes with absorption contrast, e.g., sensitive to electric or magnetic fields. F) Fluorescent dyes.
3.6.4 Multiplexed sensor readout

The total number of required fibers would be on the order of \((1 \text{ cm}/100 \mu\text{m})^3 \approx 10000\) and each such fiber would bear 1000 sensors. Thus we would have 10M sensors to read out 75M mouse neurons, which appears feasible from the perspective of electrical spike sorting. This readout would need to occur at a rate of 10 kHz. We thus require a highly parallelized readout and digitization scheme that would enable real-time digital storage of this data.

Time-delay reflectometry measurements of activity sensors

Time-delay reflectometry (TDR) involves sending laser pulses down each fiber and measuring their return-times, due to reflection off of “defects” in the fiber: \(100 \mu\text{m}/(\text{speed of light}) = 0.3 \text{ ps}\), which sets the temporal width of the required optical pulses. TDR measurements using pulsed lasers have already achieved a spatial resolution of \(< 20 \mu\text{m}\)\textsuperscript{104,186}.

The displacement of each of the \(~1000\) such sensor-modules deployed along the \(~1\) cm active length of the fiber-in-capillary, would be read-out by a probing optical pulse every few dozen microseconds, whose variable return waveform would encode the position of each of the sensing crystals relative to the fiber’s axis.

Alternatively, fiber Bragg grating sensors\textsuperscript{152,704,776} with different wavelength tunings at different sensing positions could lead to a spectrally-resolved readout. Other reflectometric techniques such as optical low-coherence reflectometry have reached micron spatial resolutions\textsuperscript{140}.

3.6.5 Compatibility with engineering constraints

We briefly remark here on the compatibility of this architecture with the basic constraints outlined in \textsuperscript{154}: < 50 mW power dissipation, < 1% volume displacement and the ability to sample all neurons at > 1 kHz rates.
Energy dissipation Assume that a probing optical pulse of ten million blue light photons is launched into each of 10000 fibers every microsecond. This corresponds to $10000 \times (10^7 \text{ photons per µs}) \times (\text{Planck's constant}) \times (\text{speed of light})/500 \text{ nm} = 40 \text{ mW}$, which is within the $\sim 50 \text{ mW}$ bound. In any case, only a fraction of this energy would be dissipated in brain tissue (most would be reflected inside the fiber).

Sampling rate If pulses are repeated every microsecond, the system could average over 100 pulses per frame and still sample at 10 kHz rates.

Volume displacement With 10000 fibers, each 1 um in radius and 1 cm long, we have a volume displacement of 0.3 mm$^3$ which is less than 0.1% of the 420 mm$^3$ mouse brain volume. Furthermore, this system could conceivably be deployed via the micro-vasculature with no brain tissue volume displacement whatsoever. The fraction of brain grey matter taken up by capillaries is roughly 1%.

3.6.6 Electric field sensing

Electric field gradient sensing dielectric particles

To implement electric field sensing in this approach, the fiber jacket could be thinned at defined locations. At these locations, a dielectric nanoparticle could be attached via an elastomeric “glue”. Then, the nanometer-scale motions of the dielectric particle in the extracellular electric field gradient from a firing neuron would re-position the particle with respect to the fiber axis, modulating its degree of interaction with the evanescent optical field. The interaction with the evanescent field would, in turn, modulate the probability of backscatter at this location by the optical pulse traveling along the fiber.

A set of these sensors could, for example, be deployed in helical symmetry about the fiber-optic line, with a pitch of $\sim 10 \text{ µm}$ and a period of $\sim 60 \text{ µm}$. The axially-dependent depth-of-modulation of the fiber’s optical transmission properties – induced by the nanometric-scale differential motions of
the nanoparticles relative to the fiber's axis, under the action of the time-varying electric field gradient from the proximate neurons – would then encode not only the distance to but also the direction of the depolarizing neuron.

**Calculating the dielectrophoretic force** The force on a dielectric particle in an electric field gradient is

\[
F_{\text{dielectrophoretic}} = 4\pi \cdot r^3 \cdot \varepsilon_{\text{sol}} \cdot K \cdot \frac{d||E||^2}{dr} \approx 8\pi \cdot r^3 \cdot \varepsilon_{\text{sol}} \cdot K \cdot E \cdot \frac{dE}{dr}
\]

where \(r\) is the particle radius, \(\varepsilon_{\text{sol}}\) is the dielectric constant (permittivity) of the surrounding medium and \(K\) is the Clausius-Mosotti factor, which approaches \(K = 1\) for particles with dielectric constants much greater than that of the surrounding solution. We will assume that \(K = 1\), i.e., that we are using particles with high dielectric constant.

Some studies assume a value for the permittivity of brain tissue similar to that of water, i.e., \(\varepsilon_{\text{sol}} \approx 80 \cdot \varepsilon_0 \approx 8 \times 10^{-10} \text{ F/m}\), or slightly lower, i.e., \(\varepsilon_{\text{sol}} \approx 10 \cdot \varepsilon_0 \approx 10^{-10} \text{ F/m}\), where \(\varepsilon_0 \approx 10^{-11} \text{ F/m}\) is the permittivity of free space. On the other hand, measurements in the 10 Hz frequency range reported relative permittivities as high as \(10^7\), or \(10^5\) at 1 kHz, and these values have been used in some subsequent studies. It has been suggested that this anomalously-high apparent permittivity at low frequencies may be due to the cable properties of local dendrites. We believe that it is very unlikely, however, that the effective microscale permittivity value anywhere inside a biological

---

\(^*\)Barium strontium titanate (BaSrTiO₄) is a ferroelectric material above its Curie temperature, exhibiting a spontaneous electric polarization in the absence of an applied field. Below the Curie temperature, ferroelectric materials undergo a structural change to become paraelectric, and just below the Curie Temp, the dielectric constant (polarizability) becomes large. Importantly, in BaSrTiO₄, the Ba:Sr ratio can be adjusted to set the Curie temperature just above the working temperature (e.g., 37°C in a physiological experiment). At this setting, BaSrTiO₄ exhibits a dielectric constant much greater than that of the surrounding solution. Each of the electric field gradient sensors may thus be a metal-jacketed BaSrTiO₄ crystal, doped to have its Curie temperature just above the cerebral temperature. The high dielectric constant of the nanocrystal then allows for comparatively large dielectrophoretic forces in the E-field gradient from the firing neuron.
organism – i.e., the permittivity value which enters into the calculation of the dielectrophoretic force – would be many orders of magnitude higher than that of water. We thus use $\varepsilon_{\text{sol}} \approx 10^{2} \approx 10^{-9} \text{F/m}$, only slightly higher than that of water, in what follows.

Using $r = 170 \text{ nm}$ particle radius, our expressions for the electric fields then give dielectrophoretic forces on the order of $F_{\text{dielectrophoretic}} \approx 10^{-11} - 10^{-9} \text{pN}$ for distances on the order of $50 - 100 \mu\text{m}$ from the neuron soma. These forces will last roughly $1 \text{ ms}$ or less.

**Comparison with thermal forces** For comparison, a force sufficient to overcome thermal fluctuations over $1 \text{ nm}$ displacements must satisfy

$$F \cdot 1 \text{ nm} > kT_{\text{room}} \approx 4 \times 10^{-21} \text{ J}$$

or in other words, $F > 4 \text{ pN}$. Over $100 \text{ nm}$ displacements, we require $F > 0.04 \text{ pN}$ forces to overcome thermal noise. Therefore, the endogenous electric field gradients are grossly too small to exert forces on individual sub-micron dielectric nanoparticles that would be detectable above the thermal noise. We therefore require strategies to either a) enhance the dielectrophoretic force, or b) suppress thermal noise. We consider these options in turn below.

**Electric field focusing**

To increase the dielectrophoretic force, one strategy would be to increase the local electric field gradient applied across the nanoparticle. For example, it would be possible to “harvest” the line-integrated electric field over much larger distances, and then to “focus” this integrated field across a smaller distance (e.g., across the $100 \text{ nm}$ nanoparticle). This means that the local voltage swing of $\sim 1 \text{ mV}$ could be applied over a $\sim 100 \text{ nm}$ scale distance, rather than over the natural $10 - 100 \mu\text{m}$ decay distance.

This could be achieved with long, thin (albeit not ‘quantum wire’) strands of metal, acting as
‘antennae’, in order to focus the ambient neural electric fields down to the sensor-stations. These strands would be most naturally deployed on the outside of the fiber-optic lines: we contemplate 100 nm × 100 nm coaxial cross-sections of e.g., Au metal (possibly overcoated with a thin dielectric-insulating layer). These could be applied with lithographic means, but could perhaps also be subtractively defined by coaxial ion-milling of an initially-uniformly-applied metallic overcoating of the optical fiber.

Thus, let’s assume that 1 mV is “focused down” by the nanowires to a ~ 100 nm separation across our dielectric nanoparticle, leading to an electric field strength of $E = \frac{dV}{dr} = 1 \text{ mV}/100 \text{ nm}$ inside the particle and an electric field gradient of $\frac{dE}{dr} = \frac{d^2V}{dr^2} = 1 \text{ mV}/(100 \text{ nm})^2$. The same formula for the dielectrophoretic force, above, then gives $F_{\text{dielectrophoretic, field-focusing}} \approx 0.02 \text{ pN}$, which is still not sufficient to overcome thermal noise. We thus turn to an alternate strategy for enhancing the SNR relative to thermal fluctuations.

**Electric field gradient sensing dielectric strips**

We have determined above that small dielectric nano-particles are highly sensitive to thermal noise, leading to a SNR limitation. This may be partially overcome by electric field focusing, but it would be more desirable to use an inherently noise-robust architecture. Thus, instead of a single tiny ‘dot’, one should employ a continuous, relatively ‘fat’ helical ‘stripe’ of dielectric, wound around the outer surface of the fiber with e.g. ~60 µm pitch – e.g., with a stripe-width and stripe-thickness each of < 1 µm thickness. There is then ~10–20 µm of such stripe coherently ‘flexing’ in the fiber’s evanescent field – which happens to nearly coincide with the demonstrated resolution of optical time-domain reflectometry.

This coherent distortion of the optical waveguide leads to an improvement in the signal-to-noise ratio: this is because actually-interfering noise sources now are required to be coherent over distances of dozens of microns and thus will have comparatively modest amplitudes. As a first-order estimate,
we can consider each 20 µm segment of the dielectric helix to move as a single, rigid particle under the endogenous electric field gradient. The force is then equivalent to that which would be obtained by scaling one of the dimensions of our dielectric particle, above, from roughly 200 nm to roughly 20 µm, i.e., a factor of 100 improvement. Unfortunately, this is still not sufficient to bring the applied forces reliably above the level of thermal fluctuations.

**Conclusions on electric field gradient sensing**

A continuous helical pattern of micron-thick Curie-doped BaSrTiO4 crystal may allow cancellation of thermal noise due to its extended length, while simultaneously maximizing the harvesting of the local electric field gradient forces. Metal jacketing could enhance the interaction of these sensing strips with the evanescent field of the optical fiber probe, and patterning of metal structures around the fiber could support electric field focusing and plasmonic resonance effects, increasing the achievable modulation of the fiber's optical transmission properties. Due to the extremely weak fields emanating from the firing neuron, a combination of these methods would likely be necessary to achieve sufficient signal to noise ratio.

**3.6.7 Acoustic sensing**

During the action potential, neuronal membranes displace by a few nanometers, corresponding to a brief ~1 kHz acoustic vibration. This displacement will propagate through the tissue to reach a sensor module, with the propagation occurring at roughly the speed of sound in water: ~1 500 m/s. These nanometer displacements are large compared to the picometer displacements to which the bony structures of the middle ear routinely respond usefully – and their attenuation over 1 cm distances in brain tissue is negligible. Therefore, detection means very modest compared to cochlear ones should suffice to sense them. Furthermore, arrays of such detectors can in principle phase-difference in order
to position-locate signal sources to high angular (and, with enough detectors, also range) accuracy – again, just as pairs of cochlea do, in human audition. Disambiguation of signals from distinct sources should be quite feasible with high-rate, high-precision readouts from acoustic sensors.

Similar to the above scheme for electric field sensing, a micro-lever placed close to the fiber would scatter evanescent optical waves in a manner sensitively dependent on the fiber-cantilever distance, as in 49 above, thereby acting as a vibration sensor. The micro-lever could consist of a heavy-metal nanoparticle attached to the jacket-thinned fiber via an elastomeric glue. The differential motion of the heavy-metal nanoparticle relative to the fiber in an acoustic vibration field would then modulate the evanescent field scattering.

**Acoustic sensing particles**

We can perform an order-of-magnitude estimate of the sensitivity of such a system. The membrane velocity is \( v = \sim 5 \text{ nm/ms} = 5 \mu\text{m/s} \) leading to a pressure \( p = Zv \approx 1-10 \text{ Pa} \) where \( Z = 1.6 \times 10^6 \text{ kg/s/m}^2 \) is the acoustic impedance of brain tissue. The acoustic power density is then \( p \cdot v = 5 \mu\text{W/m}^2 \).

Assuming that the neural soma undergoing vibration has area \((10 \mu\text{m})^2\), the neuron radiates \( 5 \times 10^{-16} \text{ W} \) of acoustic power during an action potential. The total energy radiated per AP is thus \( 5 \times 10^{-16} \text{ W} \times 2 \text{ ms} = 10^{-18} \text{ J} = 200 \text{ kT} \).

The ultrasound attenuation in brain tissue is roughly 0.5 dB/cm MHz, which we’ll assume is negligible here, i.e., at kHz frequencies. During the 2 ms action potential, we thus have at most \( 10^{-20} \text{ J} \) delivered to our \( 1 \mu\text{m}^2 \) transducer, whereas \( kT = 4 \times 10^{-21} \text{ J} \). A tentative conclusion from this is that acoustic sensing is difficult for a sensor particle with sub-micron sensor cross-section.
Acoustic sensing strips

Similar to the argument above for dielectric particles vs. dielectric strips, it is likely that a continuous strip of deforming material would be preferable to small, isolated particles. As in the electric field sensing case, transforming to a strip geometry increases the effective volume of the sensor particle by a factor of roughly 100: this may be sufficient to capture as much as $10^{-18}$ J per action potential, as compared to $kT = 4 \times 10^{-21}$ J.

3.6.8 Alternative sensing modalities

Field sensing vs. voltage sensing

While many voltage-sensing dyes exist, these always operate on a voltage differential, e.g., across a membrane: voltage itself is not physically meaningful, only voltage differences. Hence our use of field-gradient-sensing nanoparticles, above, rather than “voltage sensors”. Measuring voltage differences requires a ground reference, as in conventional extracellular electrical recording. Without sampling over large distances (e.g., with electric field-focusing nanowires), there is no way to obtain such a ground reference in the fiber OTDR setup. Thus, in the below, we assume that the sensing particles/dyes are sensitive to electric or magnetic fields, or to propagating acoustic waves, rather than the extracellular potential per se.

Fluorescent dyes

Unfortunately, the 0.1–1 ns fluorescence lifetimes of typical fluorescent dyes imply that fluorescence resulting from evanescent wave excitation of fluorescent indicators by the optical probe pulses is not an option in an OTDR scenario, since the corresponding spatial uncertainty is at least speed of light * 0.1 ns = 3 cm, which is larger than the entire mouse brain. There may exist plasmonic or stimulated
emission strategies which could dramatically decrease the fluorescence lifetime. An example of such an effect has been shown for NV diamond, although the lifetimes are still too long.\textsuperscript{573}

**Absorption dyes**

On the other hand, absorption is instantaneous, so neural activity sensors which modulate the absorption probability of a probe-pulse would be conceivable. Absorption measurements in OTDR appear as a drop in the reflected signal power at distances beyond the position of an absorber, so absorption can be spatially resolved.\textsuperscript{573, 645} On the other hand, absorption-based measurements dissipate much more power in the tissue.

In particular, optical absorption measurements on nitrogen vacancy nano-diamonds, attached to the fiber inside its evanescent field, could perhaps measure the local magnetic fields produced by neuronal currents.\textsuperscript{248} While these systems are typically operated in a fluorescence-detected NMR mode, absorption-based detection would also be possible.\textsuperscript{14} A preliminary demonstration of optically-detected magnetic resonance from an NV diamond nanocrystal has been implemented in a tapered optical fiber system.\textsuperscript{409}

**Prior work**  We expect a local neuronal magnetic field strength of $\sim 0.1$ nT at $\sim 10\, \mu$m sensor standoff. Current NV diamond magnetometer systems (using ensembles of NV centers) have achieved sensitivities of $nT/Hz^{1/2}$,\textsuperscript{654} i.e., 100 nT over a 10 kHz bandwidth, but it has been suggested that sensitivities could reach $fT/Hz^{1/2}$,\textsuperscript{212} i.e., sub-pico-tesla over 10 kHz bandwidth. Individual NV diamond spins have achieved few-nano-tesla sensitivity for kHz-frequency AC fields at room temperature, but required tens of seconds of averaging to do so.\textsuperscript{654} The demonstrated electric field sensitivity of individual NV diamond spins is much lower, at roughly $100\, V/cm/Hz^{1/2}$,\textsuperscript{148} orders of magnitude too small to detect 1–10 $\mu$V/$\mu$m fields at kHz bandwidths.
The ultimate detection limit for a spin-based magnetometer with spin density \( n \) in volume \( V \), due to quantum fluctuations, is \(^{14}\)

\[
\delta B_q \approx \frac{1}{\gamma} \frac{1}{\sqrt{nVt_mT_2^*}}
\]

where \( \gamma = 1.76 \times 10^{11} \text{s}^{-1} \text{T}^{-1} \) is the gyromagnetic ratio of the nitrogen vacancy center, \( t_m \) is the measurement duration and \( T_2^* \) is the dephasing time.

The system of\(^{14}\) reported \( T_2^* = 0.15 \mu\text{s} \) at room temperature. Optimistically, we can imagine extending the dephasing time to \( T_2^* \approx 1 \text{ ms} \) (e.g., for isotopically enriched ultra-pure diamond samples\(^{627}\)). Then for \( n = \sim 1 \times 10^{18} \text{ cm}^{-3} \) (there are roughly \( 10^{23} \) carbon atoms per cubic centimeter of diamond, so that this corresponds to a defect density of 10 ppm) and \( t_m = 1 \text{ ms} \) (i.e., 1 kHz bandwidth), we have \( \delta B_q \approx 1.3 \times 10^{-10} \text{T} \) for \( T_2^* = 0.15 \mu\text{s} \) and \( \delta B_q \approx 1.6 \times 10^{-12} \text{T} \) for \( T_2^* = 1 \text{ ms} \), where we have assumed a continuous 200 nm thick shell around the 1 um diameter fiber, extending over a distance of 20 um, and with volume \( V = 2 \times \pi \times 500 \text{ nm} \times 200 \text{ nm} \times 20 \mu\text{m} \).

Thus, at the quantum limit, ensemble nitrogen vacancy diamond absorption sensors, packed densely on the outside of the fiber, could exhibit more-than-sufficient magnetic field sensitivity to detect neuronal magnetic fields from a distance of tens of microns. Current NV spin magnetometers, however, exhibit 2-3 of magnitude higher detection limit even at a reduced temperature of 75K\(^{14}\), which would likely bring neuronal magnetic fields to the threshold of detectability.

Increasing the density above 15 ppm in diamond of natural isotopic abundance causes increased decoherence due to spin-spin coupling – within the NV spin bath and via coupling of NV centers to spin-1/2 carbon-13 impurities (at roughly 1% natural isotopic abundance) – and thus no net benefit to sensitivity\(^{13}\). Thus, without isotopically pure diamond, the spin density is saturated in the above calculation. Thus, the available options appear to be to increase the total volume of NV-doped diamond around the fiber, or to use isotopically pure diamond. It may also be of interest to explore other spins,
such as color centers in doped silicon carbide\textsuperscript{364}.

3.6.9 **Modulation of fiber transmission properties through evanescent field interactions**

The evanescent field around an optical fiber takes the form $E(r) = E_0 \exp(-r/d_p)$ where $r$ is the radial distance from the fiber wall and $d_p \approx \lambda/3$ is the penetration depth, although the exact penetration depth is highly dependent on the geometry of the fiber and the thickness of the fiber wall (by using a very thin metal cladding, one could create as much field leakage from the fiber as desired). Thus, for a first order model, we use $d_p \approx 200 \text{ nm}$.

If the sensor-particle or sensor-stripe was displaced by 10 nm, we could expect a change on the order of a few percent in integrated evanescent electric field contained \textit{inside} the particle or strip:

\[
\int_{10}^{120} e^{-x/100} \, dx / \int_{20}^{120} e^{-x/200} \, dx \approx 1.05,
\]

for example. Whereas the 0.01 dB detection sensitivity of OTDR corresponds to a fraction of a percent change in the reflection coefficient at a sensor site: 0.01 dB $= 10^{-0.01} = 1.0023$ for example.

The metal jacket of the sensor-particle or sensor-stripe is intended to maximize interaction with the evanescent field of the fiber. Indeed, lithographic resolutions have improved so drastically over the past several years that this metal jacket could be patterned so as to support plasmonic resonances, which could increase the interaction strength with the fiber’s evanescent fields by another factor of $Q$ (of the order of 10-20, for high-quality optical-plasmonic metals such as Ag in such geometries), if necessary.
3.6.10 Delivery and source localization

Sequential delivery to the capillary bed

According to textbook neuroanatomy, every neuron is 20–100 µm away from a capillary. One recent study in mouse cortex found a mean distance between the center of a neural soma and the nearest micro-vessel of \( \approx 15 \mu m \) \(^{662}\). It has previously been suggested that a network of nanoscale electrical wires (e.g., conductive polymer nanowires, insulated except at their tips) could be deployed in the capillary bed, in principle permitting a highly scalable and minimally invasive brain interface \(^{412}\). In the case of the optical fiber sensors discussed above, delivery might be performed simply by “playing out (fiber-optic) lines” into the arterial side of cerebral blood-flow, and letting them drift into the capillary bed under the influence of viscous drag. In principle, a scheme can be imagined wherein, if light leaking from an already-deployed line is sensed by the line currently being deployed, it could be auto-withdrawn by a short distance and allowed to stochastically seek an alternative route, i.e., one involving a capillary that is not already occupied (although it should be noted that the vascular network contains many loops \(^{61}\)).

It has yet to be determined whether embedding sub-micron fibers of any kind deep into the capillary network would cause stroke \(^{602}\), excessive clotting or other damage (e.g., platelet adhesion due to turbulence, activation of the coagulation and complement systems). These concerns are heightened because the minimal capillary diameter in mouse vibrissa primary sensor cortex can be as small as \( \sim 2.5–4 \mu m \), although with an average of \( \sim 4–6 \mu m \) \(^{67}\). There might also need to be a biocompatible coating on the fiber to prevent blood clotting or other effects.

Delivery to the brain parenchyma via biodegradable supports

Another option would be to push the fiber-probes directly into brain tissue, much as is currently done for multi-electrode arrays. Because the fibers are deliberately thin (to maximize evanescent field
3.6.11 **Multiplexed fiber optic stimulation**

Similar structures could be used for high-bandwidth brain stimulation. For potential application to deep brain stimulators, a slender catheter bearing one-or-more fiber-optic lines could be thread via the vasculature from the wrist up into locales of choice in the cerebrum. These lines could be used to deliver optical pulses of arbitrary ‘formats’ to micro-photodiodes in the vicinity of the tips of each fiber (or along their lengths, for multiplexing) which in turn could source current, upon demand into the walls of immediately-adjacent vasculature – with the other electrical end of the photodiodes being slender wires embedded in insulated segments of the fiber-optic line’s jacket – which can sink the sourced current at locations-of-choice ‘elsewhere.’ A sketch of this system is shown in Figure 3.14.

One standard method for common-mode use of a single fiber to realize multiple channels is frequency/wavelength multiplexing. For neural stimulation, this would involve using a multi-layer dielectric filter over each of potentially dozens of photodiodes suspended on a single fiber-optic line.
This arrangement would be wasteful of optical power but efficient from the standpoint of mass and volume – which is likely the system-level optimum for the intra-vasculature situation.
Without digital storage, you can’t have life. With digital storage, you don’t exactly have a rock any more.

John Walker

Molecular Recording: Experimental Progress

Traditional approaches to signal recording rely on electromagnetic radiation or electronic hardware to couple the signals of interest to an external data storage device. These approaches become cumbersome, however, when signals reside deep within complex tissues, as is the case in func-
tional neural connectomics, where simultaneously accessing millions of neurons is currently not feasible\textsuperscript{688,91}. In contrast, molecular approaches to information transfer are by nature ubiquitous, massively parallel, and inexpensive. We have recently proposed that information could be recorded onto DNA\textsuperscript{171,123}, arguably the most robust molecular information storage mechanism in nature. Recording systems based on DNA can leverage scientific and industrial interest in technologies for manipulating and sequencing nucleic acids, as well as advances in protein design.

A DNA polymerase could be repurposed as a nano-scale recording device, bypassing many of the hurdles of sensing technologies by locally measuring and storing information rather than requiring it to be rapidly transmitted, digitized and stored elsewhere. In a simple encoding scheme, an environmental signal of interest is coupled to the base misincorporation rate of the DNA polymerase (Figure 4.1A). Then, as the polymerase copies a known DNA template, the level of misincorporations produced in the copied strand will represent the amplitude of the environmental signal present. If the environmental signal varies over time, those changes could in principle also be reflected by changes in the misincorporation rate over time, enabling the DNA data storage idea to be extended to the time domain.

DNA polymerases are complex biochemical machines\textsuperscript{92}. To establish them as molecular recording devices, it is necessary to quantify how environmental variables affect their copying fidelity. Of central importance is the transfer function associated with a particular DNAP, which maps the amplitude of the environmental signal to the misincorporation rate of the DNA sequence data. This transfer function is not only shaped by the biochemical properties of the polymerase, but also by other aspects of the experimental setup; it reflects the entire sensing pathway from environmental variable to filtered and processed sequence data. Therefore, the design of DNA recording devices requires the identification of any uncontrolled variables (such as local sequence context or secondary structure of the source template) that could alter the shape of this transfer function.

Cation concentrations are logical choices as the input signals for a DNA recording device because
they are affected by many physiological variables, and some are known to modify DNAP fidelity. Ca\(^{2+}\), for example, is involved in many signaling pathways, including neurotransmission and immune activation, and can also be modulated by external stimuli. Mg\(^{2+}\) and Mn\(^{2+}\) concentrations have been shown to strongly modulate DNAP misincorporation rate. Quantifying the transfer function between cation concentration and DNAP fidelity is a useful step towards elucidating the principles of a DNA recording device.

There are a large number of known DNAPs with varying properties that impact their usability as recording devices. A DNAP appropriate for DNA recording of environmental signals should ideally have a wide dynamic range of misincorporation rates and be active at mesophilic temperatures. Dpo4 (Sulfolobus solfataricus) is a member of the Y-family of polymerases, which are implicated in translesion bypass and somatic hypermutation and have high misincorporation rates. Klenow exo- is the D355A, E357A mutant of the Klenow Fragment of the E. coli DNAPolymerase I, which lacks 3'-5' proofreading activity, and, unlike most commercially available DNAPs, is compatible with the 37°C extension temperature used for the Y-family enzymes. These two DNAPs seem particularly interesting in the context of recording device development.

Here we have developed a strand-specific deep sequencing method to measure the transfer function between divalent cation concentration and polymerase misincorporation rate in a highly multiplexed format. We performed barcoded, error-prone primer extensions using Dpo4 and Klenow exo-, at varying cation concentrations, and analyzed the products by deep sequencing. Analysis of the measured transfer functions reveals strong cation, template base, and sequence-context dependent effects on the misincorporation rate, which differ dramatically between the polymerases, and resolves the bulk misincorporation rate into its underlying transition probabilities. Our method for quantifying DNAP transfer functions will facilitate the development of engineered molecular recording devices that utilize DNA as a storage medium.
Figure 4.1: DNA polymerase (DNAP) as a molecular signal recorder. (A) Overview of a strategy for using DNA polymerases as signal recording devices. Signals (top) are coupled to intracellular or extracellular cation concentration through direct or indirect modulation of an ion channel activity. Cation concentration is in turn coupled to DNA polymerase fidelity on a known template according to a known transfer function (orange curve), generating a DNA recording, in which data is represented by the density of misincorporated bases, and which can be read by DNA sequencing (bottom). (B) Modulation of Taq polymerase by Ca$^{2+}$ concentration, measured by a traditional blue-white colony counting assay. (C) Biochemical steps of the multiplex deep sequencing assay for measuring the transfer functions of error-prone DNAPs.
4.1 Results

To verify that physiologically relevant ions, such as Ca\(^{2+}\), can in principle modulate DNAP fidelity, we checked the Ca\(^{2+}\) dependence of the fidelity of Taq DNAP using a lacIq-based PCR fidelity assay (Figure 4.1B). We constructed a derivative of pUC19 containing the lacIq repressor allele and the partial gene encoding for the colorimetric enzyme beta-galactosidase (lacZ\(\alpha\)). The plasmid was linearized, and PCR-amplified by Taq DNAP in buffers containing varying concentrations of Ca\(^{2+}\). Subsequently, the amplified DNA was circularized and transformed into an \(\alpha\)-complementing strain of E.coli. Replication by Taq DNAP introduces mutations in lacIq resulting in the de-repression of lacZ\(\alpha\), whose activity after complementation is detected on X-Gal indicator plates. The ratio of blue to white colonies can be used to calculate the bulk Taq error rate if the number of DNA duplications, and mutations yielding non-functional protein, are known. There are 349 single-base substitutions at 179 codons that will result in a blue phenotype in the lacI gene\(^{380}\). Our assay recapitulates previously reported error rates for Taq (2 \(\times\) 10\(^{-5}\) per bp\(^{46}\)) in the absence of added Ca\(^{2+}\), and demonstrates that increasing divalent cation concentration monotonically increased the bulk error rate.

While Ca\(^{2+}\) modulated Taq fidelity, Taq is unable to serve as a recording device, because it requires high temperatures for extension and has a low misincorporation rate (<0.015% per nt) across the physiological range of Ca\(^{2+}\) concentrations\(^ {138}\). We therefore focused our analysis on DNAPs that have high baseline misincorporation rates and operate at physiological temperatures.

4.1.1 Multiplexed Assay for Polymerase Misincorporation

To characterize DNAPs at varying cation concentrations, we developed a multiplexed primer extension assay with deep sequencing readout (Figure 4.1C). Barcoded primers were first annealed to a known DNA template, followed by primer extension by the error-prone polymerase. Using a 96-well plate format allowed simultaneous testing of many cation concentrations. Subsequently, all wells
were normalized to equal cation concentrations (salt correction) to eliminate ion-dependent bias in
downstream biochemical steps. To eliminate bias against error-rich primer extensions, a partial Illumina adapter was then ligated downstream. Ligated products were amplified via high-fidelity PCR
using primers that completed the Illumina adapter sequences. The template contained a dideoxy-C
3’ modification, preventing extension by the polymerase along the upstream primer. Consequently,
the template strand did not contain the primer-binding site for PCR amplification; only strands of
non-template origin were amplified, and therefore contained the full Illumina adaptors used for se-
quencing.

Diversity in the initial sequenced bases is required for proper cluster identification during Illumina
sequencing. We therefore positioned the 5-base barcodes indexing the 96-well plate wells such that
these barcodes comprised the first five bases sequenced. Following deep sequencing using the Illumina
MiSeq platform, individual reads were filtered in silico and compared with the template sequence
to quantify misincorporation rates as a function of ion concentration and base position along the
template (see Materials and Methods).

This method generated hundreds to thousands of reads per cation condition, some of which were
not full length (the result of abortive extensions and/or extensions containing base deletions). Dup-
licate plate wells with nominally equal cation concentrations and different barcode sequences were
analyzed independently and used to generate misincorporation rate estimates and errors (standard
error of duplicate means).

4.1.2 Measurement of the Mean Transfer Function between Cation Concentration and Misincorporation Rate

We observed misincorporation rates for each reaction condition by comparing filtered sequencing
reads with the known template sequence (Table S1). We first analyzed the cation dependence of Dpo4’s
mean misincorporation rate, and found it to be positively correlated with both Mg2+ and Mn2+ con-
centrations (Figure 4.3A-B, top). We found that Dpo4 acts as a Mn\(^{2+}\) sensor with a gain of 2\%/mM. Dpo4 also acts as a sensor with a gain of 0.01%/mM for Mg\(^{2+}\) (Table S1). Dpo4 is therefore a far better sensor for Mn\(^{2+}\) than Mg\(^{2+}\).

While the misincorporation rate for Klenow exo- is also positively correlated with Mn\(^{2+}\) (top of Figure 4.3C), it exhibits a weak negative correlation with Mg\(^{2+}\) (top of Figure 4.3D). Klenow exo- is a sensor for Mn\(^{2+}\) with a gain of 0.6%/mM and a sensor for Mg\(^{2+}\) with a gain of −0.01%/mM. Thus two cations may differ in the direction by which they modify the kinetics of misincorporation.

Note that in all cases, the measured mean misincorporation rates are much higher than the noise floor (shaded regions). This noise floor is defined as the mean plus the standard error of the mean of the misincorporation rate obtained by performing an identical protocol with the high-fidelity Phusion DNAP in HF buffer (Figure 4.2), and is in agreement with previous studies that measured the substitution rate of phosphoramidite synthesis. Therefore, the noise floor likely results from substitution impurities in the synthetic template strands. Our measurement of the noise floor is. Deep sequencing is therefore a reliable method to characterize DNAPs with high misincorporation rates.

We further measured the transfer function for mean misincorporation by Dpo4 and Klenow exo- with respect to Ca\(^{2+}\) concentration. Because the kinetics of primer extension in buffers containing Ca\(^{2+}\) alone are at least 50 fold slower than in either Mg\(^{2+}\) or Mn\(^{2+}\), we performed the primer extensions in a variety of physiologically-relevant Mn\(^{2+}\) and Mg\(^{2+}\) backgrounds. The misincorporation rate by Dpo4 in a 200 μM Mn\(^{2+}\) background increases 2.9-fold from 1 nM to 1 mM Ca\(^{2+}\), the majority of which occurs between 100 nM and 1 mM (Figure 4.3I, Table S1). Conversely, the misincorporation rate of Dpo4 decreases by 42% between 1 nM and 1 mM Ca\(^{2+}\) in a 7 mM Mg\(^{2+}\) background, with virtually all of the change occurring between 100 nM and 1 mM Ca\(^{2+}\) (Figure 4.3J). Ca\(^{2+}\) has no effect on misincorporation rate with Klenow exo- in the same backgrounds (Figure 4.3K and Figure 4.3L) nor in most other enzyme/buffer combinations (Table S1). Therefore neither of the tested DNAPs is promising as a Ca\(^{2+}\) sensor without further modifications.
Figure 4.2: Measurement of the experimental noise floor. The spatial distribution (top) and template-base-specific (bottom) misincorporation rates for Phusion on the original (A) and swapped (B) templates. (C) Misincorporation rates for Phusion on the original template, using a modified protocol in which the ligation products were pooled and cleaned before high-fidelity PCR amplification. Dashed lines indicated the maximum peak, plus the error, of the spatially-distributed misincorporations (top) or the mean + SEM of misincorporations across all template bases (bottom) misincorporations, and served as the noise floors in the main text.
Figure 4.3: Ion-dependent misincorporation rates of Dpo4 and Klenow exo- polymerases. (A, B, C, D) Mean (top) and template-base-specific (bottom) misincorporation rates as a function of Mn$^{2+}$ (A, C) and Mg$^{2+}$ (B, D) concentrations. (E, F, G, H) Normalized distributions of misincorporated dNTPs for each template base. (I, J, K, L) Mean (top) and template-base-specific (bottom) misincorporation rates as a function of Ca$^{2+}$ concentration at 200 uM background Mn$^{2+}$ (I, K) and 7000 uM background Mg$^{2+}$ (J, L) concentrations. Errors are given in Tables S1-2, and are shown as error bars in the line graphs when they are larger than the data symbol.
4.1.3 **Base Specificity of Misincorporation**

The misincorporation characteristics of DNAPs depend not only on cation concentrations, but also on the particular template base being copied. Deep sequencing allows quantification of the misincorporation rate at every position within the template (Figure 4.3A-D). Note that misincorporation by Dpo4 opposite a template T exhibits a >50-fold increase over the range of Mn$^{2+}$ studied, while misincorporation rates opposite other bases show a comparatively weak dependence on Mn$^{2+}$ (Figure 4.3B, Table S1). Thus the mean Mn$^{2+}$ dependence of misincorporation rate of Dpo4 is largely driven by misincorporations opposite T. There is no obvious correlation of the misincorporation rate with the identity of the base preceding the template base (Figure 4.4).

![Figure 4.4](image)

**Figure 4.4:** Analysis of misincorporation at two-base motifs in the template sequence. Misincorporation rate as a function of the template base and of the base preceding the template base, for Dpo4 at 800 µM Mn$^{2+}$ on the original (A) and swapped (B) templates.

Deep sequencing also allows direct measurement of the 4x4 transition probability matrix between template base and incorporated base (Table S2, Figure 4.3E-H). For example, the disproportionate Mn$^{2+}$ dependence of misincorporation by Dpo4 opposite template T is largely due to misincorporation of dGTP. Likewise, mutations caused by Klenow exo- are generally dominated by misincorporation...
tion of dATP, except on template T, which shows a >4-fold preference for misincorporation of dGTP. Misincorporation by Dpo4 of dGTP opposite template T increases 50-fold with Mn$^{2+}$. Note, however, that the relative proportions of the misincorporated bases on a given template base are largely insensitive to cation concentration for both Dpo4 and Klenow exo-. Rather, cation concentration acts as a scaling factor with respect to misincorporation opposite a given template base; it is the differential magnitude of this scaling factor between the template bases that underlies the template base dependence of misincorporation.

### 4.1.4 Misincorporation is Context-Dependent

Cations change misincorporation probabilities but not the distribution of misincorporations across incoming dNTPs. However, the template base itself is not, in general, sufficient to predict misincorporation rate; the sequence context is important as well (Figure 4.5A-C). For Dpo4, the shape of the graph is dominated by preferential misincorporations at template T (red dots). The dependency on the sequence, however, is complicated: switching the first half of the template (shaded blue) with the second half (shaded red) leaves some aspects of the misincorporation curve similar while changing others. Indeed, the swapped template leads to a more even distribution of misincorporations, indicating that template choice is an important design parameter for DNA recording.

There is no obvious sequence context dependence of misincorporation for Klenow exo- (Figure 4.5C), beyond the identity of the template base. Curiously, the misincorporation rate opposite template G, which dominates at 75 uM Mn$^{2+}$, stays relatively unchanged with increasing Mn$^{2+}$ concentration, while misincorporations opposite template A increase, becoming the predominant peaks at 800 uM Mn$^{2+}$. Thus different DNAPs are differently affected by both cation concentrations and local sequence contexts.
Figure 4.5: Template position dependence of misincorporation rates. (A) Template position dependence of Dpo4 misincorporation rates on the original template at varying Mn\(^{2+}\) (left) and Mg\(^{2+}\) concentration (right). (B) Template position dependence of Dpo4 misincorporation rates on the swapped template at varying Mn\(^{2+}\) (left) and Mg\(^{2+}\) concentration (right). (C) Template position dependence of Klenow exo- misincorporation rates on the original template at varying Mn\(^{2+}\) (left) and Mg\(^{2+}\) concentration (right). Letters above each data point denote the identity of the template base at that position. Grey shaded areas indicate the noise floor, defined as the maximum over positions of the misincorporation rate (plus SEM) observed in an identical experiment with Pfusion HF DNA polymerase (Figure 4.2). Red (blue) shaded areas in (A) and (B) correspond to shared sub-sequences between the original and the swapped template.
Our deep sequencing method produces large datasets that can be used to characterize the correlations within each strand of synthesized DNA, as well as the statistical distributions across strands. To test the hypothesis that DNAPs could tend to string errors together, we analyzed the lag-one correlations of misincorporations, asking if a misincorporation on one base makes it more likely that there is a misincorporation on the next base. After correction for bias due to correlations within the template itself (see Materials and Methods), there is a weak but statistically significant correlation of misincorporations across bases for Klenow exo- at 800 uM Mn^{2+} (0.047±0.002% excess misincorporations per base). For Dpo4, misincorporations at consecutive positions appear independent from one another (all excess errors <0.01% per base). Therefore, only for Klenow exo- is a misincorporation on a base associated with an increased probability of misincorporation on the next base.

It is unknown to what extent molecular heterogeneity plays a role in the generation of DNAP misincorporations. If each DNAP molecule performs misincorporations according to the same statistics, the distribution of the total number of misincorporations per read should be governed by a Poisson distribution. The variance is larger than the mean, however, for each DNAP/template combination tested, and the null-hypothesis of a Poisson distribution can be rejected for each of the datasets (χ^2 test, p<0.05). Thus the ensemble of nominally identical DNAP molecules is heterogeneous with respect to misincorporation rate.

To further study the determinants of misincorporation, we fit the misincorporation data set to a generalized linear model (GLM) containing sequence features that could plausibly impact misincorporation rates (Figure 4.6). Possible features included the identity of the template base and the predicted regional secondary structure. The models were able to fit the data (R^2 = 0.58±0.02 and 0.53±0.11 for the original and swapped templates, respectively, Figure 4.6A and Figure 4.6B). Interestingly, the models captured the interplay of sequence properties that determine the spatial depen-
idence of misincorporation. Fits to the original template data could predict the spatial dependence of misincorporation on the swapped template ($R^2 = 0.49 \pm 0.06$), and vice versa ($R^2 = 0.50 \pm 0.01$). Furthermore, the weights assigned to different features (Figure 4.6A, Figure 4.6C and Figure 4.6D) in the model point to potential determinants of the error rate. For example, the models identify the positive contribution of a template $T$ to Dpo4’s error rate and also suggest that local secondary structure may play a role (see Figure 4.7).

4.1.6 Information Content of Misincorporations

Because cation concentration modulates the number of misincorporations in the copied DNA, one can consider the sequenced data to store information about the cation concentration present during primer extension. The information gain per base is related to the likelihood that the observed misincorporation rate at a given template position was produced at a particular cation concentration. For Dpo4 at high (800 uM) vs. low (75 uM) $Mn^{2+}$, the most informative template bases transmit $0.03$ bits of information per base about $Mn^{2+}$ concentration (Figure 4.6E), whereas only $5 \times 10^{-4}$ bits per base are transmitted at high (7000 uM) vs. low (1000 uM) $Mg^{2+}$. Therefore, in the limit in which $Mn^{2+}$ concentration could be modulated as each nucleotide is added, a Dpo4-based DNA recording device could in principle write $11$ megabytes onto a template the length of a human genome ($3.2 \times 10^9$ bases).

4.1.7 Alternate Misincorporation Analysis

The analysis described in the main text relies on sequence alignments to compare sequence reads with the known template. Alignments, however, require the sequenced read to be of sufficient length that the alignment algorithm can work reliably with respect to the full-length templates. We therefore imposed a length cutoff of 70 bp, as well as an alignment score cutoff, to ensure that the sequenced reads could be properly aligned. As a control for analysis methodology, we also developed an alternate anal-
Figure 4.6: Statistical analysis of misincorporation by Dpo4. (A) Spatial dependence (un-normalized) of Dpo4 error rate at 800 uM Mn$^{2+}$ on the original template (blue curve), and generalized linear model fits of this data set with respect to itself (green curve), and with respect to the swapped template data set (red curve). (B) Spatial dependence (un-normalized) of Dpo4 error rate at 800 uM Mn$^{2+}$ on the swapped template (blue curve), and generalized linear model fits of this data set with respect to itself (green curve), and with respect to the original template data set (red curve). (C) Feature weights for generalized linear model fit to Dpo4 original template data. (D) Feature weights for generalized linear model fit to Dpo4 swapped template data. (E) Information gain per base as a function of template position, for discrimination between high (800 uM) and low (75 uM) Mn$^{2+}$ by Dpo4. (F) Information gain per base as a function of template position, for discrimination between high (7000 uM) and low (1000 uM) Mg$^{2+}$ by Dpo4.
ysis method which does not make use of sequence alignments and which applies to both short and long sequences. Here, the filtered forward reads were compared with the perfect product sequence using a sliding window based on absolute position indexing. We counted a particular absolute base position in a particular read if the three bases before it and the three bases after it matched their respective template sequences. For such valid positions, misincorporation values were tallied with respect to the template. This method is not applicable to the first three bases and last three bases of the primer extension, and therefore the misincorporation rates at these six positions were set to zero for clarity in plotting. The results from such analyses on Dpo4 and Klenow exo- were consistent with the analyses given in the main text (Figure 4.8). This method, however, effectively removes most sequences with insertions or deletions from the analysis, and creates bias against sequences with multiple misincorporations within the sliding window.

All figures in the main text used the alignment based method.
4.2 Discussion

In this work, we have developed a method that can quantitatively map the misincorporation landscapes of error-prone polymerases as a function of environmental signals. Specifically, we quantified how the concentrations of environmental Mg$^{2+}$, Mn$^{2+}$ and Ca$^{2+}$ affect the fidelity of Dpo4 and Klenow exo-. Mn$^{2+}$ has the strongest influence on misincorporation rates in comparison to the other cations. Our method resolves the misincorporation by spatial position and nucleotide-to-nucleotide transition. We find that, for Dpo4 and Klenow exo-, Mn$^{2+}$ and Mg$^{2+}$ change misincorporation rates but leave the distribution across incoming misincorporated nucleotides untouched. We have further shown that polymerase misincorporation rates exhibit sequence dependences. The development of a DNAP-based cation sensor, then, necessitates calibration of misincorporation rates at specific template positions, within specific sequence contexts, and at specific buffer conditions. The buffer-specificity of some DNAPs suggests that polymerase-based sensors might work best within controlled buffer environments, e.g. within living cells expressing ion channels, which can maintain buffer integrity, but selectively allow targeted ions to permeate. Our experiments quantify the transfer function of misincorporation from cations, through processing, all the way to DNA sequence data.

Our assay differs in important ways from the bacterial assays that have been used for the quantification of DNAP behavior$^{52,144,160}$. Through deep sequencing we can readily observe polymerase trajec-
tories with single molecule and single base resolution while simultaneously generating large datasets, both of which are critical for achieving the comprehensive analyses necessary for establishing polymerase data encoding transfer functions. Single base pair resolution allows quantifying the template dependence of misincorporations, while single molecule resolution allows quantification of the correlation structure of misincorporations.

The method introduced here does have limitations, some of which can be mitigated. For example, the measured background noise level is likely dominated by errors introduced during the chemical synthesis of the oligonucleotides used as templates. The use of clonal isolates should dramatically lower that noise level and may prove necessary in adapting this method to the characterization of high fidelity DNAPs. In addition, GLM analysis indicates that the spatial dependence of the observed misincorporation rates may be in part due to the secondary structure of the ssDNA template. Using a nicked, double stranded template would reduce this source of variance, but would limit the applicability of the method to DNAPs with strand displacement or nick translation activity. While sophisticated molecular counting methods and clonal substrates are necessary to quantify the low misincorporation rates of proofreading polymerases using sequencing, in this study, we have investigated error-prone polymerases, and are therefore readily able to measure strong effects despite the limitations of our method.

While we have demonstrated how a static ion concentration can be measured by a polymerase copying DNA, it would ultimately be useful to have polymerase-based sensors for time-dependent as well as static signals. To do so, it will be necessary to optimize the sensing polymerase for speed (for temporal resolution), processivity (for recording time), low pause probability (for linearity of temporal readout), total misincorporation rate (for information density) and dynamic range of misincorporation rate (for signal to noise ratio). We have shown that divalent ion concentration can be a potent, yet continuously tunable, modulator of polymerase misincorporation rates, and that such modulation can be restricted to particular template bases and base-to-base transitions. Based on its >15-fold
change in misincorporation rate over the Mn\textsuperscript{2+} range tested here, Dpo4 could act as a high resolution Mn\textsuperscript{2+} sensor. The fact that misincorporations are largely localized to certain template bases makes it possible in principle to preserve relevant features of the template (on the non-error-prone template bases) while transmitting information at the same time (on the other bases).

Advances in fields such as neuroscience impose spatial, temporal, and combinatorial challenges of unparalleled scope, associated with the three-dimensional recording and analysis of complex cellular systems. A molecular device capable of measuring and recording sub-cellular signals, which can be manufactured and delivered to target environments in a scalable fashion, may emerge as an optimal platform for biological signal recording. However, the basic principles for designing and testing such molecular recording devices in vitro have not yet been established. This study measures a static environmental signal – divalent cation concentration – by using DNA polymerases as molecular recording devices. The synthesized DNA strand can be considered as an archival medium, which stores the measured signal in the form of a misincorporation rate with respect to the known template. Indeed, the use of DNA as an information storage medium leverages the rapid improvement of sequencing technology, which is currently outpacing the Moore’s law rate of improvement of microelectronic technology\textsuperscript{106}, and which promises to make DNA sequencing a preferred method for extracting data from biological and bio-molecular systems\textsuperscript{609,734,304}. Extension of the techniques described here to time-varying signals and engineered polymerases could lead to molecular sensing technologies of unprecedented scalability.

4.3 Materials and Methods

4.3.1 Reagents

All primers were synthesized by IDT. All enzymes, dNTPs and buffers were from New England Bio-labs (NEB) unless otherwise indicated.
4.3.2 Measurement of the Misincorporation Rate of Taq Polymerase

A derivative of pUC19 containing the lacZα and lacIq allele was linearized with DraII. Linearized DNA was purified and used as template in PCR reactions containing 5 U Taq DNAP, standard Taq buffer with 1.5 mM Mg²⁺, 200 uM dNTPs (Invitrogen), CaCl₂ to indicated concentrations and 0.5 uM each of the primers

CLA55 (5'-AGCTTATCGATAAGCGATGCCGGAGCAGACAAGC-3') and
CLA33 (5'-AGCTTATCGATGGCACTTTTCGGGGAAATGTGCG-3'). Reactions were cycled 30 times with 1 minute of annealing at 55°C and 4.5 minutes extension at 68°C. PCR products were purified using a DNA Clean and Concentrator-5 kit (Zymo Research). After determining the A260, the amplified DNA was digested at 37°C for 4h with 10U ClaI, and purified. Ligation were performed using the NEB quick ligation kit with 50 ng of DNA, and directly transformed into DH5α E. coli and plated on LB-Carb containing 40ug/uL X-Gal. Blue and white colonies were counted after incubation at 37°C overnight. The error rate f was calculated as \( f = -\ln(F)/(db) \), where F is the fraction of white colonies, d is the number of DNA duplications and b = 349 bp is the effective target size of the 1080 bp lacI gene [19]. Error bars for the blue-white screening experiment were obtained using Poisson statistics where, for large n, the distribution is approximately Gaussian with a variance that is identical to the mean.

4.3.3 Primer Extension Assay

All reactions were performed in 96-well plates, on ice, unless otherwise noted. Annealing reactions were performed by mixing 100 nM barcoded primer N1.1.1.x (ACACTCTTTCCCTACACGACGCTCTTCCGATCTNNNNGATGGTCAAGCTGTTGTA), where the underlined region is the unique 5-mer barcode for each reaction, and x = 1 to 96; barcodes were composed with pairwise Levenshtein distances greater than one) with 150 nM PAGE-purified original template strand
N1.0.6 (AAAATCATAACTAAGTCAGTCAGTACGTCAGTAGCTCAGTCGATGGATGCAATGAATGAATGAATGAAAATAAAAATACAACAGCTATGACCAT-ddC)

or swapped template strand

N1.0.8 (CGATGGATGCAATGAATGAATGAATGAAAATAAAAAAAAATCATAACTAAGTCAGTCAGTACGTCAGTAGCTCAGTTACAACAGCTATGACCAT-ddC)
in 1x annealing buffer (Table S3). The primer and template oligonucleotides were annealed by incubation at 95°C for 5 min, followed by a -0.1°C/sec ramp until reaching 25°C. The PEA2 adapter dsDNA was made at the same time, by mixing N1.2.1 (P-AGATCGGAAGAGCGGTTCAGCAGGAATGCCGAG) and N1.2.2 (CTCGGCATTCTCTGCTGAACCGCTCTTCCGATCT) to a final concentration of 300 nM each and annealing them via the same protocol.

Primer extensions were performed as per the manufacturer’s instructions (Dpo4, Klenow exo-, Phusion) in 10 uL reactions containing 1 uL annealing reaction, 50 uM each dNTP, and 1 uL of a 1:1000 dilution of Dpo4 (Trevigen) in Dpo4 annealing buffer, 1 uL Klenow exo-, or 5 uL 2x Phusion Mastermix in HF buffer, in 1x extension buffer (Table S3). Primer extensions were initiated with the addition of divalent cation (chloride salt) to the reaction mixture and incubation at 37°C for 1h, except for Phusion, which was incubated at 95°C for 10 minutes followed by 72°C for 1h. After primer extension, a 10 uL mixture of divalent cations was added to each well such that the final concentration in each well was normalized to 800 uM Mn^{2+}, 7 mM Mg^{2+} and 1 mM Ca^{2+}. An automated liquid handling robot (Agilent) was used to create stocks of the divalent cations used for primer extension and salt correction in a 96-well plate format.

Ligations were performed in 10 uL volumes containing 6 uL salt-corrected primer extensions, 200U/uL T4 DNA ligase (New England Biolabs), 1 mM ATP, and 1.23 nM PEA2 adapter. Ligations reactions were incubated at 16°C overnight. High-fidelity PCR of the ligation reactions was performed by adding 5 uL ligation reaction, 0.5 uM primer N1.3.1 (CAAGCAGAAGACGGCATACGAGATCGGTCTCGCATTCTCTGCTGAACCGCTCTTCCGATCT) and 0.5 uM N1.3.2 (AATGATACGCG-
GACCACCGAGATCTACACTCTTTCCCTACACGCTCTTCCGATCT), in 1x HF Phusion mastermix, and incubating at 98°C for 30s, followed by 30 cycles of incubation at 98°C for 10 s and 72°C for 1 min, followed by a final extension at 72°C for 10 min.

4.3.4 DNA Sequencing

Pooled PCR products were cleaned using a MinElute Cleanup Column (Qiagen) into 20 uL buffer EB, resulting in a final concentration of 300-400 ng/uL. Cleaned products were diluted to a nominal concentration of 12-14 nM, calculated using a droplet spectrophotometer (Qubit, Invitrogen), assuming a nominal average dsDNA length of 100 bp in the sample. The diluted sample (2 uL) was combined with 8 uL water, denatured with 10 uL NaOH and added to 980 uL HTi buffer (Illumina). To introduce sufficient base diversity for baseline intensity correction during the sequencing run, 600 uL phiX paired-end library DNA (Illumina) was combined with 400 uL of the sample and loaded on a MiSeq (Illumina) for 150 bp paired-end sequencing. Approximately 4-5 pm of sample and at least 5 pm of phiX DNA were loaded in each sequencing run.

4.3.5 Data Analysis

Raw sequencing reads in the forward direction were filtered for the presence of the left primer binding sequence, the first 12 bp of the right adaptor sequence, and the presence of a correct barcode. Raw sequencing reads in the reverse direction were filtered for the presence of the left primer binding sequence and the barcode. Forward reads in which the sequence between the left and right adaptors did not exactly match the corresponding reverse paired end read were discarded. We also filtered out instances of a short spurious PCR product resulting from known primer dimer contamination. The forward reads thus filtered were aligned with the sequence of the theoretical error-free primer extension product (reverse complement of the template) using the BioPython function pairwise2.align.globalxs
with gap open and gap extend penalties of -10 and -2 respectively. Sequences with length greater than or equal to 70 bases between the left and right adaptors, and alignment scores greater than 60, were selected for further analysis. Misincorporations aligned to a given template position were counted towards the tally of misincorporations at that position and with respect to its corresponding template base. Misincorporation rates were measured as ratios of the number of misincorporations at a given position or template base to the total number of events counted at that position or template base. Insertions or deletions at a given position were not counted towards the misincorporation tally nor towards the tally of total events at a position. An alternative analysis method that did not rely on alignments was also used (SI Text). All data analysis was performed in Python and Matlab; code is available upon request.

4.3.6 **Generalized Linear Model (GLM) Construction, Poisson Statistics and Auto-Correlations**

Generalized linear models (GLMs) were constructed to predict the misincorporation probability at a given template position based on sequence context and secondary structure. To construct the variable to be fit \( y \), we took the filtered, aligned reads and removed those that contained insertions or deletions, resulting in a set of 70 nt long alignments to the first 70 bases of the template. We further ignored the first and last 3 bases of these alignments to enable the use of regional information on secondary structure. For each base in \( y \), the regressor contained binary features representing the identity of the template base, a continuous feature representing the position in the template, and the regional secondary structure prediction at positions ranging from three bases before the template base to three bases after. Only three of the four template bases were used as explicit features, as the fourth is included in the bias term. The ensemble-averaged secondary structure of the original and swapped templates were calculated at 37°C and standard salt conditions using NuPack software\(^{73} \)\(^{73} \). The secondary structure at a given template position was defined to be the sum of the ensemble pair probabilities of the
corresponding template base with respect to all other template bases, and was calculated as one minus the probability that the corresponding template base is unpaired, as evaluated by NuPack. The data sets used for GLM fitting corresponded to individual experimental replicates. GLM calculations were performed using the Matlab glmfit function with a binomial distribution. Excess lag-one errors were calculated by subtracting the error expected based on the misincorporation probability \((n_p/N_t)^2\), where \(n_p\) is the number of errors at a particular template position within the data set, and \(N_t\) is the total number of templates in the data set.

### 4.3.7 Calculation of the Shannon Information Gain Per Base

Calculation of the information gain per base proceeded by a Bayesian framework. Initially equal prior probabilities were assigned to high and low cation concentrations, corresponding to one bit of missing information, i.e., \(p(L) = p(H) = 1/2\), where \(p(L)\) and \(p(H)\) are the probabilities that the cation concentration is in the low state or high state, respectively. Observing the misincorporation rate updated the distribution. The expected information gain (conditional entropy) is

\[
H_{\text{exp}} = p(I)H_{\text{incorrect}} + (1 - p(I))H_{\text{correct}}
\]

where \(p(I)\) is the probability of misincorporation weighted by the prior over cation concentration (see below), and \(H_{\text{incorrect}}\) and \(H_{\text{correct}}\) are conditional Shannon entropies, defined as

\[
H_{\text{incorrect}} = -p(H|I)\log_2(p(H|I)) - p(L|I)\log_2(p(L|I))
\]

and

\[
H_{\text{correct}} = -p(H|C)\log_2(p(H|C)) - p(L|C)\log_2(p(L|C))
\]

By Bayes’ rule, \(p(H|I) = p(I|H)p(H)/p(I)\), where \(p(I|H)\) is the misincorporation rate per base
at high cation concentration, as shown in Figure 4.5C. The other conditional probabilities ($p(H|C)$, $p(L|I)$, and $p(L|C)$) were calculated analogously. The misincorporation probability was then calculated through marginalization, e.g., $p(I) = p(I|H)p(H) + p(I|L)p(L)$. Inserting these expressions into the equation for expected information gain ($H_{exp}$) allowed for calculation of the number of bits of information gained per base.

4.4 FURTHER EXPERIMENTAL PROGRESS ON MOLECULAR RECORDING

We (with Brad Zamft and Noah Donoghue) also performed further experiments on molecular recording, in addition to those described in 735. These included studies of the pH dependence of Dpo4 misincorporation and application of the sequencing-based screening system to the ultra-high error rate
polymerase *Iota*. These are illustrated in Figure 4.9. Finally, we developed a fluidic system and associated amine-epoxy surface chemistry for testing time-varying buffer conditions, as shown in Figure 4.10. Manual buffer exchanges with Dpo4 using this surface chemistry led to *preliminary* (not yet well-reproduced) data on two-bit time-coding, as shown in Figure 4.11. Due to low processivity, Dpo4 was pre-equilibrated with the first and second buffers before addition to the surface; thus, this represents only a *first preliminary step* towards true time-resolved molecular recording via error-rate modulation of a single processive enzyme as it continuously copies a template.
Figure 4.10: Fluidics and surface chemistry for molecular recording device prototyping. A) Microfluidic system constructed for testing time-dependent molecular recording reaction in-vitro. The DNA template is immobilized to a glass slide via amine-epoxy chemistry and reactions are conducted inside a PDMS flow cell, which is sealed to the slide with a laser-cut acrylic clamp. An automated valve system (controlled via an Arduino microcontroller) was constructed to facilitate research into time-dependent recording reactions. B) Scheme for surface-based primer extension, extraction of the product strand from the surface, and preparation for sequencing. C) Denaturing PAGE gel of products extracted from a Dpo4 surface-immobilized primer extension reaction, with varying extension times from 1 minute to 10 minutes. D) Agarose gel of products extracted from a phi29 surface-immobilized rolling circle amplification reaction, with and without template circularization by CircLigase. E) Updated design of a mechanical clamp for adhering PDMS fluidic channels to an epoxy coated, DNA functionalized glass slide. The bottom of the clamp is machined from aluminum to ensure good thermal conductivity during the heat denaturation step, used to extract the synthesized DNA from the surface. F) Updated design of the channel with a large surface area and a third input line for wash buffer.
Figure 4.11: Preliminary results for manual buffer exchanges with Dpo4 on a BSA/SDS-passivated epoxy surface linked to the template DNA. DNA product was extracted and sequenced, and misincorporation rate was calculated as a function of template position. Two separate wells with surface-immobilized DNA template were subjected to the same series of buffer exchanges and the standard error of the mean misincorporation rate was used to generate error bars at each template position.
10X is easier than 10%.

Astro Teller

We analyze the scaling and cost-performance characteristics of current and projected connectomics approaches, with reference to the potential implications of recent advances in diverse contributing fields. Three generalized strategies for dense connectivity mapping at the scale of whole mammalian brains are considered: electron microscopic axon tracing, optical imaging of combinatorial molecular markers at synapses, and bulk DNA sequencing of trans-synaptically exchanged nu-
cleic acid barcode pairs. Due to advances in parallel-beam instrumentation, whole mouse brain electron microscopic image acquisition could cost less than $100 million, with total costs presently limited by image analysis to trace axons through large image stacks. It is difficult to estimate the overall cost-performance of electron microscopic approaches because image analysis costs could fall dramatically with algorithmic improvements or large-scale crowd-sourcing. Optical microscopy at 50–100 nm isotropic resolution could potentially read combinatorially multiplexed molecular information from individual synapses, which could indicate the identities of the pre-synaptic and post-synaptic cells without relying on axon tracing. An optical approach to whole mouse brain connectomics may therefore be achievable for less than $10 million and could be enabled by emerging technologies to sequence nucleic acids in-situ in fixed tissue via fluorescent microscopy. Strategies relying on bulk DNA sequencing, which would extract the connectome without direct imaging of the tissue, could produce a whole mouse brain connectome for $100k – $1 million or a mouse cortical connectome for $10k – $100k. Anticipated further reductions in the cost of DNA sequencing could lead to a $1000 mouse cortical connectome.

Wiring diagrams for neuronal microcircuits support efforts to reverse-engineer the brain and to identify structural contributors to neuropsychiatric pathologies^{481,150,734}. Acquisition of large-scale connectivity data could, for example, help to guide efforts to simulate emergent network functions in mammalian brains^{549}, which are currently based on statistical extrapolations from small datasets^{282,669}. Recently, the field of connectomics has sought to develop technologies to rapidly extract comprehensive cellular-resolution maps of synaptic connectivity^{271}.

Multiple toolsets could potentially support connectomics at the scale of entire mammalian brains or brain regions. These include automated electron microscopy and image analysis as well as newer techniques for DNA sequencing of cell-identifying molecular barcode tags^{734}. It is unclear, however, to what degree these could be leveraged to create a scalable, integrated connectomics solution, and whether this could be done at a reasonable cost.
Here we analyze the design space for connectomics by considering the scaling and cost constraints on a range of solutions. We focus here on techniques for dense, cellular-resolution circuit mapping of individual brains: we do not consider sparse mapping (e.g., viral tracers), low-resolution mapping (e.g., diffusion MRI) or mapping based on functional measurements\(^7\). Approaches differ widely in the cost requirement for obtaining the complete connectome of an individual mammalian brain, such as the mouse brain, with \(7.5 \times 10^7\) neurons in a volume of \(420\text{ mm}^3\) (a large fraction of these are in the cerebellum, roughly \(3 \times\) more than in cortex\(^9\)). They also differ in the nature of the additional information which they provide, beyond the abstract cell-cell connectivity matrix.

In Sections 5.3 and 5.4, we review the existing electron microscopy approaches, as well as a recently proposed DNA sequencing approach called BOINC\(^7\), focusing on their scalability towards the mapping of large volumes of mouse brain tissue. Finally, in Section 5.5, we discuss the prospects for connectomics solutions based on direct imaging by optical microscopy.

### 5.1 Challenges for connectomics

Generating microscale anatomical wiring diagrams is a major technological challenge\(^6\). To understand why this is the case, we begin by outlining some of the relevant structural features of neural circuits. As discussed in detail below in the context of specific methods, these features place stringent requirements on technologies for comprehensive measurement of synaptic connectivity. Depending on the method used to measure connectivity, different sets of features become critical in constraining the design space.

**Packing density** Neurons are packed densely in a three-dimensional jungle of wiring: there are roughly 100,000 neurons per \(\text{mm}^3\) and 1–2 synapses per \(\mu\text{m}^3\) on average inside mouse neocortex. In rat CA1 hippocampal neuropil, the spatial distribution of synapses appears to be consistent with a uni-
form random distribution on length scales above the synaptic size\textsuperscript{466, 465}, with a mean synapse-synapse distance of $\sim 480$ nm (see \textsuperscript{565} for the measured distribution of distances). Measurements in rat layer III somatosensory cortex also suggested an approximate uniform distribution subject to the constraint that synapses cannot overlap in space\textsuperscript{459}, again with nearest-neighbor distances of $\sim 500$ nm. If the locations of synapses are distributed uniformly, the number of synapses per cubic micron will conform approximately to a Poisson distribution, with mean density of 1–2 synapses per $\mu$m\textsuperscript{3}: 13%–37% probability of no synapses, 27%–37% one synapse, 18%–27% two synapses, 6%–18% three synapses, 1.5%–9% four synapses, 0.3%–4% five synapses and 0.05%–1% six synapses.

**Spatial variability** The spatial density and arrangement of synapses varies by region, cortical layer (see \textsuperscript{89} for glutamatergic synapse density vs. layer in mouse neocortex), and so forth, although there appears to be a roughly universal number of neurons beneath a square of fixed area, say $1$ mm$^2$, of the cortical surface, varying by a factor of less than 1.6 in rodents\textsuperscript{111}. Furthermore, on some neurons, specific classes of synaptic contacts are spatially organized on the target dendrites\textsuperscript{64, 521}. Unfortunately, detailed measurements of these distributions are currently only available for a handful of brain locations.

**Multiplicity** There is a large variation in the number of synaptic contacts between any given connected pair of cells. In hippocampus, synaptically connected neurons are often linked by only one synapse, with higher level redundant connectivity occurring in a group of nearby neurons. In some areas of cortex there are only a handful of contacts between synaptically-paired cells\textsuperscript{109}, while in other areas there can be as many as a dozen or more, e.g., 6 ± 5 (mean ± standard deviation) among thick-tufted neurons in developing rat L5 neocortex\textsuperscript{445}. In general these distributions are unknown. At some synapses outside cortex (e.g., the Calyx of Held\textsuperscript{276}) the effective number of “synapses” (i.e., vesicle release sites) is much higher.
Small feature sizes  Relevant anatomical features of neurons are on the nanoscale, below the wavelength of light: dendritic spine necks and axons shrink in diameter down to tens of nanometers. Synapses can be as small as \( \sim 200 \text{ nm} \) in diameter (including both pre- and post-synaptic compartments)\(^{113}\).

Long projections  Axons often travel several millimeters along complex paths, with kilometers of axonal wiring present in a cubic millimeter of cortex. Furthermore, at least a few cubic millimeters of reconstructed volume are likely needed to adequately define the connectivity of local cortical circuits, though smaller volumes may be sufficient to reconstruct canonical circuit patterns in other brain areas\(^{273}\).

Diversity  Mammalian connectomes are not identical across different individuals, so many connectomes should be mapped. Methods for statistical reconstructions of connectomes by combining partial reconstructions from multiple animals\(^{469,467}\) can be useful for determining average connectomes as well as statistical variation around the average. To the greatest extent possible, however, multi-modality measurements should be integrated such that they can be simultaneously applied to each individual brain under study, rather than averaging or correlating across different brains. The ideal technique would be sufficiently low cost that many individual connectomes could be rapidly acquired. Post-hoc correlation across multiple single-brain connectomes could reveal insights at the level of mechanistic conservation: for example, there are likely connection motifs which are invariant across individuals, e.g. in the organization of cortical circuits.

Size of dataset  The amount of data needed to store the abstract connectivity matrix of a mouse brain is roughly \( N \cdot s \cdot \log_2 (N) = 2.65 \times 10^{12} \text{ bits} < 1 \text{ terabyte} \), where \( N \approx 10^8 \) is the number of neurons and \( s \approx 10^3 \) is the average number of synapses per neuron\(^{697}\). Including synaptic weights and molecular profiles has been estimated to increase this storage requirement by \(< 100 \times 400\).
5.2 Caveats for cost calculations

Below, we attempt to estimate the costs associated with hypothetical whole-mouse-brain connectomics projects – normalized to a three-year project – based on a variety of technology platforms. These estimates are intended as rough approximations and should not be taken literally as proposed figures for particular projects. Despite these caveats, it is of interest to explore how even crude estimates of project cost vary with changes to the technology architecture adopted, or with improvements to particular parameters, such as the speed of super-resolution optical microscopy or the number of parallel electron beams per electron microscope.

5.3 Electron microscopy (EM) connectomics

Electron microscopy is the most thoroughly developed approach for the dense reconstruction of neural circuits. Because the wavelength of an electron under 10 kV accelerating voltage is \( \sim \) 10 pm, imaging with electrons can (in principle) reach spatial resolutions in the sub-nanometer to nanometer range \(^{37}\), more than sufficient to trace the finest morphological sub-structures of neurons. The basic strategy employed by the current EM approaches is to obtain many morphological images of thin tissue sections, segmenting those images into regions corresponding to distinct neuronal processes, and tracing individual axons from one image to another. Because axons are thin, long, and densely interspersed with other neuronal processes, tracing their entire lengths is a challenge.

5.3.1 EM data acquisition: basic properties

Beam current and bit precision The physical constraints on large-scale electron microscopy for neural circuit reconstruction were first studied in the 1980s \(^{460}\), following the acquisition of the \textit{C. elegans} connectome by electron microscopy \(^{701}\). The electron dose per pixel is one property which
constrains the resolution and speed of an imaging system. An exemplary recent connectomics study used roughly 14 electrons per nm\(^2\), or 3812 electrons per 16.5 nm \(\times\) 16.5 nm pixel. Due to Poisson counting statistics, the fractional error in the estimate of the stain density in a voxel goes roughly as \(1/\sqrt{N}\), where \(N\) is the number of electrons passing through the voxel\(^{460}\), so the analog bit precision in that study was roughly \(\log_2 \sqrt{3812} = 6\) bits at each pixel.

Merkle\(^{460}\) used the number of electrons per voxel, the number of parallel electron microscopes available, and the total project time to estimate the beam current per microscope: imaging a whole human brain in 3 years at 10 nm \(\times\) 10 nm \(\times\) 10 nm voxel size, with 7-bit precision and 1000 parallel microscopes, would give 0.1 mA beam current, comparable with that of electron microscopes circa 1989.

**TEM vs. SEM** Transmission electron microscopy (TEM) involves passing electrons *through* a sample, whereas scanning electron microscopy (SEM) relies on back-scattered or secondary electrons emitted from the sample’s surface. High-resolution EM analysis was originally limited to transmission electron microscopy, which necessitated the use of ultra-thin (< 100 nm), grid-suspended sections to allow electron penetration through the slice. Although TEM sections cannot easily be made thinner than a few tens of nanometers, \(z\)-resolution can be improved by tilting the sample and performing a tomographic reconstruction\(^{81}\); only a handful of additional tilts are required if sparse reconstruction techniques are used\(^{676}\). Indeed, the first proposals for whole-mouse-brain electron microscopy circuit tracing\(^{460}\) assumed a TEM tomography strategy.

Unfortunately, large-scale automation of transmission electron microscopy has been difficult in practice due to the need to isolate fragile ultra-thin sections which can be penetrated by the electron beam\(^{269,267}\). TEM is still used today, at rates approaching 10 megapixels per second using camera arrays\(^{68}\), but in a recent study, \(~30\) of \(~4\) 000 thin sections were lost in the preparation process\(^{68}\). Thus, improvements in TEM sample handling are needed to trace connectivity at whole-mouse-brain scale,
and we focus on scanning electron microscopy techniques below. Improvements in high-throughput, high-reliability automated TEM sample preparation, coupled with camera arrays, could make TEM viable for large-scale circuit reconstruction.

**Maximum block size and the importance of lossless subdivision**  EM cannot take advantage of parallel imaging on multiple machines unless lossless subdivision of the tissue into “blocks” is performed prior to imaging: it must be possible to separately image two adjacent sub-blocks and stitch the resulting images together in software. The finest neuronal processes must be traceable from one sub-block to the other, and features localized at the block-block interface must be preserved. In one demonstrated technique for lossless subdivision, a hot diamond knife reduces the cutting stress locally and reversibly, and an oil film prevents damage due to scraping of the tissue block along the knife edge. This process appears amenable to large-scale automation.

**Parallel beam instruments**  The speed of SEM can be increased by using multiple parallel beams in a single instrument. For example, Zeiss is developing a multi-beam SEM (mSEM) instrument with 61-fold parallelization. It is incorrect to assume, however, that the speed of a multibeam SEM scales proportional to the number of beams. Because of the limitations of electron optics and charge repulsion, the total current in each beam is typically much smaller than can be achieved in a single-beam system. A $10 \times$ speed improvement over an equivalent single-beam instrument would be a more conservative estimate, even though the system has 61 beams. Parallelization of a 40 mega-pixel per second SEM by a factor of 25 would lead to gigapixel per second rates, which appears to be a reasonable upper bound for the immediate future. More optimistically, advanced SEMs could potentially use thousands of parallel beams, and instrument costs could be reduced to the $100k regime via solid-state lithographic electron optics; such systems may be a natural offshoot of the development of next-generation electron-beam lithography systems by the semiconductor industry.
Reliability and cost of sectioning  Reliability of ultra-thin-sectioning is a key issue for SEM approaches. Empirically, it is currently difficult to knife-section a 300 µm × 300 µm × 300 µm block at 30 nm slice thickness, and usually takes multiple attempts; reliable sectioning becomes more difficult for larger block sizes. We highlight scenarios below where reliability of physical sectioning is likely to become the major limiting factor. Note also that at high electron doses, the mechanical properties of the block surface change in such a way to worsen the minimum section thickness and the sectioning reliability.

Diamond knives used in electron microscopy routinely perform 10k sections before incurring damage. Assuming that only 1000 sections are used per knife to keep damage rates conservatively low, and that each knife costs $2500, the cost of the knives for 420 mm^3/(1 cm^2 × 25 nm) = 168000 sections would be <$500k.

Another major challenge to whole brain imaging will be minimizing the material loss from vibratome section to vibratome section, and from the sub-sectioning of the brain either before or after embedding.

5.3.2 Approaches to automated SEM

Three strategies for large-scale electron-microscopy of brain tissue — SBEM, ATUM and FIB-SEM — are depicted in Figure 5.1.

Serial block face SEM (SBEM)

SBEM uses a diamond knife embedded in the SEM to serially remove an ultra-thin section of a pre-stained tissue block after surface imaging, revealing the next layer to be imaged.

Resolution  The z-resolution achievable with diamond knife sectioning is on the order of 25–30 nm, limited by the knife sharpness; note that the section itself can be destroyed in SBEM since
it is the block face that is imaged. The effective z-resolution of SBEM could be improved by using multi-energy deconvolution SEMs, allowing “virtual sections” thinner than the physical sectioning thickness of the diamond knife.\(^7\) SBEM also imposes a minimal lateral pixel size, since the higher electron doses associated with smaller pixels interfere with reliable physical scraping by the diamond knife when pixel densities surpass this limit.\(^6\)

**Maximum block size** Current implementations of SBEM are limited to tissue blocks ~1 mm on a side, although there appears to be no block size limitation in principle.\(^8\)

**Automated tape-collecting ultra-microtomy (ATUM)**

ATUM allows a block of tissue to be sliced into > 25 nm ultra-thin sections which are arrayed on a tape reel for random-access imaging.

**Resolution** Empirically, the reliability of ATUM-SEM decreases considerably below ~30 nm section thickness. As for SBEM, virtual sectioning techniques could potentially be used to achieve higher effective z-resolution.

Unlike SBEM, ATUM does not suffer from a minimal pixel size limit due to physical tissue damage at high electron doses, since the tissue sectioning occurs before imaging. This has allowed a lateral pixel size of 4 nm × 4 nm, such that a voxel size as small\(^1\) as 4 nm × 4 nm × 25 nm appears to be possible\(^2\).

---

\(^1\)Virtual sectioning has particular application to reset sections (the first sections acquired after resetting the cutting arm of the ultra-microtome). ThruSight (FEI, Co) is a commercial application of this idea.

\(^2\)The ATUM approach has been routinely applied to image at pixel resolutions down to 1 nm for the imaging of e-elegans neural processes; even sub-nanometer pixel resolutions are possible, but this is slow and in most cases can be considered as oversampling (Richard Schalek, personal communication).

\(^3\)Connectivity and synapses may be visible even with an 8–10 nm pixel size and proper staining (Richard Schalek, personal communication). In this case, imaging time and imaging cost decrease by a factor of 4. Furthermore, ATUM-based imaging has demonstrated the ability to perform multi-scale resolution (e.g., large axon tracts can be imaged at one pixel size and dwell time, while neuropil can be imaged at a smaller pixel size and dwell time); this further decreases the imaging time and cost.
Maximum block size  ATUM-SEM can achieve large lateral slice sizes, e.g., 2.5 mm × 6 mm, and sufficiently-thin sectioning allows effectively lossless tracing along the axial dimension. Thus, ATUM-SEM appears to be suitable for whole-mouse-brain-scale automation.

Reliability  Reliability of automated ultra-thin sectioning would likely be the key limiting factor for whole-mouse-brain EM imaging in this approach. One rough estimate gives success rate of 990 per thousand ATUM sections (Richard Schalek, personal communication). In addition, 10000 sections can be cut and collected for each fresh area of the knife (Richard Schalek, personal communication).

Focused Ion Beam SEM (FIB-SEM)

In FIB-SEM, a gallium ion beam, rather than a diamond knife, removes a thin layer of the tissue block by ablation, to expose a fresh surface for imaging.

Resolution  FIB-SEM has achieved 5 nm × 5 nm × 5 nm voxel sizes, because it can a) tolerate large electron doses, eliminating the lateral resolution issues of SBEM and b) slice at a very fine z-resolution. In fact, the z-resolution of FIB-SEM microscopy is limited by depth of electron penetration into tissue block, such that lower voltages and more sensitive electron detectors could in principle reduce the slice thickness even further.

Maximum block size  The major limitation of FIB-SEM, which appears to be fairly fundamental, is that it can only apply to blocks at most 100 µm across along the direction of the milling beam (with an optimal size of ~20 µm), due to the limited depth of focus within which the ion beam is thin and approximately collimated. Automated FIB-SEM imaging of large volumes of brain tissue would thus involve lossless subdivision of the tissue into rectangular blocks, with one edge length of ~20 µm and the other edges much longer: for example, blocks of dimensions ~20 µm × 100 µm × 100 µm.
might be a reasonable target.

Figure 5.1: EM connectomics tools: A) Serial block face SEM (SBEM) images the top face of a pre-stained tissue block, then removes the imaged face with a diamond knife, revealing the next layer. B) Focused ion beam SEM (FIB-SEM) operates on a similar principle, but removes tissue layers by ablation with a focused beam of ions. This enables thinner sections and higher electron doses compared to SBEM, but the finite depth of focus of the ion beam limits the size of individual blocks. C) Automated tape collecting ultramicrotomy SEM (ATUM) sections tissue with a diamond knife and places the sections on a solid support, before loading samples into the electron microscope.

5.3.3 EM data acquisition: cost estimates

The image-acquisition cost for a 3-year project is given by

\[ C_{3\text{ year acq}} = \text{machine cost} \times \frac{T_{\text{imaging}}}{3 \text{ years}} \]

where \( T_{\text{imaging}} \), the time it would take to acquire all the data on a single machine, is given by

\[ T_{\text{imaging}} = \frac{1}{\text{pixels per second per beam}} \times \frac{\text{tissue volume/pixel volume}}{\text{number of parallel beams per SEM}} \]

In the below, we typically assume a machine cost of $1M, and compute the imaging time for a 420 mm³ brain at the highest achievable resolution on each machine type. Note that if pre-existing machines are used, or if the machine cost can be amortized over a longer duration (e.g., multiple projects),
then the effective image-acquisition cost would be lower.

SBEM

In one SBEM study, imaging a $325\,\mu m \times 325\,\mu m \times 60\,\mu m$ tissue block at $16.5\,nm \times 16.5\,nm \times 25\,nm$ voxel size took on the order of 7 weeks at $\sim 0.5\,MHz$ pixel rate. This is in order-of-magnitude agreement with the simplest calculation, based only on the pixel size and $\sim 2\,\mu s$ dwell time: $2\,\mu s \times (325\,\mu m \times 325\,\mu m \times 60\,\mu m)/(16.5\,nm \times 16.5\,nm \times 25\,nm) \approx 2\,\mu s \times 10^{12}$ pixels $\approx 517$ hours $\approx 3$ weeks. The estimated cost for a single whole mouse brain acquisition in 3 years is roughly $\$1B$ without parallelization and $\$20M$–$\$100M$ with 60-fold parallelization. SBEM can likely be operated at lower pixel dwell times (e.g., $0.5\,\mu s$) without unacceptable loss of image quality, decreasing the cost proportionately.

ATUM

ATUM can achieve 40 megapixel per second imaging rate at $4\,nm \times 4\,nm \times 25\,nm$ pixel size (or an effective imaging rate of 400–2400 megapixels per second with 10- to 60-fold parallelization). The estimated 3 year whole mouse brain imaging cost is then $\$300M$ and $\$5M$–$\$30M$.

FIB-SEM

FIB-SEM can achieve $\geq 5\,MHz$ pixel rate at $5\,nm \times 5\,nm \times 10\,nm$ voxel size. For a 3-year acquisition, we would need

$$\frac{1}{3\text{ years}} \times \frac{1}{\text{megapixels per second per beam}} \times \frac{420\,\text{mm}^3}{(5\,nm \times 5\,nm \times 10\,nm \text{ per pixel})} \approx 3600\text{ beams}$$

Without parallelization, the estimated 3 year imaging cost is $\$3.6B$, comparable to the estimate of $\$3B$ in (which considers more than just imaging costs). At 60-fold parallelization, 60-360 machines would be needed, giving an estimated cost of $\$60$-$\$360M$. 
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Data acquisition costs for whole-mouse-brain automated EM approaches could lie in the range of $10M–$200M. These estimates do not include the costs of developing reliable systems for lossless tissue subdivision, thin-sectioning and sample handling.

5.3.4 EM data analysis: basic properties

A major outstanding challenge in SBEM connectomics is image analysis: reconstructing neuronal wiring from EM image stacks. Tracing thin axons over long distances is the key difficulty, as opposed to synapse detection.

Error propagation A critical issue is the reliability of the analysis. Each error affecting an axon can cause disproportionate damage to the reconstruction, by mis-labeling each of the hundreds of downstream synapses in the connectivity matrix. For example, if an error in an axonal trace occurs on average even once per the length of one axon, which is several mm in mouse brain, then 50% of all connections in the connectivity matrix will be incorrect. In practice, achieving one error per several mm of EM trace is challenging: in one study, the errors in the manual reconstructions from ssTEM data — i.e., the best reconstruction quality currently available, as compared with automated algorithms — were roughly 1 error per 1000 axonal slices, corresponding to roughly 1 error per ~50–100 µm of axonal length, far below the ~4 mm typical axonal length in mouse cortex. In that study, the slice thickness was 50 nm, so decreased error rates would be expected in the techniques studied here, which use < 30 nm slice thickness.

Dependence on voxel size Currently, the ability of automated algorithms to trace the thinnest axons depends strongly on the imaging resolution. Given appropriate staining, a voxel size of...
(<10 nm) × (<10 nm) × (<10 nm) is sufficient to allow fully-automated axon tracing, whereas larger voxel sizes can lead to tracing ambiguities that are currently only resolvable through human-assisted image analysis. It is possible, though not proven, that a sufficiently small lateral pixel size — e.g., as is achievable in ATUM-SEM due to its tolerance of high electron doses, but not in SBEM — can allow for unambiguous automated neurite tracing even at relatively low z-resolutions.

**Dependence on staining method** The quality of EM data depends not only on the instrument resolution but also on the properties of the staining method. Staining of internal structures in axons and dendrites can lead to ambiguities in the resulting images. If only external surfaces are stained (e.g., along with a synapse stain) then even 25 nm × 25 nm × 25 nm instrument resolution may be sufficient for unambiguous axon tracing in some cases. On the other hand, if many internal structures are heavily and non-specifically stained (i.e., the method produces large “blobs” of dense stain), then even 5 nm × 5 nm × 5 nm instrument resolution may not be sufficient for axon tracing. Specific staining of the plasma membrane or other structures using genetically encoded contrast generators (e.g., APEX) may be one option for programmable control of the staining properties. Genetically encoded contrast agents could be targeted to specific neuronal compartments, such as the axon (much as are certain ion channels), in order to sparsify the scene. Reliable and uniform staining of entire mammalian brains prior to tissue sectioning is the subject of ongoing research.

**Theoretical limits on the tracing error rate** In EM tracing, the goal is to trace tube-like structures (axons) through a series of images using the fact that the tubes are hollow. The tubes are randomly oriented throughout the series of images, running perpendicular or parallel to the slice with roughly equal probabilities (in cortical neuropil). If the axon is perpendicular to the slice, then it appears as a “circle”. If the axon is oriented parallel to the slice, then it appears as a “blob” of stain arising from its upper and/or lower membrane surfaces. The fundamental parameters are the largest
voxel dimension $b$ and the smallest opening diameter $d$ in the tubes. If two slice-parallel axons nearly overlap, and are heading in nearly the same direction, then their paths cannot be distinguished, even when using longer-range structure across multiple images or sections and even as judged by human experts. This led to a model of the frequency of such “true ambiguities” per micron of axonal wires, as a function of the slice thickness $b$. Using the observed distribution of axon diameters $\rho(d)$, the model predicts one expected true ambiguity per 100–1000 mm of axonal wire for 20–30 nm sections; recall that there are kilometers of axonal wire per mm$^3$ of tissue.

**Data storage requirements** Assuming 10 nm × 10 nm × 10 nm EM voxel size, there are

$$420 \text{ mm}^3 / (10 \text{ nm} \times 10 \text{ nm} \times 10 \text{ nm}) \approx 5 \times 10^{16} \text{ voxels in a } 420 \text{ mm}^3 \text{ mouse brain.}$$

At 1 byte per pixel, this is \(\sim 400,000\) terabytes of EM image data, roughly the total amount of data transmitted over the internet during a 10 hour period circa 2013 (storage would cost \$20M on \$100 2TB hard drives).

5.3.5 **EM data analysis: cost estimates**

**SBEM and ATUM**

The standard $z$-resolution of SBEM and ATUM of 25–30 nm is not sufficient to allow fully-automated tracing of neuronal processes with currently available algorithms. Manual volume segmentation from SBEM image stacks by a trained human requires roughly 2 work-hours per $\mu$m$^3$. To get around this, Helmstaedter and colleagues$^{275}$ split the analysis pipeline into two separate stages: skeleton tracing and volume segmentation / contact detection.

For the skeleton tracing step, REdundant-Skeleton COnsensus Procedure (RESCOP)$^{274}$ is a human-assisted process for tracing the center of the axon. The software resolves disputes between users through redundancy and infers an estimate of the skeleton trace via a statistical model. A redundancy factor of 18 or 19 leads to roughly one tracing error per cell. This method achieved \(\sim 0.0135\) work-hours per
At a labor rate of $5 per hour, this corresponds to $70M per mm$^3$; for the whole mouse brain the labor cost would be of order $30B. To complete the analysis within 3 years using this method, assuming 2000 working hours per year, 945 000 laborers would be required.

The human-assisted skeleton tracing does not reveal synapses or detailed local morphology. This information is obtained via fully-automated volume segmentation algorithms, applied after the skeleton tracing$^{317,669}$. The estimated volume error rate for this process is around 3%$^{275}$. Note that this procedure currently does not reveal “ground truth” synapses as defined by the presence of a post-synaptic density (PSD) and pre-synaptic vesicles, but merely assesses the probability of connected neurons based on the pattern of contact between two cells (e.g., contact area, which is not a good predictor of actual synapses$^{468,275}$, except at very high contact areas$^{275}$).

In an alternate workflow, segmentation can be performed automatically, followed by human proof-reading$^{526}$. Assuming (15 nm)$^3$ voxels, a recent review$^{526}$ estimated that current methods would require 4.5 million person years of proofreading for a whole mouse brain, similar to the 3·945000 = 2.84 million person years estimated above for manual skeleton tracing. Thus, either segmentation algorithms must be improved, or data quality must be improved to compensate, to allow a dramatic reduction in the need for either pre-segmentation manual skeleton tracing and/or post-segmentation manual proofreading.

Large-scale internet-based crowd-sourcing could play an important role in scaling up data analysis, since tens of thousands of users appear to be willing to participate in the process for “free”$^{587}$. These players also collectively generate a large data-set for training machine learning algorithms$^{587}$. Other crowd-sourcing approaches for image segmentation are also being developed$^{226}$.

Using today’s tools, analysis costs would be in the tens billions of dollars for a whole mouse brain. The computational connectomics sub-field aims to reduce the analysis costs by orders of magnitude, ideally leading to full automation, and it is making progress towards this goal$^{399,556}$.
FIB-SEM

It is possible that the $(<10\text{ nm}) \times (10\text{ nm}) \times (10\text{ nm})$ resolution of FIB-SEM will enable reliable, fully automated axon tracing and synapse identification from large volumes.\textsuperscript{269} Automated synapse detection from FIB-SEM images has been demonstrated with error rates comparable to that of human experts (e.g., 0.92 recall at 0.89 precision).\textsuperscript{53,380}

5.3.6 Annotation of EM connectomes

While stains have been developed to couple electron-imaging contrast to neuronal and vesicular membranes, there are few extant mechanisms to couple electron contrast to other forms of sub-cellular molecular information, such as specific genetic sequences or specific proteins. Recent attempts have been made to introduce multiplexed labeling capabilities into EM,\textsuperscript{228} as well as to create genetically encoded proteins which can serve as EM markers.\textsuperscript{450,608} Furthermore, it may be possible to create nanoscale spatial patterns of heavy metals or other high-contrast elements which could serve as combinatorially-diverse EM labels (EM barcodes). Another option for obtaining multiplexed molecular information from a given cell body would be as follows: given the >1000 sections that contain a single cell body, it would be possible to antibody-stain each section for a different molecular marker, and thus to assign a “molecular identity” to every EM-reconstructed cell, without requiring any single EM image to be “multi-colored”. Nevertheless, EM currently lags behind optical microscopy in the ability to readily reveal biochemical information in a multiplexed fashion and in any neuronal compartment.

5.3.7 Summary

Electron microscopy imaging using serial block-face SEM (SBEM), automated tape-collection lathe ultramicrotomy (ATUM) or focused ion beam SEM (FIB-SEM) would cost hundreds of millions to billions of dollars for whole-mouse brain data acquisition using current instruments. Next-generation
parallel-beam SEMs — e.g., a 61-fold parallelized SEM under development by Zeiss — could reduce the data-acquisition costs into the range of tens of millions of dollars or below, depending on the degree and cost of parallelization.

FIB-SEM will likely allow fully-automated image analysis, due to its $<10$ nm $z$-resolution and compatibility with 5 nm in-plane resolution. However, due to its limited field of view per instrument ($\sim20$ µm along the milling axis), new instrumentation would be required to automate the sub-division of tissue into appropriate-sized blocks. Hayworth has demonstrated preliminary proof of principle that this sub-division could be achieved without information loss, to enable tracing of fine axons between blocks. SBEM and ATUM-SEM are more readily automated on the hardware side than FIB-SEM due to their compatibility with larger fields of view.

For SBEM and ATUM, which have $z$-sectioning limits of $\sim25$ nm, tracing of fine axons becomes more difficult for current image-segmentation software. Recent software advances, which separate skeleton-tracing (human-assisted) from subsequent volume segmentation and synapse identification (automated), have reduced the human labor requirements to roughly one work-minute per cubic micron (although current semi-automated image analysis methods mandate a staining protocol incompatible with “ground-truth” synapse identification, i.e., the presence of vesicles and PSD). At a labor rate of $\$5$ per hour, analysis of a whole mouse brain using this software would cost tens of billions of dollars and require nearly a million workers. Further advances in software are needed, therefore, to enable fully-automated analysis of image data generated from SBEM and ATUM. Importantly, the analysis costs could ultimately become negligible, in principle, through algorithmic advances. Also, the effective $z$-resolution of SBEM or ATUM could be improved through virtual sectioning.

Thus, given either a) construction of an automated tissue sub-division system for FIB-SEM or b) full software automation of SBEM or ATUM image analysis (e.g., via machine learning advances), and the emergence of multi-beam SEMs at a cost comparable to current single-beam SEMs, a whole mouse brain EM connectome project could be achievable for a cost of tens to hundreds of millions of dollars
and a duration of several years per mouse brain. A major advantage of EM connectomics is its ability
to trace in detail the morphology and compartmental structure of neurons, which is tightly coupled
to their electrochemical functions 4,18.

5.4 Trans-synaptic barcode pairing and bulk sequencing (BOINC)

A DNA barcode is a unique sequence of DNA used to “tag” an object of interest. Zador has sug-
gested 734 an approach to connectomics, called Barcoding of Individual Neuronal Connections (BOINC),
which leverages large numbers of DNA barcodes. First, each neuron is given a unique DNA barcode.
Copies of each neuron’s barcode are then exchanged with its immediate synaptic neighbors. A cell’s
own barcodes are then stitched together with barcodes received from its synaptic neighbors, form-
ing a set of barcode pairs corresponding to synaptically connected neurons. Zador’s original proposal
suggested one potential implementation: using trans-synaptic tracer viruses (e.g., engineered pseudo-
dorabies replicons) to shuttle copies of the barcode from a given cell to its immediate pre-synaptic
neighbors, whereupon a recombinase (e.g., phiC31 integrase) in the recipient cell would link donor
and recipient barcodes into a single strand 734.

The barcode-pair DNA strings from all cells are extracted, pooled, amplified (i.e., creating many
copies of each barcode pair) and sequenced on a bulk DNA sequencing machine, such as an Illumina
HiSeq. This results in digital data specifying a set of “on” matrix elements, corresponding to barcode
pairs (synaptic neighbors) which are observed, and a set of “off” matrix elements, corresponding to
barcode pairs which are not observed (e.g., due to the absence of a synapse between the corresponding
two neurons).

To allow “annotation” of the connectivity matrix, Zador and colleagues also suggested that addi-
tional information, encoded in nucleic acids, could be appended onto these barcode pairs, e.g., RNA
sequences indicative of a cell’s gene expression profile (cell type).
Note that the problem of determining the *spatial position* of each neuron is not solved by this approach, although coarse-grained positional information could be included by sectioning the tissue and appending additional, position-encoding DNA barcodes to the cell-barcode pairs extracted from each physical section, prior to bulk sequencing. The basic idea of BOINC is depicted in Figure 5.2.

Alternate molecular implementations of the same idea (e.g., which obviate the use of trans-synaptic viruses\(^{532}\)) could be preferable from a practical standpoint. For example, synaptoneurosomes containing cell-specific barcode RNAs could be extracted from the tissue and their contents sequenced via a vesicle-barcoded emulsion PCR: synaptoneurosomes typically have some of the pre-synaptic and some of the post-synaptic membrane still attached and even re-sealed\(^{685}\), although there would be an issue of synaptoneurosome collection efficiency in this scheme.

### 5.4.1 DNA barcodes

In one implementation, the DNA barcodes are contiguous strings of random nucleotides (random oligonucleotides)\(^{685,415}\). In another implementation, the barcodes correspond to an array of direct or inverted DNA sub-strings flanked by recombinase inversion sites\(^{734,518}\) (e.g., with 19 nucleotide inversion sites for Rci recombinase\(^ {256,518}\)). The stochastic arrays could be generated in-vivo by recombinase activity, starting from a standard cassette present in all neurons. There is precedent for recombinase-based sequence diversity generation in biology: the Min system makes 240 distinct variants of its multiple-inversion site, leading to 240 different isomeric forms of a phage coat protein to evade bacterial defenses\(^ {366}\).
**Figure 5.2:** Reading out neuronal connectivity via bulk sequencing: cell-identifying nucleic acid barcodes from synaptically-neighboring cells are physically linked (e.g., via viral exchange and recombinase activity or other methods), and extracted from the neural tissue. The linked barcodes are then sequenced on a high-throughput DNA sequencer, such that each sequencing read corresponds to a barcode pair from a synaptically-connected pair of neurons.
In the first implementation, DNA barcodes consisting of only 20 DNA nucleotides (A, T, C or G) could in principle uniquely label $4^{20} = 10^{12}$ neurons, four orders of magnitude larger than the number of neurons in a mouse brain. When barcodes are generated (or chosen) randomly, there is a need to consider the probability of two neurons acquiring the same barcode. To uniquely identify a cell with a DNA barcode, the barcodes must be long enough to avoid the occurrence of duplicate barcodes in the population. The probability of no identical barcodes when $n$ barcodes are chosen with replacement from a test-tube with $4^j$ barcodes (i.e., with all possible DNA oligonucleotides of length $j$) is

$$P(j, n) = n! \times \text{Binomial}(4^j, n)/(4^j)^n$$

where $n$ is the size of the cell population and $j$ is the DNA barcode length in nucleotides.

For $n = 7.5 \times 10^7$ neurons and $j = 31$ base-long barcodes, the probability of a duplication $1 - P(j, n) < 0.001$ (the per-neuron probability of duplication is then roughly $10^{-11}$). This corresponds to a total barcode population size of $4^3 \approx 5 \times 10^{18}$.

For the case of recombinase inversion barcodes, the number of barcodes generated from $k$ segments is $k! \times 2^k$, as long as the recombinase inverts but only rarely excises on the relevant timescales. To achieve a similar probability of barcode duplication, only $k \approx 16$ distinguishable segments are needed.

There are many other strategies to create cell-identifying barcodes besides the two just mentioned; the diverse mechanisms involved in generation of antibody diversity by the immune system provide a range of examples. Indeed, somatic (VDJ) recombination has been used as a form of in-vivo barcoding for tracing of lymphocyte lineages in the mouse.

Error sources  PCR amplification and sequencing can introduce errors which would transmute one barcode into another. Fortunately, the recombinase-based barcode generation strategy leads to barcodes that are highly orthogonal at the sequence level (large minimal pairwise edit distance be-
tween barcodes, compared to the mutation probability), and synthetic barcode libraries introduced via viral transduction could be designed to be highly orthogonal. On the other hand, short barcodes strings which are generated stochastically in all cells by other methods will not necessarily be highly orthogonal.

Illumina paired-end sequencing can achieve error rates of roughly $p = 0.012 = 10^{-4}$ per base. Assuming a 100 bp template, the probability of two errors is then $p^2 \cdot \text{Binomial}(100, 2) = 5 \cdot 10^{-8}$. The error rate per cycle of PCR is much lower due to the high fidelities of proofreading polymerases: $f = 5 \cdot 10^{-7}$ per base for Pfusion\textsuperscript{312}. The fraction of strands with $\geq 1$ polymerase-induced error after $d$ cycles of PCR on a template of length $b$ nucleotides is then $F(\geq 1) = 1 - e^{-bf}d = 0.00125$ for $d = 25$ cycles and $b = 100$ nucleotides. On the other hand, in complex template libraries, errors due to mis-priming and chimeric products can occur at rates of 5% or higher. It is possible to reduce the effective PCR and sequencer error rates using “digital” sequencing methods like\textsuperscript{312,605}, which employ pre-amplification template barcoding and redundant sequencing to factor out these error sources.

Failure to capture any barcode pair corresponding to a given connection, leading to a false negative (missed connection) in the connectivity matrix, will likely be the dominant source of error in most implementations of BOINC. With highly orthogonal barcode sequences, false-positives due to sequencing errors can be minimized. Therefore, it is likely possible to implement BOINC in a regime where almost all errors are false-negatives, in contrast to the electron microscopic axon tracing approaches which are quite vulnerable to false-positives\textsuperscript{734}.

5.4.2 High-throughput DNA sequencing

The cost for a BOINC connectome is $C_{\text{BOINC}} = c \cdot r \cdot N_{\text{synapses}}$ where $c$ is the cost per sequencing read, $r$ is the number of sequencing reads per synapse and $N_{\text{synapses}}$ is the number of synapses in the tissue under study. The fraction of un-sampled synapses is $f_{\text{unsampled}} = e^{-r}$\textsuperscript{734} so that $1 - e^{-10} = 99.995\%$ of synapses are sampled at $r = 10$ and $95\%$ of synapses are sampled at $r = 3$. Because many pairs
of neurons are connected by several synapses, the fraction of un-sampled connections (synaptically linked cell pairs) will be less than the fraction of un-sampled synapses.

The mouse brain contains roughly $N_{\text{synapses}} = 10^n$ synapses: an average of $10^3$ synapses per neuron gives $N_{\text{synapses}} = 7.5 \times 10^{10}$, whereas an approximate average spatial density of 1 synapse per $\mu m^3$ gives $N_{\text{synapses}} = 4.2 \times 10^n$. Hence $10^n - 10^{12}$ sequencing reads are required per mouse connectome, depending on the redundancy factor $r$.

With current sequencing technology, running 3 lanes of an Illumina HiSeq 2500 produces $> 10^9$ reads (of up to 100 bp each) in about 10 days for a cost of a few thousand dollars. Roughly 100 HiSeq runs would be required for a full mouse connectome, for a cost of a few hundred thousand dollars. An existing high-throughput genomics facility (with $> 50$ HiSeq machines) could sequence a mouse connectome in 1-2 months.

The cost per base-pair (bp) of DNA sequencing has been decreasing rapidly: 2 bp per dollar in 2004, $10^6$ bp per dollar in 2009 and $10^7$ bp per dollar in 2011. The “$1000 human genome” corresponds to $1000/(3 \cdot 10^9 \text{ bp} \cdot 40 \times) = \$10^{-8}$ per bp, assuming 40× coverage. At these rates, the cost per 100 bp read is $\$10^{-6}$. Thus the minimum cost at these rates is about $\$10^{-6}$/synapse, or about $\$100k$ for $10^n$ synapses. Three-fold and ten-fold oversampling ($r = 3$ or $r = 10$) raise the cost to $\$300k$ and $\$1M$ per whole mouse brain, respectively. Corresponding costs for the mouse cortex alone, which contains perhaps 10% of all synapses, range from $\$10k$ to $\$100k$.

If these trends continue, it is not unreasonable to imagine that sequencing costs for a mouse brain connectome could drop by a further factor of 10 or more in the foreseeable future. At that point other expenses, including mouse and DNA processing costs, will dominate. Note that we have not included the cost of the bulk sequencing machines in this calculation: we are assuming that existing machines are used, e.g., at an existing genomics facility.
At 100–200 bp, each sequencing read would have enough room to include a minimal amount of transcriptomic information, in addition to just the connectivity matrix. This could take the form of RNA transcripts attached to the barcodes via RNA trans-splicing. Quantitating the relative proportions of just a few transcripts could be useful: for example, GAD67 and NeuN can be used to identify inhibitory neurons\textsuperscript{461}. Sequencing and abundance-counting of a few dozen transcripts could be sufficient to identify known neurobiologically relevant cell types: PV, SOM and VIP to identify the major classes of interneurons, for instance, and DAT, CHAT and others to identify major classes of neurotransmitter-secreting cells. Reliably implementing such trans-splicing mechanisms may be difficult in practice, however, and the method does not scale to capture full transcriptomes. As an alternative, BOINC connectomes could be annotated with transcriptional information via cell-specific barcoding of ribosomes\textsuperscript{532}.

It is also possible that relative connection strength annotations could be incorporated into BOINC by counting the number of recovered barcode pairs corresponding to any given pair of cells. In many potential implementations of BOINC, the number of barcode pairs recovered from a given cell pair would scale approximately linearly with the total area of synaptic contact between the cells, which may be correlated with connection strength\textsuperscript{371,187,731}, although the precise extent to which this relation holds is not known and some potentially complicating factors have been identified\textsuperscript{523}. Variability in the barcode pair collection efficiency across different cells could confound such measurements, however, and total contact area is likely not a perfect indicator of connection strength.

While BOINC can also be annotated with coarse-grained positional information, its major limitation is that it does not reveal the precise spatial position or morphology of each cell. Optical microscopy techniques incorporating BOINC barcodes could potentially ameliorate this, as discussed below.
5.5 Direct optical microscopy for connectomics

An optical microscopy approach to connectomics would be powerful, in principle, in that it could allow integration with a wide range of other biochemical measurements that are accessible through modern light microscopy, e.g., Fluorescent In-Situ Hybridization (FISH) \(^{118,96}\) or serial histology \(^{463,462}\). It is widely believed, however, that electron microscopy is the only approach which can allow acquisition of connectomes by direct imaging. Indeed, there can be as many 10-40 neurites per diffraction-limited optical resolution volume \(^{466}\), which creates severe difficulties with direct optical tracing of axons, even when neurites are tagged with distinct sets of fluorescent proteins through random genetic recombination (BrainBow) \(^{410,321,95}\). Nevertheless, there may be novel strategies which can work around this limitation.

5.5.1 Observing synapses vs. tracing axons

Because of the comparative sparseness — at 1-2 synapses per µm\(^3\) — of synapses in 3D space, optical connectomics approaches could succeed by restricting their attention only to the synapses themselves \(^{466}\). Rather than directly tracing the paths of axons and dendrites through a series of images, cell-identifying molecules could be physically trafficked — via endogenous cellular processes — to the pre-synaptic and post-synaptic compartments \(^{350,702,725}\). Then, observations of the synapses alone could reveal the identities and/or properties of the pre-synaptic and post-synaptic cells.

Resolution requirement to resolve neighboring synapses  
Diffraction-limited 3D imaging (\(\lambda/2\text{NA} \approx 200 \text{ nm xy-resolution and } 2\lambda/\text{NA}^2 \approx 533 \text{ nm z-resolution for numerical aperture } \text{NA} = 1.5 \text{ and wavelength } \lambda = 600 \text{ nm}\)) is not sufficient to directly resolve a synapse from its neighboring synapses \(^{466}\). Simulations of synapse-labeled fluorescence microscopy based on EM reconstructed rat hippocampal neuropil have suggested, however, that < 100 nm isotropic resolution
is sufficient to resolve >90% of synapses from their nearest neighbors. These simulations assumed that fluorescence was limited to the pre-synaptic and post-synaptic densities (PSDs), as opposed to the entire axonal bouton or spine head.

Figure 5.3 shows a conservative estimate of the resolvability of nearest-neighbor synapses based on the dataset from, in which synapses are present at an average density of 1.85 per µm³. A strict criterion for resolvability is applied: two synapses are considered to be non-resolved if any of their labeled points are separated by a distance smaller than the isotropic resolution. Since synapses are extended objects, it is often possible to separate them based on shape, even if they are not resolvable according to the strict criterion; the strict criterion gives a sufficient but not necessary condition for resolvability.

Labeling only of the PSDs allows resolution of >90% of synapses at isotropic resolution < 125 nm, whereas labeling of the entire pre-synaptic and post-synaptic compartments gave poor performance even at < 50 nm isotropic resolution. The poor performance for whole-compartment labeling is not surprising: synaptic boutons and spine heads often directly contact other nearby boutons and spine heads, leading to high confusion rates between nearby synaptic puncta, in the whole-compartment labeling scenario, even if the imaging resolution were to approach to zero. Therefore, to optically resolve individual synapses, it is essential that the labeling be highly specific to the PSDs, as could perhaps be achieved with a protein-tagging strategy.

**Achieving the required resolution**  Experimentally, confocal microscopy in < 100 nm thin sections and at roughly 200 nm diffraction-limited xy resolution — in the context of Array Tomography — appears to optically resolve most if not all synapses via antibody staining of synaptic proteins such as synapsin. Isolated fluorescent puncta are observed, in numbers similar to those expected in the tissue based on EM measurements of synapse density. In one recent study, the fluorescent puncta have been attributed to individual synapses by comparison with EM imaging of the same serial sections.
Advances in microscopy could minimize the need for ultra-thin 2D sections. The dual-objective imaging technique \( \mathcal{PM} \) achieves 100 nm resolution axially and 200 nm resolution laterally in a wide-field mode\(^{253}\), and multi-photon 4Pi-confocal microscopy gives similar axial resolution\(^{177}\) in a parallelized beam-scanning mode.

A 10–100× improvement to the speed of linear structured illumination microscopy (SIM) has recently been reported\(^{726}\). Linear SIM exceeds the diffraction-limited resolution by a factor of 2 along all three axes, with commercial systems achieving 130 nm × 130 nm × 270 nm resolution voxels. Further improvement to the axial resolution of SIM could allow it to resolve most synapses. For example, \( \mathcal{PS} \) two-objective detection\(^{190}\) is a form of SIM with isotropic 100 nm resolution.

Other techniques offer even deeper levels of optical super-resolution. Nonlinear SIM – SIM performed at illumination intensities high enough to saturate the fluorophore – can improve resolution beyond that of linear SIM\(^ {254}\), and parallelized nanoscopies based on point-spread function engineering have been demonstrated\(^ {105}\). Stochastic Optical Reconstruction Microscopy (STORM) achieves 30 nm × 30 nm × 50 nm voxel size in 3D\(^{199}\), but at its current volume throughput of roughly 15 µm\(^3\)/s,
STORM of an entire mouse brain would take nearly 1000 imaging years.

Molecular methods could be used to increase the effective spatial resolution, relative to that of any given optical setup, by “stratifying” the observation of different synapses into different imaging frames. This would increase imaging time proportionately. For a 2× cost in the imaging time, molecular stratification could also resolve the pre-synaptic and post-synaptic compartments of a given synapse: first activate pre-synaptic but not post-synaptic dyes, then switch to a new camera frame and reverse the activation pattern.

5.5.2 Strategies for optical connectomics

Fluorescent protein-based synaptiс BrainBow A “synaptic BrainBow” strategy has been proposed, in which each cell would express a distinct combination of fluorescent proteins, which would be targeted to the pre-synaptic and post-synaptic compartments. Then, by observing the spectrum of colors at each synapse, the corresponding pre-synaptic and post-synaptic cells could be identified, even if the pre-synaptic and post-synaptic compartments of a given synapse are not optically resolvable from one another. This could be combined with observation of the corresponding fluorescent protein color patterns expressed in the nuclei, thus labeling the locations of the corresponding somas.

This method could have favorable properties with respect to resolution of neighboring synapses, outperforming the conservative resolution requirements in Figure 5.3. Synaptic BrainBow relies on tagging synapses based on co-localization (spatial correlation) of fluorescence from pre-synaptic and post-synaptic markers: even if the fluorophores are not precisely localized to the pre-synaptic and post-synaptic densities, their emissions co-localize only over the synaptic cleft itself. Therefore, detection based on fluorescence co-localization can perform better than directly resolving single-colored synaptic puncta.

Unfortunately, the originally-proposed form of synaptic BrainBow does not scale to entire mouse
brains because of the limited color palette of available fluorescent proteins: \(2 \cdot \log_2(10^8) = 54\) spectrally distinguishable fluorophores would be required.

**Fluorescent In-Situ Sequencing (FISSEQ) for \(4^N\)-“color” synaptic labeling** Novel methods could potentially allow variants of the synaptic BrainBow strategy to scale to mammalian systems. An alternative method could leverage Fluorescent In-Situ Sequencing (FISSEQ)\(^{396,340}\), a recently-developed method for sequencing of DNA or RNA by optical microscopy in the context of intact tissue slices. In effect, FISSEQ constitutes a form of fluorescent microscopy in which there are \(4^N\) distinguishable labels, corresponding to the \(4^N\) possible nucleotide sequences of a DNA molecule of length \(N\) nucleotides. By leveraging FISSEQ, it may therefore be possible to create a \(4^N\)-“color” variant of the synaptic BrainBow strategy, which would scale readily to whole mouse brains, despite using only four actual spectrally distinguishable fluorophores. In one possible implementation, cell-identifying RNA barcodes (similar to those used in BOINC) could be targeted to the pre-synaptic and post-synaptic densities, and their nucleotide sequences could be read out by fluorescent microscopy in-situ.

If the fluorescent sequencing frame rate of an Illumina HiSeq machine\(^6\) were directly translated to in situ sequencing of 100 nm thick tissue slices in a diffraction-limited microscope, similar to the setup used in Array Tomography\(^{461,462}\), the imaging time\(^\S\) and imaging cost for a 3-year mouse brain

\[^6\]Illumina machines can achieve cluster densities on the sequencing flow cell (essentially a glass microscope slide) of 1,000,000 clusters per mm\(^2\), similar to the areal density of synapses in a 0.3–1\(\mu\)m thick tissue section. Given that a HiSeq run takes roughly 250 hours (11 days) and generates 300 billion bases of sequence (e.g., 3 billion 100 bp reads), the time to sequence a 1 cm\(^2\) area is

\[
T_{\text{Illumina}} = \frac{250 \text{ hours}}{(3 \times 10^9 \text{ reads})} \times (10^8 \text{ clusters/cm}^2) \times (1 \text{ read per cluster}) = 8.3 \text{ hours}
\]

\[^\S\]For comparison, whole mouse brain fluorescence Micro-Optical Sectioning Tomography (fMOST) at 0.6 \(\mu\)m \(\times\) 0.8 \(\mu\)m \(\times\) 1 \(\mu\)m xyz voxel size took 19 days\(^{242,735,108,460,157,429}\). This is broadly consistent with the estimate given here for whole mouse brain FISSEQ at the Illumina scan rate and Array Tomography slice thickness: using 100 nm rather than 1\(\mu\)m sections gives a factor of 10 relative to fMOST, and the 30 cycles of FISSEQ give an additional factor of 30, leading to 15 imaging years for whole mouse brain at the effective throughput of fMOST.
connectome would be

\[
\frac{8.3 \text{ hours}}{100 \text{ nm} \times 1 \text{ cm} \times 1 \text{ cm slice}} \times 42000 \text{ slices} = 40 \text{ years}
\]

and $3M respectively, assuming $1M per Illumina-rate machine.

## 5.6 Technology development pathways

These approaches could be validated in smaller brains. For example, the *Drosophila* brain, with 135k neurons, is roughly 1000× smaller than the mouse brain. In the electron microscopy approaches, only a few microscopes would be required for *Drosophila*, although image analysis would still pose significant challenges.

For BOINC, a single 11 day run on a HiSeq produces \( > 10^9 \) reads, more than sufficient for a *Drosophila* connectome (e.g., \( 10^8 \) synapses \( \times r = 10 \) reads per synapse). Reads of length 100 bp could include two 20-base barcodes, to uniquely label all neurons in the fly, as well as additional barcodes to provide spatial information. Indexing 10 sections along the \( x, y \) and \( z \) axes – forming blocks of \( < 100 \mu m \) edge length – would require only \( \log_4(10^3) = 5 \) additional nucleotides, or \( < 10 \) additional nucleotides for a highly orthogonal set.

For an optical microscopy approach based on in-situ sequencing of synapse-localized RNA barcodes, roughly 5000 \( z \)-sections of 75 nm thickness and 400 \( \mu m \times 1000 \mu m \) \( xy \) cross-section would be sufficient to cover the entire *Drosophila* brain. The totality of these sections would fit on a single standard microscope slide. If a 4-color 2D saturated SIM image at 50 nm \( xy \) resolution takes 1 s to acquire and comprises a 50 \( \mu m \times 50 \mu m \) field of view, then the time to image all the slices from a single fly is roughly 9 days. This is multiplied by a factor of 20 to account for 20 FISSEQ cycles. Therefore, ultrathin-sectioning 2D SIM FISSEQ of an entire Drosophila brain at 50–100 nm \( \times 50–100 \text{ nm} \times 75 \text{ nm} \) resolution – likely sufficient to resolve nearly all synapses – could be performed in \(< 6 \) months on a
single automated SIM microscope.

Once validated in a smaller model organism, extension to mammalian systems could be straightforward, although different model systems pose different obstacles for genetic engineering tasks like whole brain cellular-resolution barcoding. In addition, technologies like bulk EM staining may need to be adapted to larger volumes. Due to its small brain size, with only a few million cortical neurons, the Etruscan shrew may be a desirable early target.

5.7 Summary

Several approaches for whole-mouse-brain connectomics may be nearly within reach for roughly $100M–$200M in a three-year project. For electron microscopy approaches, this would require dramatic improvements in the speed and accuracy of computerized axon tracing. Improvements to the reliability and automation of electron microscopy sample handling would also be essential.

Approaches leveraging a new “exponential resource” — nucleic acid sequence-space — appear to have the potential to further reduce the cost by a factor of 10–100 or more. For example, BOINC, a set of approaches based on bulk sequencing of nucleic acid barcodes that have been exchanged across the synaptic cleft and physically paired into a single sequencing read, could potentially obtain a mouse connectome for under $1M at today’s sequencing costs. Further cost reductions are anticipated given the exponential improvement of DNA sequencing technology.

More speculatively, the ability to measure combinatorially-multiplexed molecular information (the $4^N$ possible RNA sequences of length $N$) in situ via optical microscopy, and to localize this readout specifically to synapses, could enable optical microscopy to directly acquire connectomes from fixed tissue samples. This approach could be feasible in the $10M range via a suitable combination of fast super-resolution microscopy, physical and/or optical thin-sectioning microscopy, and molecular stratification techniques.
The development of a whole mammalian brain connectomics capability will be a significant engineering challenge, regardless of the technology platform(s) adopted. Even once the component technologies are developed, there will be a need to integrate components into an automated pipeline for connectome acquisition. This is most likely to take place if technological innovations enabling significant cost reductions are introduced as early as possible.
Unfortunately, nature seems unaware of our intellectual need for convenience and unity, and very often takes delight in complication and diversity.

Santiago Ramón y Cajal

We propose a neural connectomics strategy called Fluorescent In-Situ Sequencing of Bar-coded Individual Neuronal Connections (FISSEQ-BOINC), leveraging fluorescent in situ nucleic acid sequencing in fixed tissue (FISSEQ) \(^{396,340}\). FISSEQ-BOINC exhibits different properties from BOINC \(^{734,652}\), which relies on bulk nucleic acid sequencing. FISSEQ-BOINC could become a scalable approach for mapping whole-mammalian-brain connectomes with rich molecular annotations.
Scaling connectomics to whole mammalian brains is a challenge: the mouse brain has roughly $7.5 \times 10^7$ neurons and $> 10^{11}$ synapses in a volume of 420 mm$^3$, with kilometers of neuronal wiring passing through any cubic millimeter of tissue, and relevant anatomical features on the scale of $< 100$ nm. We recently analyzed the design space for connectomics by studying the cost and scaling constraints on electron microscopy circuit tracing (EM) and bulk DNA sequencing of cell-identifying DNA barcode tag-pairs (BOINC)\textsuperscript{734,433,432,518}. We also suggested using optical microscopy to map connectomes\textsuperscript{433,122}.

Here we elaborate on the potential of the optical approach, proposing a strategy called Fluorescent In-Situ Sequencing of Barcoded Individual Neuronal Connections (FISSEQ-BOINC), leveraging fluorescent in-situ nucleic acid sequencing (FISSEQ)\textsuperscript{396,340}. FISSEQ-BOINC could determine the synaptic connectivity matrix, soma positions, and synapse positions, as well as diverse molecular annotations for cells and synapses.

In Section 6.1, we describe FISSEQ and propose FISSEQ-BOINC. In Section 6.3, we detail preliminary specifications for “Rosetta Brain” datasets – comprising joint, co-registered measurements of many cellular and molecular properties of a single brain – and explain how FISSEQ-BOINC could potentially meet them.

6.1 In situ sequencing of co-localized barcodes at synapses

Fluorescent in situ sequencing (FISSEQ)\textsuperscript{396,340} is a method for sequencing DNA or RNA molecules via fluorescent microscopy, in the context of intact, fixed tissue slices. In FISSEQ, a series of biochemical processing steps, such as DNA ligations or single-base DNA polymerase extensions, are performed on a block of fixed tissue, interlaced with fluorescent imaging steps. Here we illustrate the case in which DNA polymerase extension is used – this is referred to as “sequencing by synthesis”, because a copy of the sequenced strand is synthesized by the polymerase. The process is conceptually identical to the mechanism of fluorescent sequencing by synthesis in a commercial bulk DNA sequencing.
machine, except that it is performed in fixed tissue.

Each DNA or RNA molecule in the sample is first “amplified” (i.e., copied) in-situ via rolling-circle amplification to create a localized “rolling circle colony” (rolony) consisting of identical copies of the parent molecule. A series of biochemical steps is then carried out. In the $k$th cycle, a fluorescent tag is introduced, the color of which corresponds to the identity of the $k$th base along the rolony’s parent DNA strand. The system is then “paused” in this state for imaging. The entire sample can be imaged in each cycle. The fluorescent tags are then cleaved and washed away, and the next cycle is initiated. Each rolony – corresponding to a single “parent” DNA or RNA molecule in the tissue – thus appears, across a series of fluorescent images, as a localized “spot” with a sequence of colors corresponding to the nucleotide sequence of the parent molecule. The nucleotide sequence of each DNA or RNA molecule is thus read out in-situ via fluorescent microscopy.

The net result of this process is a form of fluorescent microscopy in which there are $4^N$ distinguishable “colors” or “labels”, corresponding to the $4^N$ possible nucleotide sequences of a DNA molecule of length $N$ nucleotides. Indeed, the FISSEQ-BOINC strategy for connectomics, presented below, can be roughly conceived as a “$4^N$-color synaptic BrainBow”, where $N$ is the number of bases sequenced.

**FISSEQ-BOINC** In FISSEQ-BOINC, cell-identifying RNA barcodes are targeted to the pre-synaptic and post-synaptic membranes, and FISSEQ is used to optically resolve and sequence the pre-synaptic and post-synaptic barcodes at a large fraction of synapses, thereby identifying connected pairs of cells in-situ. The idea of FISSEQ-BOINC is shown in Figure 6.1, and Supplemental Note 6.5.1 describes possible strategies for targeting nucleic acid barcodes to the pre-synaptic and postsynaptic membranes.

The key challenges for FISSEQ-BOINC are fourfold:

*In the case of RNA FISSEQ, a reverse transcriptase first creates a cDNA copy, which is then circularized and amplified to generate a local DNA rolony.*
1) Biochemical cycling: the large number of biochemical and imaging cycles required, e.g., at least 30 images to in situ sequence a 30-base cell-identifying barcode.

2) Resolution of distinct synapses: the need to optically resolve a given synapse from nearby synapses, which will require sub-diffraction-limited optical microscopy and/or molecular stratification if most or all synaptic contacts are to be observed (whereas synapses from a sparse subset of neurons are routinely resolved with diffraction-limited optics).

3) Resolution of pre-synaptic from post-synaptic barcodes: the need to distinguish barcodes on the pre-synaptic and post-synaptic sides of a synapse, despite their close apposition across the synaptic cleft\(^{189}\), which will require further targeted resolution enhancements.

4) Restriction of FISSEQ to synapses: barcode RNAs localized in axons or dendrites would often co-inhabit resolution voxels with pre-synaptic and post-synaptic barcodes, implying a need either for precise targeting of barcodes only to synapses (and nuclei), or for restriction of the FISSEQ biochemistry itself only to synapses – optical resolution considerations\(^{43,66}\) further suggest that FISSEQ signal should be restricted as closely as possible to the synaptic cleft, rather than filling the entire presynaptic and post-synaptic compartments, i.e., the spine heads and axonal boutons.

We next treat each of these challenges in turn.

### 6.1.1 Biochemical cycling

**Cycle time** Current FISSEQ biochemistry steps – based on sequencing by ligation – take 2.5 hours per base, but using Illumina-type sequencing chemistries – based on sequencing by synthesis – this can be reduced to 30 minutes per base. A variety of alternative chemistries have been developed for fast cyclic sequencing by synthesis in polymerase colonies\(^ {121}\).

**Reagent cost** Biochemical reagent costs are negligible compared to imaging costs (see below). Fluorescent ligation probes are the cost-limiting reagent in current FISSEQ protocols, available com-
Figure 6.1: A fluorescent in-situ sequencing strategy for connectomics: cell-identifying nucleic acid barcodes are targeted to the pre-synaptic and post-synaptic membranes, where their sequences are read by FISSEQ in a high-resolution optical microscope. Resolving synapses from their neighbors, and distinguishing pre-synaptic from post-synaptic barcodes at a given synapse, requires strategies for sub-diffraction optical imaging.

Commercially for roughly $500 per 10^{17}$ molecules (and note that commercial biochemical reagents are often priced orders of magnitude above the synthesis cost). For comparison, we can estimate the number of ligation probe molecules required for whole-mouse-brain FISSEQ-BOINC as $n \cdot s \cdot m \cdot b \approx 10^{17}$ where $n \approx 10^8$ is the number of neurons, $s \approx 10^4$ is an upper bound on the average number of synapses per neuron, $m \approx 1000$ is the number of template copies per synapse, and $b \approx 100$ is the number of nucleotides per template. Thus, even if we require $100 \times$ excess probe molecules, the reagent cost per whole mouse brain synaptic FISSEQ-BOINC is less than $100k$.

**Error rates** Sequence by ligation has typical error rates of roughly $\epsilon = 1\%$, such that a 30-base sequencing reaction has a success probability of $P_{success} = (1 - \epsilon)^{30} = 74\%$. If each base is sequenced three times, however, a majority voting scheme can be implemented: the sequencing-associated error rate could thus be reduced to $3\epsilon^2 + \epsilon^3$, leading to $P_{success}^{majority \ vote} = (1 - (3\epsilon^2 + \epsilon^3))^{30} = 99.1\%$. This would triple the number of biochemical cycles. An alternative method to error-correct synaptic FISSEQ reads is discussed in Supplemental Note 6.5.4.
6.1.2 Resolution of distinct synapses

Resolution requirement  Diffraction-limited 3D optical microscopy \( (\lambda/(2 \cdot NA) \approx 200 \text{ nm} \) \) xy-resolution and \( 2\lambda/NA^2 \approx 333 \text{ nm} \) z-resolution for numerical aperture \( NA = 1.5 \) and wavelength \( \lambda = 600 \text{ nm} \) is insufficient to reliably resolve nearby synapses, which are packed at an average density of 1-2 per \( \mu \text{m}^3 \). Prior theoretical studies, constrained by EM anatomical data from rat hippocampal neuropil, suggest that > 90% of synapses could be resolved at \( \sim 100 \text{ nm} \) isotropic resolution. This conclusion is subject to the assumptions used in the simulations, including fluorescent labeling only of the pre-synaptic and post-synaptic protein densities (PSDs) rather than of the entire synaptic compartment.

Synapse-specific molecular labeling  There exist multiple methods to optically label intact synapses via inter-cellular protein-protein interactions across the synaptic cleft, e.g., via neurexin-neuroligin interaction or split fluorescent protein complementation, or via immuno-staining against synapse-specific proteins. These methods could be used to validate the ability of an optical setup to resolve distinct synapses, and/or to locate synapses before in-situ sequencing. Because close axon/dendrite contacts do not reliably predict the locations of individual synapses, it would be desirable to use such an independent molecular marker of valid synapse locations, although we also invoke other methods here to eliminate FISSEQ signal that does not originate from actual synapses.

Limits to spatial resolution from rolony size  The rolling-circle nano-balls (rolonies) generated in FISSEQ are roughly 100–200 nm in diameter, in current protocols.

Strategies for resolution enhancement  

We now consider strategies, which can be used alone or in combination, to ensure the resolution of a given synapse from neighboring synapses: super-resolution imaging, thin sectioning and molecular
**stratification.** These strategies are illustrated in Figure 6.2.

**Super-resolution imaging** While much super-resolution microscopy research aims toward < 10 nm resolution and live-cell compatibility, FISSEQ-BOINC gives rise to a different set of challenges: 50–100 nm resolution in four colors, in fixed tissue, using standard fluorophores, and at the highest possible speed. The speed/resolution tradeoff is likely to be favorable in an in-situ sequencing context: colonies are brighter than single fluorophores, and the protocol is robust to photobleaching because new dyes are flowed in on each cycle†.

To perform FISSEQ, a microscopy platform must ideally allow 4-color imaging, or at least 3-color imaging. On a 3-color microscope, the 4th base could be unlabeled such that absence of signal serves as the fourth color. A 2-color microscope, however, is insufficient‡.

Among existing technologies, linear 3D structured illumination microscopy (SIM) enhances resolution by a factor of 2 along all three axes, relative to the diffraction limit, and is naturally compatible with 4-color imaging using standard fluorophores. Analog SIM acquisition§ can improve SIM speed and saturated SIM (SSIM) can improve SIM resolution§. PS two-objective detection is a form of SIM with isotropic ~100 nm resolution. Other existing methods such as isoSTED can achieve < 50 nm resolution along all three dimensions, but may be more difficult to adapt to high-speed, 4-color operation.

†Oxygen-radical scavenging buffers can also be applied to minimize photobleaching and photodamage.
‡In theory, a scheme with 2× more fluorophore cleavage/removal cycles could be envisioned: flow on A and T, look with 2 colors, cleave and wash away the fluorophores without de-protecting the bases, flow on C and G, look with the same 2 colors, cleave and wash away the fluorophores, then de-protect and move to the next base. Unfortunately, in the current FISSEQ chemistry, fluorophore cleavage/removal is achieved via the same reaction as nucleotide de-protection. Use of a 2 color microscope would therefore require new FISSEQ chemistry.
§The light intensity of the sinusoidal illumination pattern needed for SSIM is >1 photon per cross-section per fluorescence lifetime; then the emission pattern is non-sinusoidal due to saturation and contains spatial information at higher harmonics.
Figure 6.2: Resolution Enhancement Strategies for FISSEQ-BOINC: super-resolution, molecular stratification, thin sectioning, and informatic deconvolution from a known barcode pool. These techniques can be applied alone or in combination to improve the resolvability of nearest-neighbor synapses, and/or of barcodes on opposing sides of the synaptic cleft. Super-resolution microscopes overcome the traditional diffraction limited resolution limit ($\lambda/2\text{NA}$) via a variety of methods, such as patterned illumination, nonlinear optical effects, or stochastic single-molecule blinking. Molecular stratification initiates FISSEQ of only a (random or pre-programmed) subset of molecular barcodes in each imaging frame, e.g., activating only pre-synaptic or only post-synaptic barcodes. Thin sectioning (physical or optical) allows enhanced lateral resolution in a 2D plane by eliminating overlaps in the third dimension. Informatic deconvolution decodes mixed FISSEQ signals from a combination of distinct barcodes within a single resolution voxel, by relying on prior knowledge of the pool of individual barcodes.
Thin sectioning: Thin sectioning below the intrinsic axial resolution of the imaging setup can improve the effective axial resolution, by physically separating otherwise unresolvable axial locations. It can also increase the effective lateral resolution, by decreasing the spot density in the $xy$ plane within each section. Experimentally, Array Tomography – a form of thin-sectioning microscopy – appears to resolve most synapses in mouse brain tissue\textsuperscript{453,462} using $<100$ nm tissue sections on a diffraction-limited confocal microscope. In Array Tomography, the process of diamond-knife sectioning is automated, and an array of tissue slices is generated on a strip of adhesive for subsequent random-access automated imaging. All-optical methods can also achieve axial sectioning down to the 100 nm level\textsuperscript{253,177}.

Molecular stratification: Molecular stratification is a method leading to linear improvements in the effective spatial resolution of FISSEQ with linear increases in the number of imaging cycles, at fixed optical resolution of the microscope, by activating only a subset of the molecules in each cycle\textsuperscript{396}. In one implementation, multiple distinct “primer” sequences are employed sequentially during the FISSEQ process, such that each primer initiates sequencing of a subset of the colonies.

There are two broad types of molecular stratification – stochastic and deterministic. In stochastic stratification, an arbitrary subset of barcodes is activated in each step; for example, all barcodes beginning with the nucleotide “C”. In deterministic stratification, a defined subset of the barcodes is activated in each step; for example, all barcodes at pre-synaptic but not post-synaptic terminals, or all barcodes in L5 pyramidal cells but not in other types of neurons.

Stochastic stratification could be implemented via random ligation of primer binding sites to the target nucleic acids before FISSEQ\textsuperscript{396}. Up to 4x stratification can be obtained just by varying the last base of the primer binding site, since polymerase initiation is strongly dependent on correct homology at this position. Further stratification can be achieved by working backwards, gaining additional stratification by a factor of 4 at each step. Stratification factors of 10-100 should be readily achievable with this approach, albeit with the corresponding increases in imaging time. Stochastic molecular stratifi-
cation by a factor $S$ should lead to an increase in the average point-point separation by a factor of $S^{1/3}$ along all three axes.

Molecular stratification could be used to reduce the effective density of synapses in each imaging frame. To do so, however, all of the rolonies at a given synapse are activated or inactivated together. For example, stratification could be performed using the first few bases of the cell-identifying barcode itself, which is cell-specific rather than rolony-specific.

6.1.3 Resolution of pre-synaptic from post-synaptic barcodes

To distinguish pre-synaptic from post-synaptic barcodes at a given synapse, further strategies must be employed for resolution enhancement of optical microscopy: barcodes positioned close to the pre-synaptic and post-synaptic membranes may be spaced apart by ~10–50 nm across the synaptic cleft \cite{466,119}, well below the resolution of structured illumination microscopy and below the level where gains can be made through thin-sectioning. Molecular stratification and informatic deconvolution can solve this problem, as depicted schematically on the right side of Figure 6.2.

Molecular stratification In an elegant implementation of deterministic stratification, pre-synaptic and post-synaptic barcodes could be fused to distinct primer binding sites. A first primer would drive in situ sequencing only of pre-synaptic barcodes; then, in a subsequent set of biochemical cycles, a second primer would drive in situ sequencing only of post-synaptic barcodes. This would eliminate the need to resolve pre-synaptic from post-synaptic barcodes in any single fluorescent image. Supplemental Note 6.5.2 details a range of possible strategies to implement deterministic molecular stratification at the synapse.

To summarize: if a given synapse is already resolvable from other nearby synapses, then additional deterministic molecular stratification by a factor of 2 – by using distinct pre-synaptic and post-synaptic priming sequences – would be sufficient to resolve pre-synaptic from post-synaptic barcodes.
Informatic deconvolution  So far, we have assumed that the pre-synaptic and post-synaptic barcodes must be optically resolved, either in the same imaging frame, or in separate imaging frames (via molecular stratification). This is not necessary, however, if the set of possible pre-synaptic and post-synaptic barcodes is already known, and is a small subset of the $4^n$ DNA strings of length $n$, where $n$ is the barcode length.

For example, suppose that each cell’s barcode is readable via FISSEQ in the cell’s nucleus. In a first step, one can then perform FISSEQ on all the cell nuclei. One thereby determines all possible pre-synaptic or post-synaptic barcode sequences. Now suppose that both pre-synaptic and post-synaptic barcodes are contained within a single resolution voxel at each synapse, such that “mixed” fluorescent signals are obtained from the synapse during FISSEQ. Given the mixed signal, and the known set of possible barcode sequences obtained from nuclear FISSEQ, it is then possible to determine computationally which combination of the known barcode sequences gave rise to the observed mixed signal.

We refer to this approach as informatic deconvolution of non-resolvable barcode combinations, given a pre-determined pool of individual barcode sequences. Supplemental Note 6.5.4 outlines options for informatic deconvolution in more detail.

6.1.4 Restriction of FISSEQ to synapses

Restricting the FISSEQ signal to synapses is critical to the implementation of FISSEQ-BOINC. Barcodes localized “part-way down” axons or dendrites would often co-inhabit FISSEQ resolution voxels occupied by genuine synapses. Furthermore, to achieve sufficient resolvability of neighboring synapses, the FISSEQ signal should be restricted as closely as possible to the synaptic cleft.

Methods to accomplish this restriction fall into two categories: barcode localization (trafficking RNA barcodes solely to the synapse) and location-restricted sequencing (restricting FISSEQ chem-
istry solely to the synapse). Supplemental Note 6.5.3 describes one strategy for restricting FISSEQ biochemistry to the synapse, even in the presence of barcode RNAs localized outside the synapse.

6.1.5 Cost estimate: Ultra-thin sectioning FISSEQ-BOINC

One approach would be to perform FISSEQ on < 100 nm thin tissue sections in a standard diffraction-limited microscope, such as a confocal microscope. We treat this case here merely because it leads to a simple calculation of the estimated imaging cost; other methods allowing comparable degrees of super-resolution, which do not rely on thin sectioning, may be preferable in practice.

Spatial resolution Experimentally, this approach appears to resolve most synapses in the context of Array Tomography. Resolution calculations indicate that Array Tomography at 100 nm vertical slice thickness and 200 nm lateral resolution (via a standard confocal microscope) would resolve >90% of synapses from their nearest neighbors.

Imaging time A comparison with the rates of sequencing by fluorescent microscopy in commercial sequencing machines suggests that FISSEQ-BOINC in < 500 nm thin sections could proceed at rates of 8 hours per cm². Assuming 100 nm sections, the total imaging time is

\[ T_{\text{mouse}} = \frac{8 \text{ hours}}{100 \text{ nm section}} \times 42000 \text{ sections} = 40 \text{ years} \]

to sequence >90% of mouse brain synapses at Illumina rates on a single machine.

Imaging cost With $1M in situ sequencing machines operating at Illumina speeds, and machine cost amortized over three years, the imaging cost would be $13M per whole mouse brain connectome⁹.

¹To distinguish pre-synaptic from post-synaptic barcodes, either a deterministic molecular stratification approach would be used – with distinct pre-synaptic and post-synaptic primer sequences, increasing the imaging cost by a factor of 2 – or informatic deconvolution could be applied based on a known barcode pool, such as
**Additional costs**  The cost of instrumentation for whole mouse brain sectioning and section-handling, at 100 nm slice thickness, can likely be reduced below $1M.

**Project cost**  The cost for a 3-year ultra-thin sectioning mouse brain FISSEQ-BOINC is therefore in the $10M-$20M range, subject to the prior experimental demonstration of the basic molecular mechanisms of FISSEQ-BOINC. This cost could be reduced if the individual microscopes were brought below $1M, or amortized over multiple projects.

**Optical vs. physical sectioning**  Via all-optical techniques, PFM microscopy achieves 100 nm axial and roughly 200 nm lateral resolution in a wide-field mode. Parallelized multi-photon 4Pi-confocal microscopy leads to similar axial resolution. Bessel beam plane illumination gives $2 \times$ improvement in the axial resolution and $1.5 \times$ improvement in the lateral direction relative to confocal microscopy, while allowing high speeds. While we have focused on the physical sectioning approach here, because its ability to resolve densely labeled synapses has been demonstrated experimentally and because it leads to a simple estimate of the imaging cost, optical sectioning may be preferable in practice, e.g., if auto-alignment methods for 4Pi interference are introduced.

6.1.6 Hybrid approaches

Hybrids between the bulk sequencing (BOINC) and in situ sequencing (FISSEQ-BOINC) could lead to reduction of total costs, as well as potential experimental simplifications. For example, FISSEQ could be performed solely on each cell’s self-barcode – localized in the nucleus – and BOINC bulk-sequencing could subsequently be used to determine the connectivity matrix. This would eliminate the requirement for high resolution direct observation of synapses by light microscopy, yet would from nuclear FISSEQ, without any increase in the imaging cost.
still allow localization of each cell body in addition to determination of the connectivity matrix. Supplemental Note 6.5.5 discusses a potential hybrid strategy.

6.1.7 Summary

FISSEQ-BOINC leverages the recent development of fluorescent sequencing protocols for nucleic acids that have been locally amplified inside intact tissue. This approach could have several advantages over other connectomics approaches such as axon tracing via large-scale serial-section electron microscopy. Most notably, like BOINC, it does not require error-prone morphological tracing of thin (< 100 nm) neural processes over large (~1 cm) distances, instead relying on a digital representation of cell identity in nucleic acid strings for which the fidelity of readout is independent of distance from the neuronal soma.

FISSEQ-BOINC could allow the direct observation of synaptic connections in situ by reading the sequences of pre-synaptically and post-synaptically localized cell-identifying nucleic acid barcodes. Achieving the necessary spatial resolution in fluorescent microscopy, however, requires a suitable combination of: a) super-resolution microscopy, b) physical or optical sectioning of tissue into ~100 nm slices, c) molecular stratification, and/or d) informatic de-convolution of multiple sequences within one optical resolution voxel using a known barcode pool.

A preliminary cost estimate suggests that FISSEQ-BOINC in 100 nm ultra-thin 2D sections may be achievable for roughly $10M per three year mouse connectome, using imaging equipment comparable to today’s bulk fluorescent sequencing machines. The ultra-thin sectioning approach has been demonstrated experimentally to resolve densely labeled synapses in mouse cortex, and may integrate naturally with Array Tomography immuno-staining methods that report on the molecular diversity of synapses.

FISSEQ-BOINC integrates readily with other light-microscopy-based readouts, conferring high-dimensional, molecularly specific information: FISSEQ-BOINC is thus naturally suited to the acqui-
sition of Rosetta Brain datasets, as described below. In the simplest case, this includes integration with other FISSEQ readouts from the same tissue specimen, such as in situ transcriptomics or in situ readout of cell lineage barcodes.

In the specific implementation proposed here, which sequences only synapse-localized and nuclear-localized barcodes – FISSEQ-BOINC does not trace the morphologies of neurons. It is possible that whole-cell FISSEQ could recover detailed morphology, however, if each neuron is filled sufficiently with barcoded transcript, in a manner somewhat analogous to current BrainBow approaches.

6.2 Preliminary experimental directions for FISSEQ-BOINC connectomics

6.2.1 Technology components

Given the prior experimental demonstration of FISSEQ, key experimental milestones on the way towards FISSEQ-BOINC include the following.

• Barcode each neuron with a unique RNA tag. For dense, whole-brain barcoding, the barcode generation mechanism should be genomically encoded rather than delivered virally. Mouse models may be readily accessible due to their ease of genetic manipulation, e.g., via embryonic stem cell implantation. A germline-competent transgenic encoding the barcoding mechanism must be developed, despite the fact that expressed barcodes pose potential issues of toxicity. Due to its small brain size, with only a few million cortical neurons, the Etruscan shrew may also be a desirable target.

• Find a set of RNA localization tags that can label all synapses regardless of cell type. This is discussed in Supplemental Note 6.5.1.

• Restrict the FISSEQ signal to the pre-synaptic and post-synaptic densities (PSDs): a FISSEQ enzyme such as phi29 could be targeted to the PSDs via an antibody (localization to entire
synaptic compartments is not sufficient to allow good resolvability of neighboring synapses in a dense labeling scenario). This is discussed in Supplemental Note 6.5.3.

• Demonstrate optical resolution enhancement in the context of FISSEQ: to observe nearly 100% of synaptic contacts unambiguously, a 4-color (or at least 3-color) super-resolution microscopy with 50–100 nm xy resolution is needed, coupled with < 100 nm thin sectioning or < 100 nm axial resolution. Molecular stratification is a complementary tool for optical resolution-independent enhancement of the effective spatial resolution, and methods for molecular stratification are discussed in Supplemental Note 6.5.2.

• Achieve chemical compatibility of FISSEQ with appropriate tissue-embedding and immunostaining reagents: compatibility of FISSEQ with Array Tomography preparations would be valuable (OPTIONAL).

• Achieve biochemical compatibility of bulk BOINC with FISSEQ to allow hybrid strategies: BOINC could be used to obtain connectivity information via bulk sequencing while FISSEQ could be used on the same sample to obtain cellular positions and transcriptomes (OPTIONAL).

6.2.2 FISSEQ-BOINC Projectomes

Simplified versions of FISSEQ-BOINC could be useful even while relaxing some of the above engineering requirements. For example, rather than mapping the precise synaptic connectivity, a first implementation could target FISSEQ-BOINC barcodes only to the pre-synaptic compartments and nuclei, thus obtaining the complete *projectome* of a single brain, i.e., the spatial locations to which all axons project. This would obviate the need to resolve pre-synaptic from post-synaptic compartments, requiring only FISSEQ of pre-synaptic compartments and donor nuclei / somas. Projectomes are powerful resources of interest to many neuroscientists, and are useful for constraining
theories of brain architecture\textsuperscript{441}, yet current approaches require integrating many experiments across many brains and do not reach single-cell precision\textsuperscript{71}. FISSEQ-BOINC would solve both problems.

Note that cellular-resolution, single-brain projectomes could also be achieved with BOINC through 3D sectioning of the tissue and subsequent section-specific barcoding; nuclear-localized DNA barcodes (revealing soma positions) could be distinguished from synapse-localized RNA copies of the barcodes (revealing projections) by observing the removal of introns or by other methods.

6.3 Toward Rosetta Brains

A key goal for neuroscience is to measure many biological variables simultaneously, in a co-registered fashion, within single brains\textsuperscript{122}. Even co-registering just two variables at cellular resolution (e.g., activity and connectivity, or gene expression and projection pattern) has led to insights inaccessible to separate measurements\textsuperscript{620,68}, and it is important to extend such co-registration to as many relevant variables as possible. The results of such rich co-registration would constitute Rosetta Brains: integrative datasets that could constrain theoretical efforts to bridge across levels of structure and function in neural tissue.

Such integration could be enabled by the emerging ability to translate a variable of interest, such as synaptic connectivity, cell lineage\textsuperscript{591}, or perhaps even dynamic activity patterns\textsuperscript{715,127,678}, into a physical form that can be robustly stored, transported and measured – digitally-encoded nucleic acid strings, which can be read out in situ via FISSEQ as temporal patterns of colors.

6.3.1 FISSEQ-BOINC approach to Rosetta Brains

We can envision at least one route to Rosetta Brains, as follows\textsuperscript{122}. Given a single brain, we would like to measure “A, B, C, D and E”: Activity, Behavior, Connectome, Development and Expression of genes and proteins. All of these can be obtained via a FISSEQ-BOINC approach, as follows:
Activity can be measured via electrodes, optical microscopy, molecular recording or other techniques, in a manner that allows co-registration at the single-cell level with subsequent fixed-tissue optical microscopy.

Behavior can be monitored via video in the context of hypothesis-driven experimental paradigms or free behavior.

Connectomes can be obtained via FISSEQ of nucleic acid cell ID’s indicating connectivity, “ID-C”, as well as FISSEQ of nucleic acid barcode-tagged antibodies targeted to specific synaptic proteins, revealing synapse properties.

Developmental lineage can be determined via FISSEQ of nucleic acid cell ID’s encoding cell lineage: “ID-D”, e.g., DNA barcodes which are “updated” once per cell cycle.

Expression of genes is measured in a spatially-resolved fashion via FISSEQ or fluorescent in-situ hybridization of mRNA and/or of nucleic acid barcode antibodies targeted against cellular proteins: “ID-E”.

Implementing such a strategy would entail performing behavioral experiments on a single animal, with measurement of activity data occurring in real time. Then, the brain tissue would be fixed and thin-sectioned, perhaps using methods similar to those of Array Tomography. The tissue sections would be subjected to highly multiplexed FISSEQ and immuno-staining cycles in a high-speed, high-resolution optical microscope.

6.3.2 Advantages

Natural multiplexing of immuno-labels and transcripts. Attaching each protein-probing antibody to a unique nucleic acid barcode allows multiplex in-situ readout of synaptic and cellular proteins (exponentially parallelized compared to the typical 4-8 fluorescent colors per staining cycle).

Furthermore, in-situ sequencing of mRNA is inherently multiplexed. It will likely be possible with FISSEQ to achieve orders of magnitude higher multiplexing compared with recent gene expression.
atlas (8 hybridization probes per brain in 25µm sections), while performing these analyses on single brains rather than populations of brains.

**Error-correction**  By combining many types of measurements on a single piece of tissue, there is the possibility for error-correction: for example, mRNA expression levels could cross-validate cell type inferences made on the basis of synaptic protein abundances and distance-dependent connectivity patterns.

Furthermore, an array of molecular barcoding techniques could cross-validate or even substitute for in-situ sequencing, e.g., multiplexed in-situ probe hybridization.

**Combining structural and dynamic measurements**  During thin sectioning, electrodes or other recording devices could potentially remain inside the tissue, with the microtome simply slicing through them – although damage to the knife would be a serious concern, perhaps necessitating soft, thin electrodes. The positions of the electrodes or other recording devices could be known post-facto from microscopy or pre-facto from high-resolution CT scans. This would allow molecular composition and connectivity to be ascertained for cells of known activity history and representation/coding properties. Optical imaging of neural activity would integrate even more readily with fixed-tissue optical microscopy for FISSEQ. Much more speculatively, molecular recordings of time-dependent signals could be read out directly though FISSEQ or other forms of optical microscopy.

---

**Fluorescent in-situ hybridization approaches** have demonstrated experimentally a 32-fold simultaneous multiplexing capacity using Binomial\((7, 3) = 35\) STORM activator/emitter photo-switchable pairs. This approach could theoretically scale to at least 792 effective colors using available emitters, or to tens of thousands of effective colors if an infrared (IR) fluorophore was added to the color palette or other methods were used to distinguish dye pairs.
Measuring morphology is important, since mechanisms such as ephaptic coupling, BDNF signaling, nitric oxide release and many others can functionally link nearby neurons in a distance-dependent manner. Also, the positions of inputs within the dendritic tree govern their electrical integration. Therefore, knowledge of the precise spatial appositions of neuronal processes seems relevant for understanding elementary neuron-neuron interactions. Variants of FISSEQ-BOINC, employing FISSEQ barcodes distributed throughout all cellular compartments, could reveal at least the gross morphology of every cell, much as is done in current BrainBow techniques. Certainly, a genetically targeted subset of cell shapes could be imaged in this way.

Neuromodulators (e.g., neuropeptides and biogenic amines) can strongly modify the behavior of neural circuits, effectively forming “circuits within circuits” that are activated or inactivated by various modulators. Because many neuromodulatory receptors and release sites are extra-synaptic, mapping the neuromodulatory circuitry will require more than just synaptically-localized immuno-staining. While this goes beyond the pure synaptic FISSEQ-BOINC approach described above, this could also be done using optical imaging and multiplexed antibody staining in the same setup. Alternatively, correlations between gene expression patterns and neuromodulatory responses could be measured independently, and then used to infer single-cell neuromodulatory properties from FISSEQ transcriptomics data.

We have not discussed how to measure the dynamics of connectomes, or of the associated molecular annotations. This will require additional new concepts, perhaps variants of existing molecular recording ideas, but tailored to particular (e.g., slower) timescales and processes of interest (e.g., transcription). Integrating activity data into Rosetta measurements raises highly non-trivial technology problems if it is to be done at scale.
6.4 Discussion

FISSEQ-BOINC is a hypothetical connectomics strategy which uses Fluorescent In-Situ Sequencing (FISSEQ) to directly read the sequences of co-localized RNA barcodes at the synaptic cleft. Once the basic molecular mechanisms are established, preliminary estimates indicate that a FISSEQ-BOINC analysis of an entire mouse brain could cost $10M-$20M for a three-year project, primarily in the form of microscopy equipment. Improvements to the speed of 50–100 nm 4-color super-resolution fluorescence microscopy in fixed-tissue could reduce this cost further.

FISSEQ-BOINC is only one example of a plausible light microscopic strategy for high-speed, molecularly annotated connectomics. Unforeseen limitations of this plan could be revealed experimentally and alternative designs may prove superior. Nevertheless, the FISSEQ-BOINC strategy illustrates the existence of a flexible emerging design space. Ultimately, such an approach could simultaneously provide spatial localization of neuronal somas, determination of the neuron-neuron connectivity matrix, and cellular-resolution molecular annotations indicative of cell types, synapse properties, and developmental lineages. Furthermore, molecularly annotated connectomics approaches could synergize with strategies – such as the Human Brain Project – that aim to build large-scale data-driven simulations via integration of diverse measurements and data-sets.

Several recent and ongoing developments converge to enable the possibility of FISSEQ-BOINC or similar strategies. The problem of tracing thin axons over large distances though vast image stacks is, in principle, obviated by the use of digitally-encoded biopolymers which can be physically transported along the axon by endogenous cellular mechanisms. This combinatorial sequence space can be accessed by using $N$ cycles of fluorescence-coupled biochemistry to read out $4^N$ effective “colors”. Advances in light microscopy beyond the diffraction limit – which could be as simple as $\sim 100$ nm physical or optical sectioning – allow spatial resolution of many of the key objects of interest within any single fluorescent image, but further improvements in the effective spatial resolution can be ob-
tained by stratifying otherwise unresolvable objects into separate image frames using flexible in-situ DNA manipulation techniques.

FISSEQ-BOINC is currently at the level of a theoretical proposal. The implementation of FISSEQ-BOINC or related strategies will require the solution of a number of experimental challenges in in-situ biochemistry, imaging and automation. None of these appears to be insurmountable, however, and ongoing advances in fields such as high-speed super-resolution microscopy and automated tissue sectioning could remove some of the existing technical obstacles. We can thus envision at least one path, which may be one among many viable alternatives, towards whole-brain-scale, molecularly annotated connectomics.

6.5 Supplementary Information

6.5.1 Implementing barcode-trafficking to the synapse

While each of the below approaches will likely lead to an enhancement of synapse-localized barcodes, compared to passive diffusion, none is likely to yield the stringent synapse-specificity required for FISSEQ-BOINC: some fraction of barcode RNA will remain localized outside the synapse. Thus, one of these approaches will need to be combined with a secondary spatial restriction such as location-restricted FISSEQ, as outlined in Section 6.5.3.

Barcode targeting via protein fusions A cell-barcode in the genome could be transcribed into RNA molecules bearing either the MS2-binding RNA aptamer sequence or the PP7-binding RNA aptamer sequence (via direct genetic fusion or RNA-RNA interaction\textsuperscript{149}). The cytoplasmic domain of the pre-synaptic protein neurexin could be fused to MS2 protein, and the cytoplasmic domain of the post-synaptic protein neuroligin could be fused to PP7. These protein-RNA interactions are quite strong, e.g., with a 3 nm affinity constant for the MS2 aptamer/MS2 protein interaction\textsuperscript{616}. Alter-
natively, RNA barcodes could perhaps be fused covalently to the targeting proteins via cap-snatching protein mutants from viruses (a form of in-vivo mRNA display) or engineered ribozymes. The barcode RNAs could thereby be localized to the pre-synaptic and post-synaptic compartments.

The difficulty for this approach lies in the molecular diversity of synapses. Taking the neurexin/neuroligin example, there are four neuroligin genes in the mouse. The different subtypes of neuroligin can be found at different subsets of synapses, with neuroligin 1 at excitatory synapses and neuroligin 2 at inhibitory synapses. Neuroligin 3 is found at both excitatory and inhibitory synapses, but likely not at every synapse in the mouse brain. The C-terminal tails of the various neurexins/neuroligins are likely sufficient to direct targeting of the appropriate fusion proteins, although the cell-type context dependence of this targeting would need to be tested.

Thus, this approach may require not just two MS2/PP7-tagged synaptic proteins such as neurexin and neuroligin (i.e., one pre-synaptic and one post-synaptic), but rather a small set of MS2/PP7-tagged pre-synaptic proteins and small set of MS2/PP7-tagged post-synaptic proteins, to cover the molecular diversity of all synapses. There are likely other groups of (e.g., non-membrane) proteins which collectively could be used to target barcodes to all synapses: candidates include PSD95, gephyrin, SHANK3, Synapsin and others.

In this scheme, the cell barcode itself need only bear the MS2 or PP7 aptamer sequence; a transgenic mouse could be created (e.g., with CRISPR) that fuses the MS2 or PP7 proteins to multiple endogenous pre-synaptic or post-synaptic proteins.

**Barcode targeting via FINGRs**  Another targeting strategy would utilize fibronectin intra-bodies generated with mRNA display (FINGRs). These are a form of genetically-encoded “protein aptamer” against a target protein of interest, whose expression level is additionally tuned to be at or below the level of the target, leading to highly specific labeling. FINGRs have already been generated against Gephyrin and PSD95.
Barcode targeting via endogenous dendritic or axonal mRNA localization signals

Sequence signals in the 3’-UTR of mRNAs direct their localization to neuronal processes, e.g., the dendrites, via the formation of ribo-nucleoprotein “granules” which are transported by cytoskeletal motor proteins to their appropriate sub-cellular destinations. Further sequence signals in the 5’-UTR appear to be sufficient to direct localization to the synapse, in some scenarios, although the full molecular underpinnings of subcellular RNA localization are not well known. Synapse-associated poly-ribosome complexes, which perform spatially-localized protein translation at synapses, appear to be tightly localized to the synapse, and in particular to the base of the dendritic spine.

In principle, the appropriate RNA localization tags could be appended to cell-barcode RNAs to direct their localization to the pre-synaptic or post-synaptic densities. If multiple distinct localization tags must be appended, in a mutually exclusive fashion, to a single stochastically-generated RNA barcode, RNA trans-splicing or transposon traps could be used, as discussed in Section 6.5.2. Unfortunately, very few RNAs appear to localize exclusively to the synapse itself let alone to the PSDs, so this will necessitate combination with the methods of Section 6.5.3 or similar.

6.5.2 Implementing molecular stratification at the synapse

Implementing molecular stratification via alternative RNA splicing

Individual cells can simultaneously express at least 14-50 RNA splice variants of the same gene. For deterministic molecular stratification to distinguish pre-synaptic from post-synaptic barcodes, two mutually-exclusive exons could be placed downstream of the barcode RNA: for example, one exon could contain the MS2 aptamer and reverse transcription priming site 1, while the other exon could contain the PP7 aptamer and reverse transcription priming site 2. Then, the same (e.g., genomically-encoded) DNA barcode sequence would give rise to two distinct RNA sequences, one targeted to the pre-synaptic compartment and specific to the first primer, and the other targeted to the post-synaptic compartment and specific to the second primer (using different sequencing adaptors might be prefer-
able to different reverse-transcriptase primer binding sites, so that rolony preparation could occur in
a single step).

In another implementation of the same idea, the cell could express multiple alternative RNAs
which could be trans-spliced (rather than cis-spliced) onto a given barcode RNA. This has the ad-
vantage that alternative exons do not need to be engineered into a single gene\textsuperscript{684}. The efficiency of
trans-splicing would likely be a limiting factor here, especially since un-spliced targeting RNAs could
saturate the available synaptic proteins.

**Implementing deterministic molecular stratification via site-directed gene duplication**
Alternatively, gene duplication events could be targeted to a predetermined genomic
location, e.g., via a “transposon trap”\textsuperscript{402}. A barcode would first be generated within the retrotrans-
poison sequence at a defined “start-site” location in the genome. Elsewhere in the genome would be
placed two “landing sites” of the form: Promoter - Landing Site - PreTag/PostTag, where PreTag and
PostTag are targeting sequences for pre-synaptic or post-synaptic localization. The retrotransposon
can then be induced to “copy-and-paste” the barcode to these predefined landing sites. The landing
sites would be known sequences where that transposon has a high probability of landing. Transposon-
based duplication might have the advantage of being less dependent on cell-type-specific regulation as
compared with alternative splicing.

**Implementing molecular stratification via overlapping genes (plus vs. minus strands)**
Alternatively, to implement deterministic two-fold molecular stratification, the same DNA encoded
cell barcode could be transcribed from one promoter in the forward direction – leading to one set of
primer binding sites and localization tags – and from another promoter in the reverse direction, appen-
ding the second set of primer binding sites and localization tags. For a sufficiently diverse barcode
space, the reverse complement of a given barcode in the pool would not itself be present in the pool,
meaning that a cell could be identified either by its forward or reverse-complemented barcodes. It might be necessary to prevent spurious hybridization of the forward and reverse-complemented barcode RNAs (leading to spurious generation of RNA barcode dimers as well as PKR-activating long dsRNAs\textsuperscript{578}), but it should be noted that many opposite-strand overlapping genes occur naturally in the human and mouse genomes\textsuperscript{570}.

6.5.3 Restriction of FISSEQ biochemistry to the synapse

Additional synapse specificity of the FISSEQ signal could be achieved by restricting the sequencing chemistry to the pre-synaptic and post-synaptic densities using a form of protein tagging. This could be achieved by conjugating the various enzymes used in the FISSEQ colony preparation to antibodies against synaptic proteins. Such enzyme-antibody conjugates are not unreasonable given the success of previous enzyme antibody conjugates such as horseradish peroxidase, urease, and alkaline phosphatase. Moreover, by multiple conjugating enzymes in successive steps of the FISSEQ process to antibodies targeting different synaptic proteins found at the same synapse (e.g. MMuLV RT—anti-PSD95, CircLigase—anti-NR1, Phi29—anti-NLGN3), spurious reactions at non-synaptic sites could be progressively reduced. Enzyme-antibody conjugates could be applied at a non-permissive temperature (or in the absence of substrate), unbound copies washed away, and then switched to a permissive temperature for the reaction.

Alternatively, a genetically-encoded non-specific biotin ligase\textsuperscript{562}, fused to a synaptic protein, could be used to biotinylate the proteins at the synapse, in a strategy similar to that of\textsuperscript{550}. One of the FISSEQ enzymes could then be linked to streptavidin. After enzyme addition and a wash step to remove unbound enzyme, enzyme activity would be restricted to the synapse, such that FISSEQ signals would only originate from the synapse itself.

Note that protein localization at the synapse, as is exploited in this strategy, can be highly precise, perhaps due in part to synapse-localized translation in some cases\textsuperscript{631,244}. 
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In the case where two DNA molecules are sequenced within a single optical resolution voxel (e.g., a diffraction-limited spot), the information content of each base sequenced is 3.25 bits†† (whereas 4 bits would be recovered if it could be known which amplicon generated which signal). *Informatic deconvolution* is the process of providing additional information in order to make up for the missing 0.75 bits and generate a full sequence pair. This additional information can come from two sources: priori knowledge of all sequences in the pool, or additional “programmatic sequencing” reactions. It would also be necessary to append additional sequence tags to the barcodes, indicating which barcodes are pre-synaptic and which are post-synaptic. Otherwise, only an unordered pair of sequences is attributed to each synapse.

**Known barcode pool**  Consider first the problem of adding information from the known barcode pool. Let \( n \) be the number of neurons (unique, known barcodes), \( s \) be the number of synapses observed and \( N \) be the barcode length. In a given resolution voxel (e.g., synapse) containing both pre-synaptic and post-synaptic barcodes, the observation consists of a list of unordered pairs corresponding to the labels at each base, such as “(A and T) or (T and A)”.

Denote the observation as \( x \). There are \( < 2^N \) sequence pairs consistent with \( x \), given no prior knowledge: the scaling will be \( \left( \frac{1}{4} \times 1 + \frac{1}{2} \times 2 \right)^N = 1.75^N \) on average. These are embedded in a space of \( 4^2N \) possible sequence pairs independent of the observation. We know that at least one pair of barcodes, each chosen from the set of size \( n \) of known barcodes, is consistent with \( x \). Perfect deconvolution is possible if and only if there is no other such pair which is also consistent with \( x \).

For random sequences, the probability that any other pair of known barcodes is also, by chance,
consistent with $x$ is

\[ < \frac{n^2 \cdot 2^N}{4 \cdot 2^N} = n^2 \cdot 2^{-3N} \]

Since there are $s$ synapses in the brain, the expected number of ambiguous synapses is then $< s \cdot n^2 \cdot 2^{-3N}$.

For a mouse brain with $s < 10^{12}$ and $n = 10^8$, the expected number of ambiguous synapses via informatic deconvolution of pre-synaptic and post-synaptic barcodes is at most $S_{\text{ambiguous}} = 10^{28} \cdot 2^{-3N}$. For $N = 30$, $S_{\text{ambiguous}} = 8$ whereas $S_{\text{ambiguous}} = o.0002$ for $N = 35$. Therefore, 30-35 base barcodes could potentially lead to nearly ambiguity-free connectomes via informatic deconvolution at the synapses.

Supplementary Figure 6.3 shows a simulation of these statistics for small $N$ and comparison with the above simple model.

**Figure 6.3:** Scaling properties of informatic deconvolution from a known barcode pool. Simulated barcode pools were generated randomly from an equal mixture of $A$, $T$, $C$ and $G$ (with a check to ensure uniqueness within the pool) and the probability of ambiguous informatic deconvolution was evaluated as a function of the barcode length $N$ and barcode pool size $n$. Solid lines: simulations. Dotted lines: the model $\log_2(P_{\text{ambiguous}}) = 2 \times \log_2(n) + (\log_2(1.75) - 4) \times N - 1$.

**Programmatic sequencing** Additional multi-base sequencing reactions can also provide the missing 0.75 bits of information. These can be implemented using a sequencing by ligation strategy,
which selects for correct hybridization of a multi-base ligation probe. Ligation efficiency is decreased by orders of magnitude by the presence of a single nucleotide mismatch within a symmetrical 12-base footprint, six bases on each side of the single-strand break\textsuperscript{336}.

As an example, through the appropriate choice of ligation probe-sets, a fluorescent signal could be indicative that bases 1 and 2 of the read are the same base (reminiscent of a logical AND gate). If we had previously observed A and T signals at base 1, and A and G signals at base 2, this additional information would unambiguously imply that the two barcodes begin with the sequences “AA” and “TG” (the alternative possibility “AG” and “TA” is ruled out because the extra multi-base read has indicated that the first two bases are identical in at least one of the molecules). Such “parity” sequencing reactions must be programmed, either through the design of the template molecules, or through the enzyme and sequencing reagents interrogating the template molecules. This scheme would increase the number of required biochemical cycles.

\textbf{Using informatic deconvolution for FISSEQ error-correction} FISSEQ inside the cell’s nucleus can “average” over many rolonies corresponding to the same cell-barcode, allowing unambiguous knowledge of the pool of all cell-barcodes (not to mention their corresponding soma positions) via nuclear FISSEQ. This knowledge could be used – in a manner analogous to informatic deconvolution – to disambiguate error-prone sequencing reads from the synapses, which might derive from only 1-2 rolonies. This could be valuable, for example, for “factoring out” the error rate associated with the reverse transcriptase step in RNA FISSEQ. Note that, unlike in traditional bulk sequencing library preparation, FISSEQ does not involve sequential, bottlenecked amplification steps that can, e.g., “lock in” polymerase errors generated during the first few cycles of PCR; indeed, in rolling-circle amplification, only the original template molecule itself is copied.
6.5.5 **Hybrid strategies**

Hybrid strategies could combine favorable aspects of BOINC and FISSEQ-BOINC. One possibility is as follows: 1) first localize each neuron and identify its corresponding barcode via FISSEQ of the nuclei, and then 2) subsequently subject the entire brain, post-FISSEQ, to bulk sequencing to determine the barcode *pairs* via BOINC\(^734,532,433\). In this scenario, only (multiple redundant copies of) a single barcode – the self-barcode of a particular cell – is in situ sequenced in each nucleus, greatly reducing the optical resolution requirement and hence allowing a significant speedup.

Cost estimate: To image only the nuclei, which are separated by \((1 \text{ mm}^3/100000)^{1/3} \approx 20 \mu\text{m}\) on average, a wide-field scan could first be applied to locate the nuclei. Then, using random-access confocal scanning in 3D, at 10 ms dwell time per pre-identified nucleus (a somewhat arbitrary estimate), the per-cycle imaging time would be \(10 \text{ ms} \times \xi \times 420 \text{ mm}^3\) where \(\xi = 100 000/\text{mm}^3\) is the approximate density of neuronal nuclei. Thirty cycles of FISSEQ on all mouse brain neuronal nuclei would then take only five months on a single machine, i.e., for a cost in the range of \$200k. The tissue could then be subjected to bulk sequencing of barcode *pairs* corresponding to synaptically connected cells, at the cost associated with BOINC, i.e., potentially \(<$1M\)\(^433\). The hybrid process could thus achieve a 1-year project cost in the \$1M range for a whole mouse brain barcode-based connectome with precisely known soma position for each barcoded cell.
Rather than believe that Watson and Crick made the DNA structure, I would rather stress that the structure made Watson and Crick.

Francis Crick

DNA as an Informational Substrate

Much of this thesis has focused on the use of DNA for the storage of arbitrary information, as opposed to just genetic information – for example, we have studied the use of DNA as a connectomic barcode, as proposed and experimentally pursued by Zador et al, or as a local storage medium for time traces of neuronal activity, as suggested by Kording et al and pursued in our own recent work. Here we expand on this notion, demonstrating or proposing several other applications of DNA as a
nanoscale informational substrate:

- As a broadly applicable tool, we harnessed a previous result on the mechanism rolling circle ssDNA production as a means for production of arbitrary sequence ssDNA inside the E. coli bacterium. This has potential applications to genome engineering, in-vivo structural DNA nanotechnology, and other areas.

- We proposed a molecular recording device for time-series of biological sensor readings which occur on a timescale of minutes to hours (e.g., characteristic of many changes in gene expression), rather than the milliseconds to seconds regime for which the polymerase-based ticker-tapes studied in Chapter 3 and Chapter 4 were designed. The proposed systems harness the natural process of CRISPR mediated immunity in bacteria, which constructs a linear array of DNA sequences harvested from pathogenic invaders. Such slow-timescale molecular recorders may be more practical (e.g., non-toxic to the host cell) in the near term, especially as they rely on the “transplantation” and judicious combination of existing, largely unmodified, molecular machinery rather than on the engineering of entirely novel molecular mechanisms.

- The sequence-specific hybridization of complementary single-stranded DNA (ssDNA) strands has led to an explosion of research into structural DNA nanotechnology, wherein many ss-DNA strands of user-programmed sequence self-assemble in solution to form a user-defined nanoscale object or machine. We consider both an application of this methodology to constructing one-dimensional nano-arrays, and a proposed extension of it – a series of experiments and design exercises, aimed at uncovering principles for the integration of bottom-up nanotechnology based on self-assembly with top-down nanotechnology based on photolithography. This has seeded a research program based on harnessing nanoscale combinatorial molecular recognition coupled with DNA synthesis, sequencing, microscopy and photolithography to synergize top-down and bottom-up approaches, sidestepping the limits of each.
7.1 In-vivo arbitrary sequence ssDNA production

We (joint with Kevin Esvelt) have demonstrated in-vivo arbitrary-sequence ssDNA production. In rolling-circle replication, the plus-strand origin of a circular plasmid or virus is nicked by the viral replicase (gII protein) and extended by host DNA polymerase, displacing the existing strand. After replicating the entire genome, the replicase again nicks the DNA at the origin and re-circularizes the displaced strand into a circular ssDNA. Rolling-circle origins from several phage, virus and plasmid species can be separated into “start” and “stop” signals encoding ssDNA synthesis and termination, respectively (Figure 7.1). By flanking any arbitrary (e.g., genome-integrated) dsDNA sequence with these signals, it should be possible to generate circular ssDNA of that sequence within the cell (Figure 7.1).

We first verified that gII protein could drive replication of an f1-origin-containing plasmid which lacked any other mode of replication; even in the absence of the f1 minus-strand origin, exogenously supplied gII drove replication of a plasmid containing the f1 plus-strand origin as its sole origin of replication (presumably due to spontaneous priming of minus-strand synthesis by endogenous RNAs). Thus, gII is sufficient for replication via ssDNA production in the context of the E. coli host cell; the full machinery of a helper phage, as was used in previous work in in-vivo ssDNA production, is not necessary.

Using a pUC plasmid (UK-civMAGE-3) bearing the f1-origin signal, and a separate SC101 plasmid (ST-gII-m35) driving expression of f1 gpII, we verified ssDNA production using a Cy5 labeled fluorescent probe oligo in an agarose gel (containing Mg²⁺ to aid in probe hybridization) (Figure 7.5B). Probe hybridization was abolished in the absence of gII protein or using a nonfunctional mutant gII protein driven from the same plasmid. Thus, gII can drive ssDNA production from a plasmid which also replicates via pUC.

Interestingly, we found (Figure 7.2), that expression of gII from a construct with weaker RBS strength gave more ssDNA production (and faster f1-based full-plasmid replication) than expression of gII.
from a construct with higher RBS strength.

With these basic parameters established, next steps could include attempting to drive ssDNA production from a (plasmid-based or genomically-integrated) split origin-terminator setup, rather than a single-origin plasmid.

We foresee at least two potential applications for arbitrary-sequence in-vivo ssDNA production, as shown in Figure 7.4A: multiplex genome engineering and in-vivo nano-assembly. In particular, in-vivo arbitrary sequence ssDNA production could lead to a strategy, shown in Figure 7.5 for achieving continuous multiplex automated genome engineering (cMAGE) without complex machinery or researcher intervention. Whereas traditional MAGE relies on electroporation to deliver oligonucleotides to the cell, cMAGE produces all ssDNA continuously from a single synthetic plasmid, by copying one strand via the rolling circle replication machinery of filamentous phages. In principle, our strategy avoids problems associated with transformation efficiency, strand concentration, and cell death caused by electroporation, as well as eliminating the need for complex machinery or researcher intervention, thus potentially providing a significant workflow improvement with respect to traditional MAGE.

In particular, we proposed that the resulting circular ssDNA could be cut into defined linear oligonucleotides by a Type II CRISPR system and incorporated into the replicating genome by binding to the lagging strand during genome replication at multiple target sites within the cell, as in traditional MAGE. Consequently, only one plasmid would need to be delivered into the cell to generate multiple copies of many distinct oligonucleotides. Furthermore, because Type II CRISPR systems function robustly in many cell types and rolling circle replication via an ssDNA intermediate is a general method occurring in all kingdoms of life, cMAGE could then be applied to any cell type into which a single dsDNA plasmid can be delivered, dramatically expanding the range of cell types amenable to multiplex genome engineering. While we have not yet had success with this CRISPR-based ssDNA cutting strategy in-vivo, we have initiated research into other mechanisms of in-vivo sequence-specific ssDNA
Figure 7.1: In-vivo arbitrary-sequence ssDNA production. A) Strategy for producing arbitrary-sequence circular ssDNA from a dsDNA parent plasmid. The inset shows a probe-labeled agarose gel demonstrating ssDNA production (using a single origin rather than a split origin-terminator system) in the presence of gII protein but not in its absence. B) Structural and sequence motifs in the filamentous phage origin of replication, which are used to construct start and stop signals for ssDNA production.
Figure 7.2: Antibiotic selection was used to measure replication from an f1 origin – which occurs via a single stranded intermediate – in the presence of varying levels of gII protein, supplied from a separate plasmid. Production of GII from a comparatively low-strength RBS and medium-copy expression plasmid led to optimal ssDNA production. Only under these "optimized" expression conditions did we measure significant and robust ssDNA production through the hybridization probe assay.

Figure 7.3: Layout of the UK-civMAGE-3 plasmid used for testing in-vivo ssDNA production driven by gII protein.
Applications:

1) chop up the DNA and use it for highly efficient genome editing (continuous MAGE)

2) fold nanostructures in-vivo to arrange proteins into sub-cellular devices

Figure 7.4: Potential applications of in-vivo arbitrary-sequence ssDNA production.
A single plasmid encodes both the template for ssDNA synthesis, the CRISPR array targeting it for cleavage, and the necessary protein machinery.

**Figure 7.5:** Design scheme for continuous multiplex genome engineering, showing a proposed CRISPR-based ssDNA cutting mechanism. We have since found that this cutting mechanism does not appear to work as intended, and alternatives are being pursued.
cutting. One mechanism under consideration is the use of holiday junction resolvase enzymes to cut immobile, designed junction structures that fold in the ssDNA form of the plus strand, but which are not present in the dsDNA form.

Arbitrary sequence in-vivo ssDNA production could also find application to in-vivo nano-fabrication, perhaps using designs inspired by William Shih’s 2004 single-stranded octahedron. We have designed variants of this system which would strictly use a single ssDNA (whereas Shih’s original paper used 5 additional short synthetic strands), by replacing DX crossover regions with simple duplexes, as shown in Figure 7.4B.

7.2 Slow timescale tickertapes

Clustered regularly interspaced short palindromic repeats (CRISPR) mediated immunity in bacteria consists of an immunization stage, in which invading viral nucleic acids are incorporated into a genomic locus as roughly 30 nucleotide long “spacers”, followed by an immunity stage, in which RNAs expressed from the spacer DNAs are used to guide the cleavage of subsequent instances of the invader. The spacers are arranged in a linear array, separated by repeat sequences, and such that nearly all – though perhaps not strictly all – new spacers are incorporated at the far end of the array, closest to the so-called “leader” sequence. With Kevin Esvelt, Alex Chavez and Jonathan Gootenberg, we have designed a system for molecular recording of sensor time-series in which the sensor biases the relative rate of incorporation of two competing spacer sequences.

This scheme relies on two key insights: 1) the availability orthogonal CRISPR systems to avoid self-targeting and crosstalk and 2) the ability to generate a dsDNA sequence in-vivo using a genomically encoded template, such that the dsDNA sequence generated is not itself present in the genome – this prevents the Cas9-based cleavage mechanism from cutting the host cell’s genome. This latter capability relies on the in-vivo ssDNA production mechanism discussed above, specifically as applied
Figure 7.6: Design sketch for an intracellular molecular recording device operating on slow timescales, in which a time series of sensor values is recorded as a string of CRISPR spacer sequences incorporated into a genomic locus.
to genome-integrated origin-terminator constructs, in which the direct conjunction of the termina-
or and origin sequence is present in the synthesized circular DNA, but not in the genomic template.

This mechanism for expression of DNA circles from a genomic template is similar to the mechanism of induction used by integrating (“temperate”) filamentous phages, such as CTXφ and its satellite phages. In the present scenario, it would need to be adapted to mammalian chromosomes and mammalian rolling circle viruses such as the porcine circovirus. Partial homology between origin and terminator sequences might also need to be mutated away to completely prevent cutting of the genome-embedded sequences.

It would also likely be necessary to optimize the absolute and relative expression of Cas1/Cas2, and perhaps further optimize the system, via directed evolution of these proteins, in order to ensure sufficiently high spacer acquisition rates to achieve time-resolved recording on timescales of practical interest.

7.3 Autonomously stretching and directly visualizing a single DNA double helix: a route to versatile 1D nano-arrays?

Using structural DNA nanotechnology, we (joint with Mingjie Dai and Ralf Jungmann) have designed and experimentally validated a system to stretch out a single DNA double-helix or ssDNA strand of arbitrary user-programmable sequence within a defined “frame” structure. This could be used to display the strand for high-resolution microscopy studies (e.g., electron microscopy or atomic force microscopy), or to harness it as a completely addressable scaffold – down to the 0.34 nm linear precision of the DNA base pair – for arranging nanoscale components along a 1D array.

The DNA double helix represents a versatile substrate for constructing one-dimensional nanostructures: arbitrary DNA sequence motifs can be arranged in any order along its length, allowing sequence-specific DNA binding moieties to be placed in close proximity. To capture the potential
Figure 7.7: Design of the DNA tightrope in caDNAno2. The three-dimensional view and square-lattice cross-section of the scaffolded DNA origami nanostructure are shown. Each cylinder or circle represents a single DNA double helix, linked with its neighbors by single-stranded crossovers, in a pattern reminiscent of basket weaving.
of the DNA helix for nanotechnology, it would be useful to constrain DNA to adopt a straightened linear conformation, rather than a random coil. While we have elsewhere assisted in demonstrating a DNA elongation and deposition method that relies on macroscale instrumentation, here we develop a simple and customizable DNA origami platform that stretches an arbitrary double-stranded DNA segment like a tightrope across two rigid pillars with a defined pillar-to-pillar spacing. In addition to straightening the DNA, the platform is easy to identify by imaging and can be functionalized with organic or inorganic groups at many addressable sites. The tightrope can be placed in tension by modulating its length relative to that of the supporting structure. This system should facilitate the rapid prototyping of one-dimensional nano-systems.

The support for the track was designed using caDNAno and is assembled using standard 3D
Figure 7.9: Effects of shortening the tightrope. A) Agarose gel showing successful folding of tightrope structures with shortened linear gBlock strands. B) CanDo\textsuperscript{347} analysis showing the expected bent structure backbone resulting from mechanical strain. C) TEM image confirming the bent configuration; the tightrope is visible and an offset black line is drawn in to highlight its position. D) Another configuration observed in TEM, probably representing mechanical buckling of the structure backbone under strain.

scaffolded DNA origami techniques\textsuperscript{166,108}, whereby the m13mp18 genome is folded via 175 short staple strands. The tightrope strand begins as a 300 to 500-mer dsDNA “gBlock” available commercially from Integrated DNA Technologies. This gene block is then amplified by PCR with a phosphorothioate forward primer and a phosphate reverse primer, and the amplicons are subsequently exposed to lambda-exonuclease. The phosphate-primed strands are digested by the exonuclease, while the phosphorothioate-modified strands remain intact, and can then be integrated with the support to form the ssDNA tightrope.

7.4 NM2CM: STRATEGIES FOR INTEGRATING TOP-DOWN AND BOTTOM-UP NANOTECHNOLOGY, TO CONSTRUCT FULLY PROGRAMMABLE BIO-CHIPS

No integrated architecture has yet been proposed which fully specifies the steps necessary to produce structures with a) overall sizes on the scale of today’s computer chips (centimeters), b) addressable features on the 10 nm scale, and c) the ability to attach a wide range of discrete components at customizable locations. We have performed initial theoretical and experimental investigations into a scheme for nanometer-to-centimeter fabrication integration via top-down organization of DNA nanorods using
DNA hybridization interactions. In particular, George Church and I – leveraging previous work by the Church lab and collaborators on lithographic fabrication of periodic, chemically uniform nano-arrays for sequencing applications, as well as of aperiodic DNA microarrays – defined a deterministic strategy for ordering molecular components across millimeter or centimeter length scales while (we expect) maintaining few-nanometer precision in the placement of individual components. We proposed a solution that combines two levels of photo-lithography with DNA nano-structure patterning.

7.4.1 de Bruijn rod bridging

Although conventional lithographic techniques can produce patterns at high spatial resolution, they provide no means to specifically interface these patterns with diverse molecular-scale components. In contrast, the self-assembly of information-bearing bio-polymers exploits the specificity of molecular recognition to generate combinatorial numbers of specific binding interactions. Here we outline – based on a proposal by George George, which was created in response to discussions with the author and others – a method which specifies the construction of an array of uniquely addressable bio-molecular lattice points (UALPs) on a surface, with spacing on the order of 500 nm. Such an array could be used to provide docking and interconnection sites for inorganic components templated on DNA nanostructures. Such an array could also serve as a surface-based seed layer for growth into the third dimension via templated self-assembly of subsequent layers. Several capabilities in nanotechnology can be leveraged to create fully addressable nano-arrays.

1) Construction of periodic spot arrays: Interference photo-lithography allows rapid and low-cost fabrication of periodic patterns over large areas. The resulting chips may consist of an array of positively charged amino-silane spots on silicon or glass surfaces. Changing the pitch is merely a matter of changing the incidence angle. As a rule of thumb, it is easy to obtain a 3× ratio between pitch and spot diameter but difficult to obtain a 10× ratio: thus 300 nm spot diameter at 1000 nm pitch is feasible, as is 100–150 nm spot diameter at 400 nm pitch, but 200 nm spot diameter at 2000 nm pitch
Figure 7.10: Construction of DNA spots in a de Bruijn pattern. A diffraction-limited UV line focus, produced by a cylindrical lens, is scanned through a series of discrete positions, aligned to a nano-grid fabricated using interference lithography. The line foci sequentially activate lines of nano-grid spots along the x or y axes via nitro-benzyl chemistry, followed by deposition of the corresponding oligo type. Each axis corresponds to a De Bruijn sequence of the different spot types, with sub-sequence length $s = 2$. Thus, each pair of consecutive DNA spots along an axis uniquely identifies the location along the axis. The alphabet size $n$ is the number of DNA spot types along each axis. Shown here is the De Bruijn sequence with $n = 2$ and $s = 2 : 1122(1)$. Note that, for a pattern with $10^8$ UALPs, $n = 100$ and $2 \times 10^4$ separate oligo deposition steps are required. Assuming that one activation and deposition step occurs every 5 seconds, the entire process (up to rod deposition) takes one day. For comparison, if each spot had to be individually activated and deposited at 5 seconds per step to ensure unique addressability in 2D, the process would take $5 \times 10^8 = 15$ years. The use of a de Bruijn spot pattern and cylindrical lens allows us to circumvent this problem, as would the use of DMD-driven parallel oligo synthesis or deposition.
Figure 7.11: Conversion of the de Bruijn DNA origami pattern to a set of uniquely addressable bio-molecular lattice points (UALPs). Rigid DNA nanostructure rods bind to individual spots on the surface via binding sites on the DNA origami adaptors (orange). Contact points between rods bound to adjacent spots define unique x or y coordinates. Cooperative hybridization to markers (rod coupling DNAs) indexing these x and y coordinates allows unique addressing of 2D positions. Rods have directionality to define ordered pairs. $i_x$ and $i_y$ rod types are distinct to prevent mixing of the two coordinates. The total number of UALPs along an axis is $n^2$, where $n$ is the number of distinct spot types per axis. The total number of UALPs in 2D is $n^4$. In the example shown: there are $n = 2$ distinct spot types, $n^2 = 4$ unique positions along each axis, and $n^4 = 16$ UALPs in 2D.
may not be feasible.

2) Decoration of periodic spot arrays with DNA nano-structures at one-to-one occupancy: Rolling circle nano-balls (rolonies, see Figure 7.12) have been shown to bind size-matched positively charged surface spots fabricated by methods such as interference lithography\textsuperscript{170}. Rolonies sterically and electrostatically exclude one another on size-matched spots. Therefore the rolony concentration in solution can be held well above that needed to achieve a Poisson average spot occupancy of one, driving the system to stoichiometric spot occupancy. Rolonies have customizable size via the duration of the RCA reaction and each rolony may possess a unique $5'$ end with a hybridization-addressable sequence, e.g., defined by an overhang on the RCA primer.

Similarly, DNA origami bind to size and shape matched e-beam lithographic spots with one to one occupancy\textsuperscript{345}, and this property should extend to size-matched spots fabricated by interference photolithography or other low-cost methods for creating periodic arrays of nano-sized spots. Lambda-inside-m13 phage scaffolds have also been used to make lambda-sized origami. Furthermore, single-stranded tile (SST) structure fusion may be a viable approach to make larger SST structures\textsuperscript{695,723}. All these facts suggest that 200 nm $\times$ 200 nm rectangles or circles should be achievable and possibly larger.

Nano-structures would be greatly superior to rolonies due to their precision and addressability. Note that in practice, attaching rolonies to DNA origami in a well-controlled fashion has seemed non-trivial due to non-specific aggregation.

3) Rigid DNA rods on the 1 um scale: 6-helix-bundle DNA origami rods span 450 nm per monomer and 900 nm per dimer, while the largest fully addressable 12-helix-bundle single-stranded tile rods currently span 1 um.

4) Custom aperiodic oligonucleotide arrays with micron-scale feature sizes: these can be readily generated using light-driven chemistry\textsuperscript{112,613}, thus placing distinct user-defined DNA sequences at defined locations on a surface. Digital micro-mirror devices (DMDs) and spatial light modulators (SLMs) can be used to activate chemical steps in parallel, or alternatively, 2D or 3D spot-scanning or line-scanning
optics can be used in a serial process. Any of these technologies can in principle generate diffraction-limited feature sizes on the order of 300 nm for UV light. In practice, oligonucleotide arrays have been limited to feature sizes of approximately 2 μm, due to light scattering by the liquid medium in the synthesis flow cell. The feature size limit imposed by light scattering depends on the tolerance of the system with respect to optical crosstalk between spots: probably the micro-array manufacturers are being quite conservative about avoiding crosstalk at the expense of larger feature sizes. In the nm2cm application, we may be able to go well below 2 μm features with the same optical setup if tolerances are high compared to those for oligonucleotide array synthesis. Furthermore, scattering can be suppressed by several methods, including drying the flow cell between chemical steps and using a dipping lens to limit the optical path length through the fluid. In principle there is no fundamental difference in theoretically attainable resolution between standard lithography and light-directed DNA synthesis/deposition.

Furthermore, the required resolutions of the optical systems involved depend on the parameters
of the components used in later stages of the fabrication process (see below). In the rod-bridging strategy described below, if interference lithography could pattern 200 nm spots at 2 um pitch, and if a 2 um origami rod was available, then DMD optics at the conservative tolerances used by micro-array manufacturers would already suffice for aperiodic light patterning, since DMD-directed DNA synthesis can already achieve \( \sim 2 \mu \text{m} \) pitch in the micro-array field. Alternatively, construction of a periodic array with 200-300 nm spot size at 1 um pitch via interference lithography, followed by DMD-directed oligo synthesis at 1 um pitch would be sufficient, since 1 um rigid origami or SST rods are already available, as are 2D origami or SST assemblies with \( \sim 200 \text{ nm} \) diameter. In the below, we focus on a line-scanning scenario for illustration, assuming that light scattering can be minimized or tolerated, given the dimensions of the other components involved.

Combining capabilities 1 through 4 leads in principle to a strategy for construction of a uniquely addressable lattice in 2D. This strategy is shown in Figure 7.10 and Figure 7.11.

A. Use interference lithography to create a face-centered square lattice with uniform chemistry (i.e., no oligos yet).

B. Use nitrobenzyl photo-chemistry\textsuperscript{247} to make these generic dots photo-activatable (“caged”).

C. Use spatially patterned light, aligned to the underlying lattice generated in steps A and B, to selectively deposit or synthesize oligos within the interference lithographic spots. With sufficiently high-resolution digital micro-mirror device (DMD) or spatial light modulator (SLM) patterning, this in principle could result in a different oligonucleotide sequence being attached within each spot. Here, however, only \( 2^n \) distinct oligonucleotide sequences \( (x, \ldots, nx, y, \ldots, ny) \) will be synthesized. Figure 7.10 shows an example where \( n = 2 \). Because the oligonucleotide sequences are to be arranged in non-crossing lines, it is possible to use focused lines of activation light from a cylindrical lens instead of DMD patterning, although DMD patterning would also be an excellent option. The line width could in theory be diffraction limited at \( \frac{\lambda}{2\pi \text{NA}} = 360 \text{ nm} \) for 360 nm UV light with NA = 1/2. In practice, the effects of light scattering must be taken into account to determine the effective line width
that is achievable (or the effective spot size, for DMD patterning).

D. Build \(2n\) different DNA nanostructure exclusionary objects (DEOs: orange disks in the figure), which bind to the corresponding DNA \(2n\) spot types synthesized in step C. These are DNA origami, or other nano-structures, which can expose defined DNA adaptor sequences and which size-exclude one another on the spots from step C. Note that for a pattern with \(N\) UALPs, only \(2n = 2\times N^{3/4}\) distinct DEOs must be synthesized.

E. Bind \(2n\) types of rods to the corresponding adaptor sequences on the origami from step D, and at least \(2n^2\) pairwise rod-coupling DNAs (RCDs: oligos or DNA nano-structures), which bind selectively to oriented rod-pairs via attachment sites on the ends of the rods. The rods will have a preferred orientation defining left-right, front-back and up-down axes for each rod. Each of the 4-way rod junctions will have two RCDs corresponding to the x and y axes. This results in a unique address for each of \(n^4\) junctions, defined by the identity of the pair of RCDs at that site. Thus, each four-way rod junction comprises a UALP. The junction address can be queried by cooperative binding to its two RCDs, e.g., using cooperative hybridization probes. The cooperative hybridization probe can then be thought of as a second-order RCD specific to a given UALP. Note that for \(n = 100\) spot types per axis, \(2\times 100^2\) first-order RCDs must be synthesized. This can be achieved by amplification of oligo library synthesis (OLS) pools\(^{371}\), which now routinely contain \(5\times 10^4\) distinct user-specified sequences. In contrast, direct synthesis of \(n^4 = 10^8\) second-order RCDs is a technical challenge. If not all UALPs must be uniquely addressed, redundancy can be encoded into the the first-order RCDs, allowing a much smaller number of second-order RCDs to be used. Alternatively, clever library synthesis methods may be employed, e.g., using sequential ligations, to produce \(O(10^8)\) defined second-order RCDs.

F. Each axis (x and y) coordinate is set by adjacent DEO pairs. These can be thought of as a de Bruijn sequence with alphabet size \(n\), subsequence length \(s = 2\), full sequence length \(n' = n^2\). In general, this process leads to a grid of \(n^4\) UALPs. For \(n = 100\) and grid spacing of 1 um, we have \(100^4 = 10^8\) UALPs in a total grid size of 1 cm\(^2\).
**Findings from the nm2cm design exercise**

Because of the inherent constraints on interference lithography ($3 \times$ pitch to spot size ratio is easy while $10 \times$ is hard), if rigid $2 \mu m$ rods were used (for ease of a subsequent non-periodic photo-patterning step using a digital micro-mirror device or spatial light modulator), you would probably want $500 \text{ nm} \times 500 \text{ nm}$ origami or SST spot-covering structures. This is still somewhat beyond the limits of DNA origami and SST technology, however. If a $1 \mu m$ pitch was used, then probably a $200-300 \text{ nm}$ spot diameter would be sufficient, but the non-periodic light patterning would be somewhat more difficult.

**7.4.2 Aperiodic polymer nucleation: a strand-efficient strategy for self-assembling long, rigid, fully-addressable nano-rods**

We took initial steps to develop new ways to form rigid, multi-micron-long, fully-addressable nanorods, as are required in the above deterministic nm2cm scheme.

**Lambda origami**

The phage lambda genome length is 48,490 bp, so a lambda 6-helix origami bundle ($6\text{hb}^{165}$) would have length $(48,490) \times (0.34 \text{ nm}) / 6 = 2747.76 \text{ nm}$. A dimer of lambda 6hbs would surpass 5 um length, which matches the “feature size” on an Affymetrix Human Tiling 1.0R Array Set. Similarly, a disk-shaped lambda origami would have $> 200 \text{ nm}$ diameter, matching the available interference lithography spot size. One technical issue is the the presence of single-stranded nicks in the commercially available lambda DNA, preventing its direct use as an origami scaffold. Various groups are pursuing in-house phage production or enzymatic repair of the commercial lambda DNA, in order to solve these problems. On the other hand, it is still unclear whether 3D folding of such a long scaffold will occur reliably. We therefore chose to take a different approach to constructing long nanorods, which we describe in the next subsection.
The “molecular ruler” idea

Current synthetic approaches to self-assembly have centered on two paradigms: the creation of periodic crystalline structures from small numbers of symmetrical building blocks, and the use of large numbers of unique, asymmetric building blocks to fully define a complex self-assembled object. Robert Barish, Dave Zhang and I demonstrated proof of principle for a hybrid approach: the nucleated growth of periodic crystals on aperiodic polymer templates. An aperiodic single-stranded DNA template serves as the nucleus for growth of periodic but finite DNA crystals, and the template is stretched and rigidified during the crystal growth process. The polymer template thus serves as a “molecular ruler” that constrains an otherwise unbounded crystal growth process. Further elaboration of the molecular ruler principle in synthetic self-assembly may lead to efficient methods for construction of complex multi-scale architectures. Key questions for experimental investigation include:

1) Can an aperiodic scaffold with secondary structure serve as nucleus?
2) Can a floppy scaffold be ratcheted into a well-defined, finite shape?
3) Does growth of the crystal remain finite?
4) Can this be done in a system with strong binding interactions, such as the SST system?
5) Isothermal vs. annealed: will floppy scaffolds lead to slow isothermal growth kinetics?

Results on aperiodic polymer nucleation

To test nucleation of periodic lattices on an aperiodic template, we (joint with Dave Zhang) first adapted a single-stranded tile (SST) ribbon system. By choosing each row of repeated tiles to be a unique species, this system was previously used to construct ribbons of well-defined widths that are periodic along their lengths (“unique row ribbons”). We generated a set of 160 SST adaptor tiles which bind to an 1.15 um long stretch of the circular m13mp18 ssDNA template. These adaptor tiles
connect to the first layer of a unique-row SST ribbon and nucleate the assembly of the ribbon. Figure 7.13A shows the conceptual scheme.

For controlled growth on the scaffold, it is essential that the nucleating structure, consisting of the scaffold annealed to the adaptor tile layer, forms before the temperature of spontaneous self-nucleation of the SST ribbon. To ensure that the unique-row SST ribbon nucleates at a temperature lower than the melting temperature of adaptor-scaffold contacts, we designed the unique-row SST ribbon system such that each 10 or 11 nucleotide binding domain possesses only one C or G base and otherwise consists of A and T nucleotides. Under these conditions, spontaneous nucleus formation is expected to occur at roughly 25-35°C (for 1.6 uM each lattice strand), while nucleated lattice growth (strength 2) occurs at 50-55°C (1.6 uM each lattice strand) binding of adaptors to scaffold occurs at 60°C (10 nM scaffold, 10 nM each adaptor). This consideration is important because the scaffold contains secondary structure as well as regions of varying GC content; therefore the adaptor-scaffold contacts may have limited thermodynamic stability.

The unique-row SST lattice can be designed to have any number of layers. We tested the use of one-pot thermal annealing to form successively larger lattices from zero to thirteen helical rows above the adaptor layer. The scaffold was combined with the lattice tiles in a ratio of 1:160, corresponding to the 160-tile designed length of the ribbon, and with a 10x excess of the 160 individual adaptor tiles, and annealed from 90°C to room temperature. Figure 7.13B shows the result of applying this procedure to successively greater numbers of lattice rows. Rows 1-3 add successfully to the nucleating structure. Figure 7.13D shows a typical AFM image of a gel extraction from the band corresponding to addition of layer 3. Note the scaffold strand is rigidified by the growth of the crystal. The kinks in the structure likely correspond to lattice defects where crystal growth was hindered. Beginning with layer 4, most of the ribbon structures appear to aggregate.

We analyzed the mechanism of aggregation and found that it could be suppressed at high temperature. Adding super-stoichiometric quantities of the lattice strands relative to the scaffold did not
abolish aggregation, nor did the use of PAGE purified lattice strands. Adding large excess of lattice strands led to spontaneous self-nucleation of unique-row SST lattices; this spurious nucleation could be suppressed by adding complements of the individual binding domains for the top halves of each lattice tile (we referred to this as the “sticky block” strategy). It was also possible to nucleate 3-layer SST lattices by isothermal layer-by-layer growth on pre-annealed scaffold/adaptor complexes. A cycle time of 30 minutes was sufficient to bring the reaction to a level of completion similar to that achieved with thermal annealing (Figure 7.13C).

We (joint with Robert Barish) next explored the assembly of lattices from rigid double-crossover (DX) tiles. A 6-layer-wide unique-row DX ribbon was nucleated on BsrBI-linearized m13mp18 ss-DNA scaffold. A rectangular DNA origami structure was folded from the remainder of the scaffold strand in order to aid in visualization of scaffold-nucleated ribbons. Figure 7.14A shows a schematic of the design. Figure 7.14B shows the detailed strand layout of the scaffold-adaptor complex and nucleated lattice. The design is inspired by [561] in which algorithmic DX lattices implementing XOR logic were nucleated on a periodic scaffold. Our design differs from [561] in that we nucleate on a fully addressable aperiodic scaffold with high secondary structure and well-defined length; also, we nucleate finite structures rather than infinite crystals.

Thus it was unknown whether nucleation of DX tiles could occur in this context and lead to crystal formation. Figure 7.14C shows typical AFM images obtained after ligation of crystals formed with an excess of lattice tiles relative to the seed strand. The origami structures formed on the seed (green circles) are clearly associated with long ribbons, indicating that the ribbon structures are nucleated on the m13 scaffold strand. Figure 7.14D shows an assembly formed at a sub-stoichiometric excess of the lattice strands. Here the straight edge corresponding to the scaffold nucleus is easily distinguished from the opposite jagged edge, suggesting that crystal growth proceeds bottom-up from the nucleus and that it occurs asynchronously across the nucleus.

We also nucleated the growth of infinite-width lattices on the m13 scaffold, as shown in Figure 7.14E.
**Figure 7.13:** Nucleation of single-stranded tile ribbons on circular m13mp18. A) Design schema for rigidifying an aperiodic, floppy template sequence by using an aperiodic adapter tile layer to template growth of row-unique periodic single-stranded-tile crystals. B) Agarose gel on thermal annealing products showing structure aggregation, particularly after addition of layer 3. C) Isothermal growth experiment showing similar results to the annealing scenario. D) AFM image of a structure gel-extracted from the red box in B.
Figure 7.14: Nucleation of double-crossover lattices on linearized m13mp18. A) Design schema. B) Structure of the DX crossover lattice. C) AFM images of DX lattice formation on linearized m13mp18 ssDNA scaffold. A rectangular DNA origami folded from part of the scaffold serves as a marker for the presence of the scaffold. D) Zoom-in on a structure from the same experiment as in C. E) Nucleated the growth of infinite-width lattices on the m13 scaffold, without a designed origami marker on the scaffold. F) Zoom-in on the structure from E.
Again, the straight edge corresponding to the scaffold strand is distinguished from the jagged edge where crystal growth terminated asynchronously. Unlike self-nucleated DAO-E lattices, these scaffold-nucleated lattices have a characteristic right-handed super-twist resulting from constrained contacts with the scaffold. Figure 7.14F shows a high-resolution image where individual DX tiles and their contacts with the scaffold are visible.
Addendum: Hardware for Personal Phenotyping

We (joint with Charles Fracchia) have designed and experimentally prototyped the earliest incarnation of Bio-Glasses, a wearable system for continuous physiological monitoring. Based on open-source Fab Lab tools, we have developed early prototypes of a glasses-
mounted sensor platform which integrates two analog sensors (e.g., electroencephalography and galvanic skin response), one synchronous detection sensor (e.g., IR reflection to measure pulse), as well as an accelerometer and gyro to measure head movements. The system communicates with a host using Bluetooth. In a more recent iteration, the lightweight electronics are cast in a silicone shell which enables them to be mounted on any glasses stem.

We are also developing open and easy-to-use protocols for transmitting time-stamped data from such sensors. By developing and open and interoperable ecosystem of sensors and interconnects, we
Figure 8.2: Benchmarking the FabECG with medical-grade electrodes on the chest. a) Setup for data acquisition using the FabSampler electronics. b) Data acquisition using an oscilloscope. c) Data acquisition using FabSampler and Python on a laptop.
hope ultimately to enable the integration of rich real-time physiological data – personal phenotyping – into projects like the Personal Genome Project\textsuperscript{41}. 
References


Jasanoğlu, A. (NIH Grant 1R01NS076462-01). Noninvasive imaging-based electrophysiology using microelectronic devices.


268


273


285


286


