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ABSTRACT

Over the past twenty-five years, condensed matter physics has been developing materials with novel electronic characteristics for a wide range of future applications. Two research directions have shown particular promise: topological insulators, and high temperature copper based superconductors (cuprates). Topological insulators are a newly discovered class of materials that can be manipulated for spintronic or quantum computing devices. However there is a poor spectroscopic understanding of the current topological insulators and emerging topological insulator candidates. In cuprate superconductors, the challenge lies in raising the superconducting transition temperature to temperatures accessible in non-laboratory settings. This effort has been hampered by a poor understanding of the superconducting mechanism and its relationship with a mysterious pseudogap phase. In this thesis, I will describe experiments conducted on topological insulators and cuprate superconductors using scanning tunneling microscopy and spectroscopy, which provide nanoscale spectroscopic information in these materials.

First, I will describe experiments on the purported topological Kondo insulator SmB$_6$, where a topological surface state is expected to emerge from a strongly correlated hybridization gap. I used a spectral decomposition technique and temperature dependent spectroscopy to measure and observe the opening of the hybridization gap, and find evidence for a topological surface state. I will then describe experiments performed on the topological insulator Bi$_{2-x}$Fe$_x$Se$_3$, where I observed the scattering of surface states to surprisingly high energies. Models using density functional theory show that the interaction of the trivial and topological surface states could provide a route towards future topological insulator devices.
I then discuss two experiments performed on the Bi-based cuprates. In the first experiment, I imaged a static charge density wave that, in conjunction with bulk-sensitive probes, reconciles observations of surface and bulk charge ordering in the cuprates over the past twenty years. In the second experiment, I validated previous observations of an electronic nematic order in the pseudogap phase using high spatial-resolution spectroscopy. Together, the work on the cuprates provides insight into the nature of the pseudogap phase, which we find to be characterized by broken symmetries and charge ordering.
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Over the past five years, the field of condensed matter physics has actively studied two families of materials: (1) a new class of materials known as topological insulators, (2) the intriguing and poorly understood copper-based high temperature superconductors. This chapter gives a broad overview of these two families of materials, discusses their unusual characteristics, and potential applications. The final section of this chapter outlines the structure of the remaining chapters in this thesis.
1.1 A New Class of Materials: Topological Insulators

Over the past decade, condensed matter physics has been revolutionized by the understanding that interactions between the electron’s spin and orbital motion, “spin-orbit coupling”, can lead to new and exciting electronic phases. In particular, since 2009, a new class of “topological materials” has been discovered in compounds with a strong spin-orbit coupling (SOC), and a small bandgap, such as Bi$_2$Se$_3$, Bi$_2$Te$_3$, and Bi$_{1-x}$Sb$_x$ [1–4]. The electronic states at the surface of these materials exhibit unique properties, similar to those of graphene, that can be exploited for future applications in spintronics, quantum computation, or in the search for exotic physics [2–5]. These materials, called “topological insulators”, were predicted using a newly emergent understanding of electronic topological classes in condensed matter systems. In this section, we briefly describe the concept of topology as applied to condensed matter systems, and discuss the exciting experimental physics that arises from these materials.

1.1.1 Topological Electronic Phases

Topological insulators are materials in which the bulk has an insulating gap in the density of states, while the surface contains unique surface states that have topological properties. The presence of these exotic electronic states at the interface of the topological insulator with the vacuum is characteristic of the topological nature of the material.

How does topology, which is a branch of mathematics concerned with the properties of objects and space under continuous deformations, predict the existence of exotic electronic phases? As an example, topology can classify 2D surfaces dependent on the number of holes in the surface, or the genus $g$, as shown in Fig. 1.1. Objects within the same genus are equivalent because in principle, they can be stretched and deformed into one another, without poking a hole through them. In this way, a donut is classified as $g = 1$ and is equivalent to a coffee mug with a handle. Meanwhile an iPhone, which can be continuously deformed into an orange, has no holes, and both are classified as $g = 0$. Objects within one genus cannot be continuously deformed without puncturing or closing the hole, and so these two families represent distinct and mutually exclu-
**Figure 1.1: Examples of a Topological classification.** Objects can be classified by its number of holes $g$. All objects that can be continuously deformed to one another, while preserving $g$ are within the same topological class. Here we have an example of (a) a donut with $g = 1$ being in the same class as a coffee mug with a handle, and (b) an iPhone with $g = 0$ being in the same class as an orange.

Topological insulators differ from generic or “trivial” insulators through a similar topological classification, which instead of measuring the number of holes in an object, measures a property called the Berry’s phase in the electronic structure of the material [2,3]. The genus $g$ of Fig. 1.1 is equivalent to the topological invariant of the system, which remains constant so long as the material contains a spectral gap $\Delta$ in its band structure or density of states. Because the vacuum is considered a “topologically trivial insulator”, the boundary between a topologically “non-trivial” and a topologically trivial insulator will have unique properties, and for our purposes, the novel electronic states of interest.

One of the fundamental consequences of the topological classification of materials, is that at the boundary where the topological classification changes, there will exist gapless conducting states at the edge [2]. Because the topological invariant must change at the interface, the spectral gap $\Delta \to 0$, leading to the existence of gapless, metallic edge states. The simplest example of edge states existing at the interface of topologically trivial and non-trivial materials is at the interface of an integer quantum hall system and the vacuum, shown schematically in Fig.
1.2. In the bulk of the quantum hall system, electrons that are confined in two dimensions under a perpendicular magnetic field $B$ will undergo cyclotron orbits with a cyclotron frequency, $\omega_c = eB(mc)^{-1}$, where $e$ is the electron charge, $m$ is the electron mass, and $c$ is the speed of light. The quantum hall system can be considered an insulator with a bandgap $\Delta = \hbar\omega_c$, which separates the highest occupied electron level, called a Landau level, from the lowest unoccupied Landau level. However, the interface between the vacuum, which is equivalent to topologically trivial insulators, and the quantum hall system will possess topological surface states. To see this, we simply examine the electron motion at the edge. At the edge of the system, the electrons cannot complete their cyclotron orbits, and the result is a skipping motion that leads to unidirectional flow of electrons at the edge of the 2D quantum hall system [2, 6]. The edge states are chiral, in the sense that their direction of propagation is only in one direction, and therefore the edge states are insensitive to disorder. This observation in the quantum hall system is more general, and leads to the conclusion that gapless, chiral edge states will exist at any interface between two topological phases.

1.1.2 Three Dimensional Topological Insulators

Following theoretical work by a number of research groups [1, 7–10], a topological $Z_2$ invariant was developed to classify topological materials in the presence of strong spin-orbit coupling and time reversal symmetry (TRS). Like the 2-dimensional integer quantum hall state, the boundary between trivial $Z_2$ and nontrivial $Z_2$ classes must have gapless surface states. Because of the combination of time reversal symmetry (TRS), and spin-orbit coupling, the topological surface states (TSS) that exist at the boundary of trivial and non-trivial topological classes have exotic properties [2, 3]. First, the change in topological classes guarantees the existence of these gapless surface states, making the surface states robust to non-magnetic impurities, and impurity induced localization effects. At the high symmetry points, because of the TRS, the spin up and down states are degenerate, but away from the high symmetry points, the degeneracy is split from spin-orbit interactions. This implies that at the time reversal invariant points, the disper-
Figure 1.2: Interface of a Quantum Hall System with a Trivial Insulator. In an applied magnetic field, the electrons in a 2D electron gas undergo cyclotron orbits with a frequency $\omega_c = eB(mc)^{-1}$, where $m$ is the mass of the electron, $e$ is the charge of the electron, and $B$ is the magnitude of the magnetic field. The energy states of this system are separated by $\Delta = \hbar\omega_c$, and can be thought of as a band gap, similar to the band gap of a trivial insulator, brought on by band theory. At the interface of the trivial and non-trivial phases, an edge state exists, which, because of the skipping cyclotron orbits, has a single direction that traverses the edge of the quantum hall system.

The dispersion of the states has the form of massless Dirac fermions,

$$E(k) = v_D k + E_{DP}$$

(1.1)

where, $k$ is relative to the high symmetry point, $v_D$ is the velocity at the Dirac point, and $E_{DP}$ is the energy of the degeneracy. Furthermore, the Dirac dispersion around the high symmetry $k$-point is guaranteed by TRS. TRS also requires that $\vec{k}$ and $-\vec{k}$ must have opposite spin states, resulting in a chirality that locks the $\vec{k}$ states to specific spin states. The dispersion and the existence of the surface states in the gap is shown schematically in Fig. 1.3a,b [11], where we can see that TSS span the bulk band gap $\Delta$. Finally, in the presence of non-magnetic disorder, topological surface states impinging on disorder are forbidden to back-scatter because the $\vec{k} \rightarrow -\vec{k}$ scattering process requires a forbidden spin-flip. This implies that the topological surface states are also robust to non-magnetic disorder because of the locking of spin and momentum. This was
Figure 1.3: Three Dimensional Topological Insulators. (a) Cartoon of the surface states in a three dimensional topological insulator, shown in orange. At the high symmetry point \( k = 0 \), the surface states are degenerate. Away from \( k = 0 \), SOC splits the degeneracy of the spin states. (b) Angle resolved photoemission spectroscopy of the topological surface states (TSS) in Bi\(_2\)Se\(_3\). Figure adapted from Ref. [11]. The Dirac dispersion of the TSS is confirmed in the data. (c) Scattering modes from a step edge in topological Sb (111). The two scattering modes \( q_A \) and \( q_B \) correspond to the scattering processes schematically shown in (d). Notice the absence of blue to red scattering, which would require a spin-flip and is forbidden. (c) and (d) were adapted from Ref. [12].

 experientially shown using a scanning tunneling microscope in Fig. 1.3c,d [12].

The introduction of topological classes into the field of condensed matter physics has lead to a surge in research that has yielded exciting new physics. The unique properties of TIs has applications towards a variety of interesting novel devices. The interface of a ferromagnet and a TI could yield a novel spintronic device [13]. Meanwhile, the vortex state at the interface of a topological insulator and a superconductor could yield an exotic particle known as a Majorana particle [14], which has the unique property that it is its own antiparticle [15]. Majorana fermions could be used to devise a novel quantum computer that is well-protected from errors and utilizes non-Abelian statistics [16]. Despite these exciting possibilities, a tremendous amount of unanswered questions remain, including whether there are other types of topological phases in new materials, and whether current materials can be engineered for better device applications. The new understanding brought about by topology has only scratched the surface and many new forms of topological insulators will be discovered, each with different advantages and disadvantages compared to the previous generation.
Figure 1.4: Properties of superconductors. (a) At temperatures lower than $T_c$, the resistivity vanishes, as shown for Hg from Ref. [18]. (b) At temperatures lower than $T_c$, the superconductor becomes perfectly diamagnetic, expelling all external magnetic fields. Figure adapted from Ref. [19].

1.2 HIGH TEMPERATURE SUPERCONDUCTIVITY

Superconductivity, is a phase of matter that is characterized by zero resistivity, and perfect diamagnetism, as described in Fig. 1.4. At zero field, the material enters the superconducting phase from the normal phase at a transition temperature $T_c$, which for most superconductors discovered in the early 1900s was $\sim 20$ K. A theoretical description of the superconducting mechanism was finally proposed by Bardeen, Cooper and Schrieffer (BCS) in 1957 [17]. BCS theory described the superconducting state as comprised of pairs of electrons, called ‘Cooper pairs’, that were bound by a weak phonon-mediated attraction. The pairing of electrons opened a spectral gap in the density of states at the Fermi level from the pairing process, leading to a well known gap $\Delta$ that is associated with the superconducting state. By the 1980s, the theory of superconductivity was well established, and superconductivity was considered a cryogenic phenomenon, accessible only in laboratory conditions.

1.2.1 COPPER-BASED HIGH $T_c$ SUPERCONDUCTORS

The condensed matter community was surprised by the rapid discovery in 1986 of copper-based high temperature superconductors (cuprates). LaBaCuO$_4$ was the first compound discovered, with $T_c = 30$ K [20], which was quickly followed by YBa$_2$Cu$_3$O$_{7+x}$ (YBCO) with $T_c = 93$ K [21]. Because the transition temperature of YBCO was above liquid nitrogen temperature ($T_{LN_2} = 77$
K), this was the first superconductor that could be cooled using low cost liquid nitrogen, rather than higher cost liquid helium ($T_{\text{LHe}} = 4.2$ K). The discovery of YBCO quickly led to hopes that new cost-effective technological applications in power transmission, electronics, and transportation could be achieved using superconductors with ever higher $T_c$. Additional discoveries of the Bi-based, Tl-based and Hg-based copper oxide superconductors would soon push the transition temperature up to $\sim 140$ K. The rapid discovery of different superconducting $T_c$ is shown in Fig. 1.5. Despite the initial promise and hopes that $T_c$ might be pushed above room temperature, allowing room temperature superconductivity, the process of engineering higher $T_c$ superconductors has been hampered by a poor understanding of the superconducting mechanism in the cuprates.

There are multiple families of different Cuprate superconductors, which are typically classified based off of the first element in the chemical formula (i.e. La, Y, Bi, Hg and Tl based families). The Cuprates are layered materials of different XO$_n$ planes, where X is another element in the compound. An illustration of the structure of a Bi-based cuprate is shown in Fig. 1.6. The two-dimensional CuO$_2$ planes are the key ingredient in the Cuprates, being responsible for the superconductivity. What is surprising about the Cuprates, is that the superconductivity only arises upon doping into the system. The undoped, “parent” compound, is actually an antiferromagnetic
**Figure 1.6: Representation of the crystal structure of Bi-2201.** Because the top and bottom layers are BiO layers, the bonding between two BiO layers is the weakest, and defines the cleave plane of Bi-2201 crystal.

Mott insulator. The fact that an antiferromagnetic order could give rise to superconductivity is surprising, given that superconductivity is thought to be destroyed by magnetism.

### 1.2.2 Bi-2201 Structure

The cuprate compound that is studied in this thesis, is the Bi-based cuprate with a single CuO$_2$ layer, Bi$_{2−y}$Sr$_{2−x}$La$_x$Pb$_y$CuO$_{6+δ}$. This compound is typically known as “Bi-2201”, in reference to the chemical subscripts of the parent compounds of the Bi-based superconductors, which typically have the form: Bi$_2$Sr$_2$Ca$_{n−1}$Cu$_n$O$_{2n+4+δ}$. And so the $n = 2$ double CuO$_2$ layered compound Bi$_2$Sr$_2$Ca$_1$Cu$_2$O$_8$ is typically called Bi-2212, while the single layered $n = 1$ compound Bi$_2$Sr$_2$Ca$_0$Cu$_1$O$_6$ is called Bi-2201. The Bi-based cuprates are ideal for studies using scanning tunneling microscopy because of their relatively large crystal sizes, and easily cleaved structure. For reference, we display in Fig. 1.6 the Bi-2201 crystal structure, which is studied in Chapters 5 and 6.
1.2.3 Mysterious Pseudogap Phase

The doping dependence of the cuprates leads to a complicated three dimensional phase diagram that depends on the hole doping $x$, the temperature $T$, and the magnetic field $H$. At zero field, the phase diagram for the cuprates has the form shown in Fig. 1.7. At zero hole doping $p$, the cuprates are antiferromagnetic insulators, only upon doping does the superconductivity emerge. Optimal doping, is the doping level at which the superconducting $T_c$ is maximum, which in Fig. 1.7, is $p_{\text{op}} \sim 0.16$. Primarily on the underdoped ($p < p_{\text{op}}$) side of the phase diagram, a mysterious phase called the pseudogap phase, exists in addition to the superconducting phase. The pseudogap phase is characterized by a gap in the density of states that exists at $T > T_c$, but below the pseudogap onset temperature of $T^*$ [23], and can extend further into the superconducting phase and the overdoped part of the phase diagram. There is currently no consensus on whether or how the pseudogap phase interacts with the superconducting phase across the entire cuprate family, although it has been well characterized in Bi-2201 [24]. The nature and origin of this phase have been extensively studied for the past 20 years, and hopefully, a better understanding of the pseudogap phase will allow for a more clear understanding of the superconducting mechanism in the cuprates.

1.3 Dissertation Structure

The field of condensed matter physics is rich with novel electronic systems, such as topological insulators and cuprate superconductors, that are amenable to local spectroscopic studies. In contrast to bulk probes, scanning tunneling spectroscopy (STS) is well suited to understanding electronic interactions on the nanoscale, which makes STS ideal for observing strongly correlated spectral gaps, quasiparticle scattering processes, nanoscale charge order, and sub-angstrom broken symmetries. In this thesis, I will discuss experiments I have conducted using scanning tunneling microscopy and spectroscopy on topological insulators and the Bi-based cuprate superconductors.

In Chapter 2, I describe the technique of scanning tunneling microscopy and spectroscopy,
Figure 1.7: Phase diagram of hole-doped cuprates. At low doping $p$, the cuprates are antiferromagnetic insulators (AFI), upon doping, at low $T$, the cuprates enter the d-wave superconducting state (d-SC). On the underdoped side of the phase diagram $p \sim< 0.16$, at temperatures above $T_c$, the system enters the pseudogap phase, which has an onset temperature of $T^*$. Figure adapted from Ref. [25].

details on the experimental apparatus and develop the formalism for differential tunneling spectroscopy.

In Chapter 3, I describe experiments performed on the purported topological Kondo insulator, SmB$_6$, predicted to have topological surface states that span a strongly correlated hybridization gap [26].

In Chapter 4, I describe experiments performed on Bi$_{2-x}$Fe$_x$Se$_3$, where I imaged quasiparticle scattering processes of the topological surface states and trivial 2D quantum well states [27].

In Chapter 5, I describe experiments performed on underdoped Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$, where I found a surface charge ordered state that agreed with a bulk charge ordered state, providing the first confirmation of bulk and surface charge order in the cuprates [28].

In Chapter 6, I describe experiments performed on Pb-doped Bi-2201, where we investigated the experimental limitations of purported broken intra-unit cell electronic rotational symmetry in the cuprates.
2 Scanning Tunneling Microscopy

This chapter describes the principal experimental techniques used in this thesis, scanning tunneling microscopy and spectroscopy. We start by discussing the theory of electron tunneling. We follow up with a description of the main experimental apparatus, a home-built scanning tunneling microscope (STM) built in the Hoffman Lab at Harvard University. The final section describes the different STM measurements that are extensively used in this thesis.
Figure 2.1: Principles of tunneling between a STM tip and a sample. (a) Illustration of the tip-sample tunneling process. A voltage $V$ is applied between an atomically sharp STM tip and the sample, and results in a tunneling current $I$. (b) Illustration of the tunneling process from a spectroscopic point of view. The occupied states of the sample and tip are shown in red and green respectively, offset in energy by $eV$ because of an applied voltage $V$. $\phi$ represents the respective work functions of the sample and tip, $\Delta z$ represents the spatial separation between the tip and sample.

2.1 Theory of Electron Tunneling

Scanning tunneling microscopy relies on the principle of electron tunneling. In our case, we consider an atomically sharp PtIr wire, called our STM tip, which is placed within angstroms of a sample. A schematic of this situation is shown in Fig. 2.1a. If we apply a voltage to the sample, even if the electron does not have sufficient energy to leave the tip and enter the sample, there is a non-zero probability that the electron will spontaneously jump, or “tunnel”, between the tip and the surface (or vice versa). This process is forbidden classically, and is a fundamentally quantum phenomenon. A scanning tunneling microscope (STM) measures the resulting electron tunneling current at different locations of the sample, which creates a spatial map of the electronic properties of the sample.
2.1.1 Toy Model in One Dimension

The simplest case of tunneling occurs for a particle in one dimension. Consider an electron with energy \( E \) that is incident on a potential barrier:

\[
V(z) = \begin{cases} 
V_0 & \text{if } L > z > 0 \\
0 & \text{else}
\end{cases}
\]  

(2.1)

If \( V_0 > E \), the solutions to the Schrodinger equation for the wavefunction in the barrier region \( L > z > 0 \) have the form:

\[
\psi(z) \propto \exp(-\kappa z)
\]  

(2.2)

where \( \kappa = \sqrt{2m(V_0 - E)/\hbar} \), \( m \) is the mass of the electron, and \( 1/\kappa \) is the lengthscale of the potential barrier at which tunneling can occur. In typical experiments, the vacuum potential barrier is the energy to remove an electron from the material, known as the work function, and is typically \( \sim 3 - 5 \) eV. This results in a tunneling length scale of \( \kappa^{-1} \sim 1 \) Å. Because the probability that an electron will traverse the potential barrier is \( \sim |\psi(z = L)|^2 \propto \exp(-2\kappa L) \), the width of the potential barrier must be approximately \( L \sim \kappa^{-1} \) for electrons to tunnel across the barrier. This leads to the constraint that the STM tip must be within angstroms of the surface to measure a tunneling current. Furthermore, the exponential dependence of the tunneling probability means that if \( \kappa^{-1} \sim 1 \) Å(as is typical), for a 1 Å change in \( \Delta z \) the tunneling probability increases by an order of magnitude. The exponential dependence of the tunneling probability on the separation between the tip and the sample allows the STM to have such fine control over the position of the tip.

2.1.2 Derivation of the Tunneling Current

With the previous intuition, let us move on to formally evaluating the tunneling current from the sample to our tip when we apply a negative bias \( -V \) to the sample while holding our tip at virtual ground. This situation is illustrated in Fig. 2.1b. The negative bias on the sample effectively
raises the Fermi level of the sample by $+eV$ relative to the Fermi level of the tip. Because the occupied states of the sample are higher in energy than that of the tip, current will flow from the sample to the tip. The probability that an electron of energy $E$ (relative to the respective Fermi levels) in the sample will tunnel into the tip is, by Fermi’s golden rule:

$$P_{s \rightarrow t} = \frac{2\pi}{\hbar} |M|^2 \cdot N_s^{\text{filled}}(E)N_t^{\text{empty}}(E + eV)$$

(2.3)

where $N_s^{\text{filled}}$ and $N_t^{\text{empty}}$ are the number of filled states in the sample, and the number of empty states in the tip, respectively, and $M$ is the tunneling matrix element. If we use a WKB approximation to the tunneling matrix element, then:

$$|M|^2 \approx \exp(-2\kappa \Delta z)$$

(2.4)

where $\Delta z$ is the distance between the tip and the sample, $\kappa = (2m\bar{\phi})^{1/2}/\hbar$ is the local barrier height in terms of the mass of the electron $m$, $\bar{\phi} = (\phi_s + \phi_t)/2$ is the average work function given in terms of $\phi_s$ and $\phi_t$, the sample and tip work functions respectively. This tunneling matrix element is analogous to the exponential dependence of the wave function solutions in one dimension discussed earlier in Eqn. 2.2. $N_s^{\text{filled}}(E)$ and $N_t^{\text{empty}}(E)$ depends on the density of states in the tip or sample, and the Fermi-Dirac distribution, and is given by:

$$N_s^{\text{filled}}(E) = \rho_s(E)f(E),$$

(2.5)

$$N_t^{\text{empty}}(E + eV) = \rho_t(E + eV)(1 - f(E + eV))$$

(2.6)

where $\rho_s$ and $\rho_t$ are the sample and tip density of states respectively, and $f(E)$ is the Fermi-Dirac distribution at temperature $T$, given by:

$$f(E) = \frac{1}{1 + \exp(E/k_BT)}.$$  

(2.7)
The total tunneling current from sample to tip \((I_{s\rightarrow t})\) is then taken by summing over all energy states (including spin degeneracy), and including the charge of the electron, and noting that under most realistic assumptions, the matrix element is independent of energy \([29]\).

\[
I_{s\rightarrow t} = -e \frac{2\pi}{h} 2e^{-2\kappa\Delta z} \int_{-\infty}^{+\infty} (\rho_s(E)f(E)) \cdot (\rho_t(E + eV)(1 - f(E + eV))dE
\]

(2.8)

By a similar analysis the current from the tip to the sample has the form:

\[
I_{t\rightarrow s} = -e \frac{2\pi}{h} 2e^{-2\kappa\Delta z} \int_{-\infty}^{+\infty} (\rho_t(E + eV)f(E + eV)) \cdot (\rho_s(E)(1 - f(E))dE
\]

(2.9)

The total tunneling current from the sample to the tip is a sum of Eqn. 2.8 and 2.9, and is simplified to:

\[
I = \frac{-4\pi e}{h} e^{-2\kappa\Delta z} \int_{-\infty}^{+\infty} \rho_s(E)\rho_t(E + eV) \cdot \{f(E)[1 - f(E + eV)] - [1 - f(E)]f(E + eV)\}dE
\]

(2.10)

The tunneling current in the form of Eqn. 2.10 can be further simplified if the sample and tip are at low temperatures. At \(T = 4.2\) K, the width of the Fermi function is \(\sim k_B T = 0.36\) meV, and therefore on energy scales larger than \(k_B T\), \(f(E)\) is effectively a step function centered at \(E_F\). In the experiments described in this thesis, the experimental energy resolution was often \(\geq 1\) mV. The result is that the integral,

\[
\int_{-\infty}^{+\infty} \{f(E)[1 - f(E + eV)] - [1 - f(E)]f(E + eV)\}dE \neq 0\quad \text{for:} \quad \int_{-eV}^{0} dE
\]

This simplifies Eqn. 2.10 to:

\[
I \approx \frac{-4\pi e}{h} e^{-2\kappa\Delta z} \int_{-eV}^{0} \rho_s(E)\rho_t(E + eV)dE
\]

(2.11)

If we choose a tip with a flat density of states near the Fermi energy, and relative to the energy scales to be studied, then \(\rho_t(E + eV)\) is constant in the energy range \([E_F - eV : E_F]\), and can be
taken out of the integral and so:

\[ I(V) \approx \frac{4\pi e}{\hbar} e^{-2\kappa\Delta z} \rho_t \int_{-V}^{0} \rho_s(eV')dV' \]  \hspace{1cm} (2.12)

(where we have also dropped the sign and are measuring the magnitude of the current). Together this approximates the tunneling current as,

\[ I(V) = I_0 e^{-2\kappa\Delta z} \int_{-V}^{0} \rho_s(eV')dV' \]  \hspace{1cm} (2.13)

where \( I_0 = \frac{4\pi e}{\hbar}\rho_t \) is a constant that has units of current. The expression of the tunneling current in Eqn. 2.13 is most commonly used to explain STM tunneling. It relates \( I \) exponentially to the tip-sample separation, and to the integrated spectral weight of the sample from \( E_F \) to \( E_F - eV \). Furthermore, \( I \) is only significant when when \( \kappa\Delta z \sim 1 \), implying that for \( \bar{\phi} \sim eV \), the tip must be within angstroms of the surface.

2.2 The Scanning Tunneling Microscope

Scanning tunneling microscopy, first developed by Binnig and Rohrer in 1982 [30], is the heart of the experimental apparatus used in this thesis. Because of the sensitivity of \( I \) to displacements of up to an angstrom, the STM must have spatial positioning on a sub-angstrom length scale. Furthermore, the STM used here was optimized in size and design for operations at low temperature and high magnetic field, which was necessary to probe topological materials and cuprate superconductors.

2.2.1 Principles of STM Operation

An illustration of the basic construction of an STM is shown in Fig. 2.2a. The tip is a mechanically cut PtIr wire that is mounted on top of a piezoelectric tube. The piezoelectric tube has five quadrants (\( \pm X, \pm Y, Z \)), and upon application of a voltage to any of the quadrants, the piezo tube deflects in the given direction. The tunneling current \( I \) is measured upon application of a
voltage $V_s$ between the tip and the sample. By ramping the voltage on the $(\pm X, \pm Y)$ piezos, the tip deflects to a different part of the sample surface, allowing the STM to measure electrical properties at different locations. Because the tunneling current is exponentially dependent on the separation between the tip and the sample, $\Delta z$, the voltage on the $Z$ quadrant $V_Z$, effectively controls $I$. By increasing the voltage on $Z$, the tip extends, reducing $\Delta z$ and exponentially increasing $I$. Likewise, by decreasing the voltage on $Z$, $\Delta z$ increases, exponentially decreasing $I$. To maintain constant ‘contact’ with the surface, we employ a computerized feedback loop, called “feedback mode”, to maintain a constant tunneling current. In feedback mode at a fixed voltage setpoint $V_s$, $I$ is compared to a fixed current setpoint $I_s$, and the feedback loop varies $V_Z$ to minimize $|I - I_s|$. In feedback mode, $\Delta z$ depends on $V_s$ and $I_s$, but is often characterized by the parameter $V_s/I_s$, called the junction resistance $R_J$. The junction resistance is roughly interpreted to represent $\Delta z$ because for a given $V_s$, $\Delta z$ is larger for high $R_J$, and $\Delta z$ is lower for small $R_J$. $R_J$ is typically $\geq 1$ G$\Omega$ for $V_s$ ranging from 100 mV to 1 V. For sufficiently high $R_J$ when the STM is scanning in feedback mode, if the STM moves over a large impurity the computer will pull the tip away from the surface, preventing the tip from crashing into the surface. Feedback mode is therefore a computerized mechanism to control the STM tip and prevent unwanted tip crashes by always positioning the tip relative to the sample.

The STM head, shown in Fig. 2.2b, is housed at the bottom of a low temperature, low vibration cryostat that is bathed in liquid helium. The walls of the cryostat are in contact with liquid helium at $T = 4.2$ K, ensuring an excellent vacuum inside the cryostat. The cryostat is inserted into the bore of a large superconducting magnet, that is capable of reaching magnetic fields of 9 T perpendicular to the sample surface. The samples that are studied are bulk single crystals, typically $\sim 1 - 2$ mm in length and width, glued to a copper sample holder to which we apply a bias while holding the tip at virtual ground. The samples are cleaved in situ inside the cryostat, at $\sim 30 - 50$ K, and are immediately inserted into the STM. The cleave exposes a fresh layer of the sample that is uncontaminated, and the cryogenic vacuum ensures the cleanliness of the surface on month-long time scales. The use of liquid helium allows us to have a base temperature of $T \sim 4.4$ K for up to 5 days. Pumping on the liquid helium filled “1K Pot”, cools the liquid in
Figure 2.2: The Scanning Tunneling Microscope. (a) Schematic of the operation of a scanning tunneling microscope in feedback operation. The tip is mounted to a piezoelectric tube with quadrants ($\pm X$, $\pm Y$, $Z$). Voltage $V_s$ is applied to the sample, $\Delta z$ is the separation between the tip and the sample, the tunneling current $I$ is measured from the tip, and related to the setpoint current $I_s$ in a feedback loop on the Z piezo. (b) Picture of the STM head. The tip and sample are indicated with arrows and are in the same orientation as the tip and sample in (a). For scale, the STM head is approximately 2.5 inches in diameter.

The pot and can bring our base temperature down to $T \sim 2.2$ K. Heat can be applied to a length of wound wire around the base of the STM head, which allows the STM temperature to reach 50 K. Therefore the full operating range of our variable temperature STM is 2 - 50 K. Full details about the design of this STM are detailed in Dr. Yi Yin’s Ph.D. Thesis [31], and additional upgrades were documented by Dr. Anjan Soumyanarayanan.

2.2.2 1K Capillary Upgrade

In the summer of 2010, fellow graduate students Tess Williams, Anjan Soumyanarayanan and I embarked on a major upgrade of the cryostat that was designed by Dr. Yin. The main purposes of the upgrade were to plug a number of leaky soft-solder joints on the cryostat flange directly in contact with the liquid helium bath, and to rewire the DC wires of the system. Figure 2.3a shows a picture of the middle of the cryostat, with the new DC wires indicated. The wires are sheathed in a braid and inserted through the vacuum line that pumps on the main vacuum space. At each stage they are wound and thermally glued to a gold plated copper bobbin that is pressed against
**Figure 2.3: Cryostat Upgrades.** (a) View of the middle of the cryostat looking up from the STM head. New DC wire braids are shown protruding out of the main vacuum line, and are thermalized at different stages to the cryostat. The 1K Pot capillary is soldered to a thermalization post and pressed against the 1K flange. (b) Construction of the 1K Capillary and Pot. The 1K Pot siphon extends into the helium bath and sucks in helium along the arrows shown. The capillary is loosely wound around the heat switch pumping lines before being thermally sunk to the post shown in (a). After thermalization, the capillary is threaded into the 1K Pot.

the thermalization stage.

One major upgrade involved repairing the damage done to the 1K Pot, which had become clogged with oil that had been back-streamed from an oil-pump. As can be seen in Fig. 2.3b, a thin capillary sucks in liquid helium from the bath, and pools the liquid directly in the 1K Pot. By pumping on the Pot, the temperature of the helium is reduced and it cools the STM to 2.2 K. However, to maintain a constant temperature, the liquid helium in the pot must be continuously replenished, and so a careful balance between the input and output of the helium into the pot is required. While some systems use a needle valve to control the flow of helium into the pot, through consultations with Dr. Joan Hoffmann we chose to use a fixed flow impedance between the helium bath and the 1K Pot. The impedance comes mainly from choking the flow of helium
from the bath to the pot through a long narrow capillary. We ended up using 12 feet of 0.1mm ID, 0.3mm OD, CuNi capillary (“german silver”, CuNi$_{18}$Zn$_{20}$, or Cu 62%, Ni 18%, Zn 20%) purchased from GVL Cryoengineering in Germany. It is important to ensure that the liquid helium is superfluid before it enters the 1K Pot to reduce mechanical vibrations that could ruin the operations of our STM [32, 33]. To that end, we wound 5 feet of the CuNi capillary around a gold plated Cu post that was pressed into thermal contact against the the cryostat, as shown in Fig. 2.3a. We soldered the capillary to the thermalization post using rosin flux activated electrical solder (∼ 96.5% Sn, 3% Ag) to achieve a strong thermal connection. Two feet of the capillary are used to connect the outer bath to the thermalization post, and five feet are used between the thermalization post and the 1K Pot. The 1K Pot capillary was successfully installed and tested in the summer of 2010, and allows for continuous operation for 4 days at 2.2 K, with no noticeable mechanical vibrations. The temperature of the 1K Pot immediately reaches ∼ 1.2 K when the Pot is initially pumped on, but the temperature saturates at 2.2 K after ∼ 15 minutes due to a thermal short from the STM head to the bath. Future improvements will involve removing this thermal short to enable a base temperature of 1.2 K.

2.3 Measurement Modes

In our STM, the tip is held at virtual ground while a bias $V$ is applied to the backside of the sample. By tuning the voltage on the $z$-piezo so that $\Delta z \sim \text{Å}$, a finite tunneling current will arise between the tip and the sample. By fixing the voltage to the $z$-piezo, we could in principle raster the tip across the surface and measure $I(\vec{r}, V)$. However this quantity is not particularly useful, as the tip sample separation $\Delta z = \Delta z(\vec{r})$ will vary depending on the corrugation of the surface, and so the exponential prefactor in Eqn. 2.13 will vary locally. Instead, we perform a number of other measurement techniques at each location.
Figure 2.4: Topography using an STM. Topographic image of Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (underdoped, $T_c = 68K$) acquired over a $70 \times 70$ nm$^2$ region. Inset is a magnified image of a $10 \times 10$ nm$^2$ region. Topography was conducted at $T = 8$ K, $V_s = -100$ mV, $I_s = 30$ pA.

2.3.1 Topography

We use topography mode to map out the structural surface corrugations. When performing topography, we enable feedback at $(V_s, I_s)$ to fix the tunneling current $I(\vec{r}, V_s) = I_s$, and raster the tip over the surface. The $z$-position of the tip at each point in a region of the surface, $z(\vec{r})$, defines a $z$-contour of constant current, which we call the “topographic image”. Strictly speaking, the topograph is a contour map of constant current, and does not correspond to the “structure” of the surface. However, we typically take the topograph to be representative of the “surface structure”, because if we approximate that,

$$\int_{-V_s}^{0} \rho_s(\vec{r}, eV')dV' \approx \text{constant for all } \vec{r}$$

and $I(\vec{r}, V_s) = I_s$, $\Delta z(\vec{r})$ will be constant for all $\vec{r}$. If the surface has structural corrugations, for example from the atomic lattice, then $z$ will have to extend or retract to maintain constant $\Delta z$. In this case the contour of $z$, defined as the extension and retraction of $z$, directly maps out the “surface structure” of the sample. An example of an image acquired in topography mode is shown in Fig. 2.4.

In principle the condition in Eqn. 2.14 is not strictly true (because if it were, there likely would not be interesting physics!). In reality, topography measures variations in the tip sample separa-
tion \( z \approx \delta(\Delta z) \) at a fixed current. By inverting Eqn. 2.13 we obtain, the relation that:

\[
\Delta z(\vec{r}) = \frac{1}{2\kappa} \cdot \ln \left[ \frac{I_s/I_0}{\int_{-V_s}^{0} \rho_s(\vec{r}, eV')dV'} \right] \tag{2.15}
\]

The tip sample separation will vary, in addition to the surface corrugations, by the variation in the integrated density of states: \( \int_{-V_s}^{0} \rho_s(\vec{r}, eV')dV' \). And so strictly speaking, the current contains information pertaining to the integrated spectral weight at each location. Therefore topographic images will often obtain integrated spectroscopic information, and choosing \( V_s \) is key to obtaining an image that is representative of the structure alone.

### 2.3.2 Tunneling Conductance Spectroscopy

The topography is not very useful for obtaining spectroscopic information about the sample density of states because it integrates in energy. Instead, we perform differential tunneling conductance spectroscopy to measure the density of states of the sample.

At a fixed position \( \vec{r} \), the derivative with respect to \( V \) of \( I(V) \) is (from Eqn. 2.13):

\[
\frac{dI}{dV}(V) = [I_0 \exp(-2\kappa \Delta z)] \cdot \rho_s(eV) \tag{2.16}
\]

\[
\frac{dI}{dV}(V) \propto \rho_s(E_F + eV) \tag{2.17}
\]

which directly measures the density of states at energy \( eV \) relative to the Fermi level (to an overall prefactor that we discuss later). To measure \( dI/dV \), instead of performing a numerical derivative of \( I \) vs \( V \), which requires high energy resolution to avoid errors, we instead use a standard lockin technique. We apply an oscillation excitation to the sample of the form \( V_{ac}(t) = dV \cos(\omega t) \), and use a lockin to measure the current response \( dI \) at frequency \( \omega \). Therefore by varying the voltage \( V \), and measuring the current response at each voltage \( dI(V) \), we are in principle measuring \( \rho(eV) \) (we then scale \( dI(V) \) by \( dV_{rms} = dV/\sqrt{2} \) to obtain units of conductance, typically on the order of \( \sim \) nS). An example of a typical \( dI/dV \) spectrum is shown in Fig. 2.5.
Figure 2.5: Tunneling conductance spectroscopy using an STM. $dI/dV$ spectrum acquired on the Bi$_2$Sr$_2$CaCu$_2$O$_{8+δ}$ surface shown in Fig. 2.4. Spectrum acquired at $T = 6$ K, $V_s = -150$ mV, $I_s = 150$ pA, $V_{rms} = 3.5$ mV, integration time $\tau = 12$ ms, $dV_{pix} = 6$ mV.

The typical experimental sequence of $dI/dV$ spectroscopy consists of the following. At any given position, we first fix the $z$-position of the tip by varying $z$ in feedback at the setpoint conditions $(V_s, I_s)$. The computer feedback control is then disabled to allow us to vary $V$ without changing $\Delta z$. We then vary $V$ through a series of discrete values and measure $dI/dV$ at each $V$ over a specified integration period $\tau$. At the end, feedback mode is re-enabled to fix $(V_s, I_s)$.

The controllable parameters to maximize the signal to noise ratio are the bias oscillation amplitude $dV$, the setpoints $(V_s, I_s)$, and the integration period $\tau$. Typically, $R_f$ is chosen more aggressively than in topography mode to reduce $\Delta z$ and increase the signal. This however pushes the tip closer to the sample and risks the stability of the tip or a tip crash. Alternatively, we could increase the bias oscillation amplitude $dV$, which instead sacrifices energy resolution by smearing features over an energy scale of $\sim \sqrt{2}dV$. Lastly, we could increase the integration period $\tau$ at each bias. However, this last option leaves the tip out of computer feedback for longer and risks crashing the tip. A combination of the experimenter’s sense of adventure, and scientific requirements typically determines what combination of variables will be used. The frequency used in our STM is chosen to be off-resonance from any other known excitations and is chosen to
be 1.115 kHz. Typically we choose \( \sim 10 \) oscillation amplitudes as our period \( \tau \approx 10 - 20 \) ms. \( R_J \) is typically chosen to be < 1 G\( \Omega \), for a \( V_s \) that is outside of the range of interest. The energy pixel resolution is usually determined by the available experimental time, and the thermal energy resolution: \( dV_{\text{pixel}} = (V_f - V_i)/N_E \approx dV_{\text{rms}} \approx dV_{\text{thermal}} \), where \( V_f \) and \( V_i \) are the final and initial voltages of the spectroscopy voltage range, \( N_E \) is the number of energy pixels, and \( dV_{\text{thermal}} \sim 3.5k_B T - 4k_B T \) [34]. The magnitude of the thermal broadening at 4.2 K is \( \sim 1.2 - 1.4 \) meV, and so the energy resolution of the \( dI/dV \) measurements, \( dE = \sqrt{dV_{\text{pixel}}^2 + dV_{\text{rms}}^2 + dV_{\text{thermal}}^2} \) is typically \( dE \sim 2 - 3 \) meV.

2.3.3 Scanning Tunneling Spectroscopic Maps

Combining the ability to map surface structure in topography, with the ability to probe the density of states allows us to perform scanning tunneling spectroscopy (STS). In this mode of operation we perform \( dI/dV \) spectroscopy at every point within a pixel grid over a large field of view. The result is a three dimensional dataset: \( (x, y, eV) \), which allows us to spatially visualize the density of states oscillations at a given \( E \), or measure the density of states at a given location \( (x, y) \) in energy. This operation mode is schematically represented in Fig. 2.6.

Functionally, STS maps are experimentally challenging to acquire. A pixel grid is typically defined over a region of space with a resolution that ranges from 1 pixel per atom to upwards of 50 pixels per atom. The computer controls the tip and starts by moving to one pixel in feedback, it then engages feedback to fix \( \Delta z \), acquires a \( dI/dV \) spectrum, re-engages feedback to fix \( \Delta z \), moves the tip to the next pixel, and then repeats the procedure. The challenge of acquiring these datasets lies in ensuring that the experimental conditions of the system remain constant over the time required to complete a dataset. A typical dataset can involve up to 256 \( \times \) 256 spatial pixels, spectra with 101 energy pixels, with a 10 ms integration period at each energy. In this case the required time is at least, 256 \( \times \) 256 \( \times \) 101 \( \times \) 10 ms = 18 hours. To ensure that the data taken at the end of the map can be compared to the data acquired at the beginning, all experimental parameters must remain constant over this time frame. This essentially demands that the temperature,
Figure 2.6: Scanning tunneling spectroscopy maps. Schematic representation of the three dimensional dataset acquired in \( dI/dV \) spectroscopy maps. Data is acquired in a spatial pixel grid \((x, y)\), and an energy pixel axis \((V)\). At fixed \((x, y)\), \( dI/dV(V) \) is a point spectrum that is proportional to the local density of states. At fixed \( V \), \( dI/dV(x, y) \) is an image where the color scale represents the \( dI/dV \) intensity locally. STS map was acquired using a 256 \( \times \) 256 pixel grid over a 52 \( \times \) 52 nm\(^2\) region of Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_{8+\delta}\) (UD, \( T_e = 68 \) K), at \( T = 6 \) K, \( V_s = -150 \) mV, \( I_s = 150pA \), \( V_{\text{rms}} = 3.5 \) mV.

magnetic field, scan piezos, and tip be experimentally stable for up to 18 hours. Furthermore because the tip is constantly taking spectra out of feedback, the tip is being exposed to potentially experiment ruining events triggered by mechanical vibrations, or tip-sample interactions. All of these conditions make acquiring high quality STS datasets extremely challenging!

**Fourier Transform Scanning Tunneling Spectroscopy Maps**

As discussed in the previous section \( dI/dV(\vec{r}, V) \) images can be interpreted as mapping the local density of states \( \rho(\vec{r}, E) \). In a 2D electron gas system, \( \rho(\vec{r}, E) \) is a \( k \)-space average of all of the Bloch wavefunctions \( \psi_\mathbf{k} \), at a single spatial location \( \vec{r} \).

\[
\rho(\vec{r}, E) = \int \psi_\mathbf{k}^*(\vec{r}) \delta(\epsilon - E(\mathbf{k})) d\mathbf{k} 
\]

As a result, STS experiments contain no direct \( \mathbf{k} \)-space information of the quasiparticle eigenstates. However, what then do we make of periodic modulations in \( dI/dV \) images, such as those
seen in Fig. 2.7a? To better visualize and quantify the periodicity of the modulations, we typically perform Fourier transforms of the $dI/dV(\vec{r}, V)$ maps at each energy. The result is another three dimensional dataset in $(q_x, q_y, V)$ space, and a series of Fourier transform (FT)-$dI/dV$ images at constant energy. One of those maps is seen in Fig. 2.7b.

Peaks in FT-$dI/dV$ maps at wavevectors $q = 2\pi/\lambda$ correspond to spatial modulations with a periodicity $\lambda$. The origin of these modulations depends on whether the $q$-space peaks disperse with energy. Non-dispersive $q$-peaks correspond to static charge modulations, and can be caused by periodicities such as the atomic lattice, or charge density waves, such as in NbSe$_2$. Dispersive $q$-peaks on the other hand have a different interpretation, and correspond to standing interference patterns of quasiparticle states. In the presence of disorder, induced for instance by impurities or step edges, the translational invariance of the Bloch states is broken, giving rise to a standing wave interference pattern, which is imaged in $dI/dV$ and FT-$dI/dV$ maps. In the simplest case, for an inbound state $\psi_{k_f}$ on an impurity, and an outbound state $\psi_{k_f}$, the scatter-
ing vector between the two states: $|\bar{q}| = |\bar{k}_f - \bar{k}_i| = 2\pi \lambda^{-1}$ will determine the wavelength $\lambda$ in $dI/dV$. If we consider only elastic scattering processes, at a given energy all of the occupied $\bar{k}$ states form a constant energy contour (CEC) in $k$-space. For each occupied $\bar{k}$ state, the allowed final scattering states are all other states on the CEC: $\{\bar{k}_f(E)\} = \{\bar{k}(E) \neq \bar{k}_i(E)\}$. And so the $q$-space FT-$dI/dV$ map at energy $E$ can be interpreted as the autocorrelation of the CECs at energy $E$. If we include weighting to the CEC from the single particle spectral function $A(\bar{k}, \omega)$, the FT-$dI/dV$ map is formally:

$$\text{FT-} \frac{dI}{dV}(\bar{q}, \omega) \sim \text{JDOS}(\bar{q}, \omega) = \int_{\text{CEC}} d^2kA(\bar{k}, \omega)A(\bar{k} + \bar{q}, \omega) \tag{2.19}$$

where JDOS represents the joint density of states and is formally the autocorrelation of the single particle spectral function throughout the Brillouin zone. Dispersive peaks or shapes in FT-$dI/dV$ maps can then be interpreted as the dispersion of the joint density of states, which arises from the dispersion of scattering wavevectors that connect high DOS points in $k$-space, or the dispersion of a common $\bar{q}$ that connects nested portions of the CEC. Because the CEC evolve with energy, with some knowledge of the underlying CECs, dispersion of $\bar{q}$ in FT-$dI/dV$ can give information on the dispersion of the original $\bar{k}$ states. Therefore by using this technique, STS can map the evolution of the $k$-states to energies above the Fermi level and with higher energy resolution than other spectroscopic probes.
Recent work has predicted non-trivial topology within a subset of Kondo insulators. These predicted topological Kondo insulators, in particular SmB$_6$, would represent the emergence of topological order from a strongly correlated gap. In this chapter, we detail experiments mapping the local inhomogeneity of SmB$_6$ as a function of temperature. We measure the hybridization gap on a non-polar reconstruction, and find temperature dependent spectroscopic evidence consistent with Kondo hybridization and in-gap surface states. Some of the results from this chapter can be found in Ref. [26]: Yee, Soumyanarayanan, He, Kim, Fisk & Hoffman, arXiv: 1308:1085 (2013).
3.1 Introduction to Kondo Insulators

SmB$_6$ belongs to a class of materials known as heavy fermion (HF) materials. HF compounds typically contain rare earth or actinide elements (e.g. Ce, Sm, Yb, etc.), which impart a localized magnetic moment [36] into the crystal lattice. The unique physics of HF materials involves the interaction of these magnetic ions with the itinerant electrons via the Kondo effect [36, 37]. The Kondo effect is well understood for a single localized electron with a magnetic moment immersed in a sea of itinerant electrons. At high temperatures the itinerant and localized electrons do not interact. However at temperatures below the Kondo temperature $T_K$, the spins of the itinerant electrons screen the magnetic moment of the localized electron, creating a localized spinless site [38]. This localized spinless site serves as a strong scattering site increasing the resistivity of the material leading to the characteristic upturn in the resistivity seen in Kondo systems. Extending this phenomenon from the single ion case to a Kondo lattice, a similar magnetic screening interaction occurs between the conduction electrons and each magnetic moment in the lattice. The dispersionless band of the magnetic moments and the itinerant electrons hybridize, forming a hybridized band with a high effective mass. The cartoon in Fig. 3.1 illustrates the Kondo hybridization in a lattice. If the Fermi level of the material sits close to the $f$ state energy, then the Kondo hybridization of the $f$ and conduction states causes a gap to open at the Fermi level, creating a temperature dependent metal insulator transition at $T^*$ [36].

Recently, it was suggested that the classification of solids based on topological invariants could apply to these strongly correlated Kondo insulators [39, 40]. Like in the traditional band insulator case, symmetries would protect chiral surface states that would span the band gap, or in this case, the Kondo induced hybridization gap. In contrast to the first generation of TIs, where the band gap arises from band-theory, in HF materials the band gap is intrinsically a strongly correlated temperature dependent effect caused by the hybridization of localized and itinerant electrons. These topological Kondo insulators (TKIs) therefore could exist with protected chiral surface states within the Kondo hybridization gap, and would represent a rich new physical class of materials combining topology with strongly correlated physics. SmB$_6$, one of the oldest
Figure 3.1: Illustration of the Kondo effect in a lattice. (a) At $T > T^*$ the magnetic moments (green arrows) are arranged in a lattice surrounded by the itinerant electrons (blue arrows). The inset shows the respectively coloured bands of the magnetic moments and the conduction electrons. (b) At $T < T^*$ the spins of the itinerant electrons screen the magnetic moments creating localized spinless scattering centers, and the two bands hybridize opening a band gap.

studied Kondo insulators, has repeatedly been proposed as an ideal TKI candidate [39–42].

3.2 SmB$_6$ as a potential Topological Kondo Insulator

SmB$_6$ was one of the first discovered Kondo insulators and has subsequently been studied as a HIF material since the 1970s. SmB$_6$ has a CsCl-type cubic crystal structure with alternating Sm$^{2+}$ ions and B$_6^{2-}$ octahedra, shown in Fig. 3.2a. It undergoes a metal to insulator transition around 50 K [43–45], as shown in Fig. 3.2b, which was attributed to hybridization between the Sm 4$f$ localized moments and the B 5$d$ conduction band. Surprisingly however, the resistivity saturates below $\sim$3 K [43, 45], in contrast to the expectation that resistivity increases, and conductivity $\rightarrow$ 0 as $T \rightarrow 0$. While this residual conductivity at $T = 0$ was originally thought of as an impurity band, recent proposals have attributed it to the existence of topologically protected surface states which would leave a residual conducting channel [39, 40]. Recent transport papers have shown evidence for the surface origin of this residual resistivity channel, while lacking concrete evidence proving the topological nature of the surface states [46–49]. However, numerous other experiments using point contact spectroscopy [50], quantum oscillation [51], and angle-resolved photoemission spectroscopy (ARPES) [52–57] have seen evidence supporting the
existence of TSS. In particular, the dispersion and orbital chirality of some surface states [54],
the half integer Berry phase from Landau levels [51], and the transport response to magnetic
impurities [48] are strongly suggestive of nontrivial topology in SmB$_6$.

Although evidence is accumulating for topological surface states on SmB$_6$, a precise under-
standing of their properties is presently limited by poor spectroscopic information. ARPES ex-
periments are in broad agreement on the band structure for energies below the Fermi level. SmB$_6$
is characterized by a parabolic band centered at the X point in the 3D Brillouin zone, as shown
in the low energy band structure from Jiang et al. [54] in Figure 3.2c. However, knowing the
band structure of the occupied states does not help to resolve the discrepancy over the mag-
nitude of the hybridization gap in SmB$_6$. ARPES loosely identifies the magnitude of the hybrid-
ization gap as the binding energy of the sharp f band just below $E_F$, typically $E_B \sim 14$–20
meV [52–57], without accounting for the band edge in the unoccupied states. Meanwhile, DC
transport [43,45,58] and optical reflectivity [59] studies typically report a gap of $\Delta \sim 5$–10 meV,
but both the activation energy fits and the Kramers-Kronig transformations necessary to ex-
tract these gap energies may be affected by residual states in the gap [45,58,60]. Larger gaps
of 19 meV and 36 meV have also been observed by optical transmissivity [60] and Raman spec-
<table>
<thead>
<tr>
<th>Reference</th>
<th>Measured ∆ (meV)</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Menth, et al. [43]</td>
<td>4.6</td>
<td>Transport</td>
</tr>
<tr>
<td>Flachbart, et al. [58]</td>
<td>11.2</td>
<td>Transport</td>
</tr>
<tr>
<td>Travaglini, et al. [59]</td>
<td>4.7</td>
<td>Optical spectroscopy</td>
</tr>
<tr>
<td>Gorshunov, et al. [60]</td>
<td>19</td>
<td>Optical spectroscopy</td>
</tr>
<tr>
<td>Nyhus, et al. [61]</td>
<td>36</td>
<td>Raman spectroscopy</td>
</tr>
<tr>
<td>Guntherodt, et al. [62]</td>
<td>2.7</td>
<td>Point tunneling spectroscopy</td>
</tr>
<tr>
<td>Amsler, et al. [63]</td>
<td>14</td>
<td>Planar tunneling spectroscopy</td>
</tr>
<tr>
<td>Flachbart, et al. [58]</td>
<td>22</td>
<td>Point contact spectroscopy</td>
</tr>
<tr>
<td>Zhang, et al. [50]</td>
<td>18</td>
<td>Point contact spectroscopy</td>
</tr>
<tr>
<td>Miyazaki, et al. [52]</td>
<td>15</td>
<td>ARPES</td>
</tr>
<tr>
<td>Xu, et al. [53]</td>
<td>20</td>
<td>ARPES</td>
</tr>
<tr>
<td>Jiang, et al. [54]</td>
<td>18</td>
<td>ARPES</td>
</tr>
<tr>
<td>Neupane, et al. [56]</td>
<td>14</td>
<td>ARPES</td>
</tr>
<tr>
<td>Frantzeskakis, et al. [57]</td>
<td>5</td>
<td>ARPES</td>
</tr>
<tr>
<td>Zhu, et al. [55]</td>
<td>~15 - 20</td>
<td>ARPES</td>
</tr>
<tr>
<td>Denlinger, et al. [64]</td>
<td>~20</td>
<td>ARPES</td>
</tr>
</tbody>
</table>

Table 3.1: Reported hybridization gap values of SmB₆ from different experimental techniques

troscopy [61], respectively. However, transport and optical techniques cannot determine the gap center with respect to $E_F$. The inconsistencies in the gap are summarized in Table 3.1

Like STS, planar tunneling and point contact spectroscopy (PTS/PCS) are able to spectroscopically measure the unoccupied states. These measurements show the $T$-dependent opening of a gap ranging from ~3 to 22 meV [50, 58, 63]. However, PCS lineshapes in SmB₆-SmB₆ junctions vary dramatically with junction size [58], while PTS and PCS heterojunction experiments have shown an asymmetric peak on the positive energy side of the gap [50, 63], in contrast to the preponderance of theoretical and experimental evidence for an electron-like conduction band [42, 52-57, 65, 66]. It therefore is essential for an alternative probe to provide unambiguous spectroscopic information of the bare DOS and the full hybridization gap.

### 3.3 Surface studies of SmB₆ via STM

The aforementioned studies on SmB₆ averaged over at least several microns of surface area and provided no spatial information. Spatial averaging over large regions of SmB₆ is problematic be-
cause, unlike the first generation of Bi-based topological insulators, which are layered materials with natural cleavage planes, SmB$_6$ is a fully three dimensional material whose cleavage properties are unknown. As seen in Fig. 3.2a, SmB$_6$ has a CsCl-type cubic crystal structure with alternating Sm$^{2+}$ ions and B$_6^{2-}$ octahedra. It is therefore expected that complete Sm$^{2+}$(001) or B$_6^{2-}$(001) terminations would be polar, resulting in surface band bending. On the other hand, a partial Sm surface may suffer from structural reconstructions as seen by low energy electron diffraction (LEED) [52, 67]. Although the topologically protected surface states are expected to exist on all surface morphologies, their manifestation may be influenced by the differing electronic environments in which they live. Furthermore, the possible shifts of the hybridization gap and/or coexistence of topologically trivial states on some surfaces may short out the fundamental chiral states of interest for transport devices. It remains crucial to quantify the hybridization gap itself, and to understand its variation with surface morphology. Therefore STM/STS is an ideal tool to probe variations in differential tunneling conductance $dI/dV$ across multiple SmB$_6$ surface morphologies and provide crucial local spectroscopic information.

In our experiments, SmB$_6$ crystals were cleaved in cryogenic UHV at $T \sim 30$ K and immediately inserted into the STM. Because SmB$_6$ lacks a natural cleavage plane, the crystal cleaves in a jagged fashion, as shown in the SEM image of one of our cleaved surfaces in Fig. 3.3a. However, a number of flat terraces are visible and we chose to conduct our STM experiments on those specific terraces. After our STM experiments, we performed electron back scatter diffraction (EBSD) and x-ray photoelectron spectroscopy (XPS) measurements to verify that the cleave was in the (001) orientation, and that the surface was B rich. The surface chemical composition was determined by comparing the chemical peak intensities of the XPS spectrum, shown in the table in Fig. 3.3b, and are consistent with previous measurements [67].

STM acquired topographies allowed us to characterize the surface structure on the nanoscale. The topographic image in Fig. 3.3c shows atomically flat terraces of typical $\sim$10 nm extent on the cleaved surface of SmB$_6$. These terraces are separated by steps of height equal to the cubic lattice constant $a_0 = 4.13$ Å, which identifies the cleaved surface as the (001) plane, in agreement with EBSD experiments. Figures 3.4a-d show higher resolution topographies of the four distinct
Figure 3.3: Surface characterization of SmB$_6$. (a) Scanning electron microscope (SEM) image of one of the SmB$_6$ crystals studied. All four nanoscale morphologies were observed on this cleaved surface. (b) X-ray photoemission spectroscopy (XPS) spectrum of the surface shown in (a). Annotated peaks correspond to the binding energies of the respective atoms. Inset: Atomic composition extracted from the XPS spectrum. The surface ratio of Sm:B is 1:9.5. (c) Topographic linecut across five atomically flat terraces. The difference in the vertical height between adjacent terraces is $a_0$. Inset shows a 50 nm × 15 nm topography of these terraces. ($T = 7$ K; setpoint voltage $V_s = -100$ mV; junction resistance $R_J = 10$ GΩ.) (a) and (b) were acquired after STM experiments were completed and the crystal was removed from the cryostat.
surface morphologies we observed. Figure 3.4a shows a rarely observed 1 × 1 square lattice, which we identify as a complete Sm layer, similar to the complete La layer of (001) cleaved LaB₆ previously imaged by STM [68]. Because the Sm atoms have a valence of ~2+, this polar surface may be energetically unfavorable [69], explaining its typical limitation to small regions approximately 10 nm × 10 nm on the cleaved surface. The polar instability of the 1×1 surface could be resolved by removing half of the Sm atoms from the topmost layer, consistent with the 2 × 1 striped surface in Fig. 3.4b (also shown on the terraces of Fig. 3.3b). This surface is consistent with LEED observations of a 2 × 1 reconstruction [52] and ARPES observations of band-folding [53, 54] on the cleaved SmB₆ surface. However, the majority of our observed surfaces are disordered and can be classified as filamentary or amorphous, shown in Figs. 3.4c-d, respectively. Both of these disordered surfaces show corrugations ~ 10× larger than the suspected Sm terminations in Figs. 3.4a-b. Furthermore, the terrace step heights between these disordered morphologies are non-rational multiples of $a₀$. We speculate that the commonly observed filament morphology could be a reconstruction of the B₆ octahedra, consistent with our XPS measurements showing a B-rich surface [67].

Having assigned chemical identities to these surface morphologies, we image their differential tunneling conductance $dI/dV$. The tunneling $dI/dV$ is typically proportional to the local DOS [29] (although we will discuss later an additional interference contribution that can manifest in Kondo systems). Figs. 3.4e-h show spatially averaged spectra representative of each of the four surfaces, emphasizing some ubiquitous features, as well as dramatic differences between the morphologies. The dominant features common to all surfaces are the spectral minimum located near the Fermi energy, and the relative prominence of the peak on the filled state side, compared to the empty state side. Both observations are consistent with the bare DOS for a hybridized electron-like conduction band [70]. Furthermore, we conducted $dI/dV$ spectroscopic maps, as shown in Fig. 3.5. The $dI/dV$ maps of Figs. 3.5e-h and spectra in Fig. 3.5i-l show that the two disordered filamentary and web surfaces are extremely inhomogeneous, as opposed to the homogeneity on the ordered Sm surfaces. The spectroscopic maps therefore provide further evidence supporting our chemical identification of the surface morphologies.
Figure 3.4: Surface morphology of SmB$_6$ and representative $dI/dV$. (a-d) Representative 10 nm $\times$ 10 nm topographic images of the four different surface morphologies, with linecuts along the red arrows showing the surface corrugation beneath each image. (a) $1 \times 1$ Sm termination. ($T = 9.5$ K, $V_s = -200$ mV, $R_J = 10$ $\Omega$.) (b) $2 \times 1$ half-Sm termination. ($T = 8.5$ K, $V_s = -100$ mV, $R_J = 5$ $\Omega$.) (c) Disordered filamentary B termination. ($T = 5.5$ K, $V_s = +200$ mV, $R_J = 20$ $\Omega$.) (d) Disordered web termination. ($T = 9$ K, $V_s = -100$ mV, $R_J = 2$ $\Omega$.) (e-h) Spatially averaged $dI/dV$ representative of each of the four surface morphologies shown in a-d. (e) $dI/dV$ on the $1 \times 1$ surface. Dashed lines indicate peaks at -155 mV and -28 mV. ($T = 9$ K, $V_s = -250$ mV, $R_J = 2$ $\Omega$, bias excitation amplitude $V_{rms} = 2.8$ mV.) (f) $dI/dV$ on the $2 \times 1$ surface. Dashed lines indicate peaks at -155 mV and -8 mV. ($T = 8$ K, $V_s = 200$ mV, $R_J = 1$ $\Omega$, $V_{rms} = 1.4$ mV.) (g) $dI/dV$ on the disordered filamentary surface. Spectra are very inhomogeneous (see Fig. 3.5). ($T = 7$ K, $V_s = -150$ mV, $R_J = 3$ $\Omega$, $V_{rms} = 3.5$ mV.) (h) $dI/dV$ on the disordered web surface. Spectra are very inhomogeneous (see Fig. 3.5), with an average peak at -22 mV. ($T = 9$ K, $V_s = -100$ mV, $R_J = 2$ $\Omega$, $V_{rms} = 2.8$ mV.)
**Figure 3.5: Spatial dependence of differential tunneling conductance.** (a-d) Topographies on four different surface morphologies. (e-h) $dI/dV$ maps at constant bias (indicated in figure), each acquired simultaneously with the respective topography shown in (a-d). (i-l) Representative $dI/dV$ spectral variation within each of the four morphologies. (a, e, i) The $1 \times 1$ Sm-terminated region shows weak spectral inhomogeneity. ($T = 9.5$ K, $V_s = -200$ mV, $R_J = 2$ GΩ, $V_{rms} = 2.8$ mV.) Spectra on the atoms (blue), on the hollow sites (green) and on the bridge sites (teal) the atoms are identical. (b, f, j) The $2 \times 1$ Sm-terminated region shows spectral homogeneity on (blue) and off (green) the stripes. ($T = 4.4$ K, $V_s = -100$ mV, $R_J = 2$ GΩ, $V_{rms} = 2.1$ mV.) (c, g, k) The filamentary B-terminated region is spectrally inhomogeneous. ($T = 7$ K, $V_s = -150$ mV, $R_J = 3$ GΩ, $V_{rms} = 3.5$ mV.) (d, h, l) The disordered web region shows extreme spectral inhomogeneity. ($T = 9$ K, $V_s = -100$ mV, $R_J = 2$ GΩ, $V_{rms} = 2.8$ mV.)
Figure 3.6: Magnetic field dependence of $dI/dV$ spectra. Spectra acquired in zero field (blue) and 9 T (red) are plotted. The data have been scaled by a multiplicative constant but not offset. Magnetic field was applied along the c-axis. ($B = 0 \text{ T}; \ T = 4.4 \text{ K}, \ V_s = -100 \text{ mV}, R_J = 2 \text{ G}\Omega, V_{\text{rms}} = 2.1 \text{ mV}$; $B = 9 \text{ T}; \ T = 2.2 \text{ K}, \ V_s = -60 \text{ mV}, R_J = 1.2 \text{ G}\Omega, V_{\text{rms}} = 1.4 \text{ mV}$)

To better understand the $f$ band hybridization, we focus in more depth on the two Sm-terminated surfaces. Spectra on the $1 \times 1$ surface show a peak at -165 mV (Fig. 3.4e), which we identify as the hybridized Sm$^{2+}$ $^6H_{7/2}$ multiplet typically seen by ARPES at $E_B \sim$150-160 mV [54–56, 66], and a peak at -28 mV, which we identify as the hybridized $^6H_{5/2}$ multiplet typically seen by ARPES at $E_B \sim$14-20 meV [52–56, 66]. The downward energy shift of both these STM-observed $^6H_{7/2}$ and $^6H_{5/2}$ multiplets compared to the average ARPES observations could arise from the polar catastrophe at the $1 \times 1$ surface [71]. The polar catastrophe would cause the movement of electrons towards the surface to decrease the charge of the surface Sm layer, and would shift the Fermi level up, causing the hybridized $f$ bands to appear lower in comparison. Indeed, one ARPES experiment [57] that boasted no evidence of surface reconstruction from LEED [52] or band-folding [53, 54], showed similarly higher binding energies of -170 mV and -40 mV, consistent with a chemical potential shift at a polar $1 \times 1$ surface.

We expect that the $2 \times 1$ surface is nonpolar, and may provide a better view of the bulk $f$ bands and hybridization process. Spectra on the $2 \times 1$ surface at low $T$ show a broad peak at around -155 mV, and a remarkably sharp feature centered at -8 mV (Fig. 3.4f), both more consistent with $^6H_{7/2}$ and $^6H_{5/2}$ multiplet energies observed by ARPES [52–56, 66]. The -8 mV peak is
Figure 3.7: Illustration of cotunneling process in Kondo systems. In a Kondo system, electrons can tunnel into the conduction band (blue) or the $f$ band (green). The tunneling amplitude into the conduction or $f$ band is $t_c$, and $t_f$, respectively.

extremely homogeneous on clean terraces of varying sizes (Fig. 3.5b,f,j), and shows no change in a $c$-axis magnetic field up to 9 T (see Fig. 3.6), unlike the ‘in-gap’ state whose field-suppression was observed by NMR [72]. Some ARPES experiments have also observed a weakly dispersing state around -8 mV to -4 mV, which has been claimed as the ‘in-gap’ signature of a TKI [52,56]. However, a topological ‘in-gap’ state should continuously span the full hybridization gap, so we argue that the sharp -8 mV state is the manifestation of the $4f$-$5d$ hybridization itself, observed specifically on the $2 \times 1$ surface.

3.4 Tunneling into a Kondo Lattice

In typical STM/STS experiments, the measured differential conductance $dI/dV$ is representative of the sample density of states (DOS) [29]. However, in Kondo systems there are two independent tunneling paths: one into the conduction band and another into the heavy band. Therefore the tunneling $dI/dV$ depends on the DOS of the conduction band, the DOS of the heavy band, \textit{and the interference of these two tunneling paths}. This cotunneling process is illustrated in Fig. 3.7. It is necessary to account for the cotunneling process in order to extract the quantity of interest, the intrinsic DOS of the hybridized bands, from the $dI/dV$ spectra.

In this section we will discuss three models that we used to simulate our experimental spectra: a Fano model [73, 74] as well as two clean Kondo lattice models by Figgins \textit{et al} [70] and Maltseva \textit{et al} [75]. While the Fano model fails to fit the SmB$_6$ spectra on our clean $2 \times 1$ surfaces,
Figure 3.8: Decomposition of the Fano lineshape according to Eqn. 3.2. The three components and the resultant summed \( dI/dV \) are indicated in the legend. Spectrum was plotted for \( q = -1, A = 1 \) and \( \epsilon \) is plotted in units of \( w \) for \( E^f_0 = 0 \).

both Kondo lattice models capture the main qualitative features of our spectra: the peak location, width, and sharpness, as well as the width and positive energy kink of the gap. By using the clean Kondo lattice model of Figgins et al. [70] to separate the three components of the STM-measured \( dI/dV \) on SmB\(_6\), we show that \( dI/dV \) is dominated by the bare DOS, in contrast to earlier PTS/PCS measurements [50, 63].

### 3.4.1 Kondo impurity Fano model

It is well known that tunneling into a Kondo impurity – a single magnetic atom in a non-magnetic host – reflects the intrinsic impurity level and conduction band, as well as the quantum mechanical interference between those two tunneling channels. The interference manifests as a Fano resonance – an asymmetric dip-peak feature that dominates the tunneling signal [34, 76]. The Fano lineshape has the form,

\[
\frac{dI}{dV}(V) = A \cdot \frac{(q + \epsilon)^2}{1 + \epsilon^2}
\]  

(3.1)

where \( A \) is a multiplicative prefactor, \( q \) is the Fano parameter, \( \epsilon = (eV - E^f_0)/w \), \( E^f_0 \) is the energy of the discrete \( f \) state, and \( w \) is the width of the resonance, roughly equal to the single ion Kondo temperature [75]. It is instructive to decompose the Fano lineshape by expanding Eqn.
\[
\frac{dI}{dV}(V) = A \left[ q^2 \frac{1}{1+\epsilon^2} + 2q \frac{\epsilon}{1+\epsilon^2} + \frac{\epsilon^2}{1+\epsilon^2} \right] \tag{3.2}
\]
The three terms in Eqn. 3.2 are plotted separately in Fig. 3.8. The first term in Eqn. 3.2, shown using the blue curve in Fig. 3.8, has the form of a Lorentzian scaled by the square of the Fano parameter and can be attributed to the DOS from the \(f\) band. The third term in Eqn. 3.2, shown using the red curve in Fig. 3.8, asymptotes to 1 for \(\epsilon >> 1\), vanishes when \(\epsilon \to 0\), and can be thought of as the gapped DOS of the itinerant electrons. Meanwhile, the second term in Eqn. 3.2, shown using green in Fig. 3.8, bears particular consideration. The term \(\epsilon/(1 + \epsilon^2)\) switches sign when \(\epsilon = 0\), implying that the contribution from this term will be \textit{negative} on one side of \(\epsilon = 0\). This clearly cannot be thought of as a DOS contribution, as negative DOS is unphysical. This term is therefore the manifestation of the interference of the cotunneling process, and represents destructive and constructive interference of the conduction and \(f\) tunneling paths. Having assigned each term to different tunneling processes, we can rewrite Eqn. 3.2 as:
\[
\frac{dI}{dV}(V) = A \left[ q^2 \tilde{N}_f + 2q \tilde{N}_{ef} + \tilde{N}_c \right] \tag{3.3}
\]
where \(\tilde{N}_f = 1/(1 + \epsilon^2)\) represents tunneling into the \(f\) band, \(\tilde{N}_{ef} = \epsilon/(1 + \epsilon^2)\) represents the interference, and \(\tilde{N}_c = \epsilon^2/(1 + \epsilon^2)\) represents tunneling into the conduction band. The Fano parameter \(q\) in Equation 3.3 can now be interpreted as being proportional to the probability of tunneling into the \(f\) band. This interpretation has a direct analog to the more precise model for tunneling into a Kondo lattice, which we discuss in following section.

While the Fano lineshape has successfully described the \(dI/dV\) conductance of dilute magnetic atoms on a metal substrate [34, 76], multiple experimental papers have reported that tunneling into a Kondo lattice requires a more complicated model to incorporate the effect of the heavy bands [50, 77, 78]. Recent theoretical work suggested that the Fano lineshape is just a limiting case in Kondo lattice systems with spatial inhomogeneity or large self-energy [74]. We found that for our \(dI/dV\) spectra, the Fano lineshape did not match the key features our spectra. Fig. 3.9
shows the experimental data superposed on top of the Fano spectrum at different parameters.

We note that no combination of $A$, $q$ and $w$ in the Fano model could simultaneously reproduce the positive bias kink and the width of the -8 mV peak in the measured $dI/dV$. This necessitates the use of Kondo lattice models which we discuss in the following section.

3.4.2 Kondo lattice models

Figgins model

We used two different Kondo lattice models [70, 75] to better understand our $dI/dV$ spectra. We first discuss the cotunneling model of Figgins and Morr [70], in which $dI/dV$ can be decomposed as the sum of three terms from the conduction band, the $f$ band, and the interference of the two channels. The differential tunneling conductance is modelled as:

$$
\frac{dI}{dV}(V) = \left( \frac{t_f}{t_c} \right)^2 N_f(V) + 2 \left( \frac{t_f}{t_c} \right) N_{cf}(V) + N_c(V)
$$

(3.4)
where \( N_c(V) \) and \( N_f(V) \) represent the bare DOS, \( t_c \) and \( t_f \) are the respective tunneling amplitudes into the two respective bands, and \( N_{cf}(V) \) represents the quantum mechanical interference between the two tunneling channels \cite{70,74,80,81}. \( t_f \) and \( t_c \) are extrinsic parameters that are influenced by the tunnel junction and other experimental parameters. However, \( N_c, N_f, N_{cf} \) are all intrinsic to the Kondo lattice system being studied and take the form \cite{70}:

\[
N_c = \text{Im}[G_c(k, \omega)]
\]

\[
N_f = \text{Im}[G_f(k, \omega)]
\]

\[
N_{cf} = \text{Im}[G_{cf}(k, \omega)]
\]

and the hybridized Green’s functions are given by

\[
G_c(k, \omega) = \left[G_c^0(k, \omega)^{-1} - v^2 G_f^0(k, \omega)\right]^{-1}
\]

\[
G_f(k, \omega) = \left[G_f^0(k, \omega)^{-1} - v^2 G_c^0(k, \omega)\right]^{-1}
\]

\[
G_{cf}(k, \omega) = G_c^0(k, \omega)vG_f(k, \omega)
\]

The hybridized Green’s functions are expressed in terms of the hybridization amplitude \( v \) and the bare Green’s functions: \( G_c^0(k, \omega) = [\omega + i\gamma - E_c^k]^{-1} \) and \( G_f^0(k, \omega) = [\omega + i\gamma - E_f^k]^{-1} \) where \( \gamma \) is the self energy and \( E_c^k \) and \( E_f^k \) are the unhybridized band structures of the conduction and \( f \) band, respectively. The hybridized bands take the form

\[
E_k^\pm = \frac{1}{2} \left(E_c^k + E_f^k\right) \pm \sqrt{\frac{1}{4} \left(E_c^k - E_f^k\right)^2 + v^2}.
\]

The hybridized bands with realistic parameters are plotted in Figure 3.10.

It is instructive to compare the form of \( dI/dV \) from the Figgins model (Eqn. 3.4) with the decomposed \( dI/dV \) from the Fano model (Eqn. 3.3). In Eqn. 3.3, \( q \) is a prefactor for the \( f \)-band term and the interference term, and has the same form and meaning as the prefactor \( t_f/t_c \) in Eqn. 3.4, which scales the tunneling into the \( f \)-band. Therefore if we associate the tunneling ra-
Figure 3.10: Hybridized band structure according to Eqn. 3.11. Blue and green are the positive and negative branches of the band structure respectively. Parameters were chosen to realistically reflect the model used and described in the text. $E_k^c$ was modeled as a parabolic band centered at the X point ($k = 0$ in this figure) with crossings at $k = 0.401 \ (\pi/a_0)$, $E_k^f = 0$ with no dispersion, and $v = 0.2$ eV.

ratio with the Fano parameter: $t_f/t_c \leftrightarrow q$, then we can similarly associate the respective terms for the different tunneling processes from Eqn. 3.3 with Eqn. 3.4: $\tilde{N}_{c,f,cf} \leftrightarrow N_{c,f,cf}$. The Fano model can therefore be considered as a coarse Kondo lattice model, which retains the overall structure of the Kondo lattice model but without some finer details. As one example, by using a Kondo lattice model we can incorporate the known band structure into the Greens functions and DOS of the $c$ and $f$ bands through Eqns. 3.8 to 3.10, which is not possible using the Fano model. In fact, recent theoretical papers have shown that the $dI/dV$ of a Kondo lattice has a Fano line-shape in the high disorder limit [74] or the high $\gamma$ limit [75], further supporting the interpretation of the Fano model as a limiting case of general Kondo lattice models.

In our model, the bare bands of the conduction and $f$ band were constrained by experiment and theory. We modelled the Sm 5$d$ conduction band as an ellipsoid centered at the X point of the three-dimensional Brillouin zone, with semi-major $k_F$ axes $0.401(\pi/a_0) \times 0.401(\pi/a_0) \times 0.600(\pi/a_0)$ and $E_{\text{min}} = -1.6$ eV in agreement with ARPES measurements [54]. We modeled the Sm 4$f$ band as a non-dispersive flat band spanning the Brillouin zone at energy $E_0^f$, and used a self-energy $\gamma = k_B T$ for the measurement temperature $T = 8$ K. The bands were sim-
Figure 3.11: Fitting metric for the Figgins model.  (a) Experimental 8K spectrum with annotations indicating the FWHM and the $\Delta = |V_p - V_k|$ used for calculating the error metric. (b) Error metric $\delta$ in units of meV in $(v, t_f/t_c)$ phase space for $T = 8$ K spectrum on the $2 \times 1$ surface. Bands were calculated as described in the text for $\gamma = 8$ K.

...ulated numerically in IDL using a typical $k$ mesh of 201 points across 1/8 of the Brillouin zone, with an energy mesh $\sim 10$ mV. To obtain the best match to our experimental spectra, we varied $E_0^f$, $t_f/t_c$, and $v$ to match the data. The best match was obtained by finding the simulated curve that minimized the error metric $\delta$ (in units of meV) in $(v, t_f/t_c)$ phase space for $T = 8$ K spectrum on the $2 \times 1$ surface. The error metric is $\delta(v, t_f/t_c) = \sqrt{\delta\text{FWHM}^2 + \delta\Delta^2}$, where $\delta\text{FWHM}$ is the difference between the experimental and theoretical FWHM of the negative bias peak, and $\delta\Delta$ is the difference between the experimental and theoretical values of $|V_{\text{peak}} - V_{\text{kink}}|$. Figure 3.11a denotes the FWHM and the $\Delta$ of the experimental $T = 8$ K spectrum and in Fig. 3.11b we show the result of calculating $\delta$ across all of phase space. The two fitting metrics, FWHM and $\Delta$, were chosen because they represent the most relevant spectroscopic quantities in the $dI/dV$ curves. The best match was chosen by calculating the error metric $\delta$ numerically in Matlab across all of phase space. Fig. 3.12 shows a modeled spectra that agrees well with our experimental spectra acquired on the $2 \times 1$ surface, and represents the minimized error in phase space (Fig. 3.11b). We found a good match using $E_0^f = -3.5$ meV, $v = 155$ meV, and $t_f/t_c = -0.055$. In particular, we note that there exists a large negative bias peak, $3$ dip at the Fermi level, and a positive bias kink, all in agreement with the $2 \times 1$ spectra shown in Fig. 3.4f, 3.11a.
Figure 3.12: Decomposition of the measured tunneling conductance into DOS and interference channels. (a) Simulation of $dI/dV$ on the $2 \times 1$ surface using a two-channel tunneling model [70]. The conduction band was modeled as an ellipsoid centered at the X point in the three-dimensional Brillouin zone shown in the inset, and the hybridized $f$ band was approximated as dispersionless. The main features of the $2 \times 1$ spectra are well-matched for self energies $\gamma_c = \gamma_f = 0.7$ meV (equivalent to $k_B T$ at the measurement temperature $T = 8$ K), hybridized $f$ band energy $E_f^0 = -3.5$ meV, hybridization amplitude $v = 155$ meV, and tunneling ratio $t_f/t_c = -0.055$. (b) Scaled contributions to $dI/dV$ from the conduction band (blue), $f$ band (green), and interference (red). (c) Simulated $dI/dV$ as a function of $t_f/t_c$ with the other parameters identical to a. The dominant peak position and shape evolve dramatically with $t_f/t_c$; the dashed horizontal line indicates the best match to our data.

**MALTSEVA MODEL**

In addition to the model of Figgins and Morr [70], the model of Maltseva, Dzero and Coleman [75] has been used extensively in other HF systems [50, 77] as an analytical formula for modelling the $dI/dV$ spectra of Kondo lattices. Previous experimental work has attempted to fit experimental $dI/dV$ spectra to the formalism of Maltseva to extract parameters such as the bandwidth, hybridization amplitude and even the temperature dependence of these parameters [50, 77]. However, we point out a crucial error in the analysis in Refs. [50, 77] which we have corrected, and use our results to qualitatively show the equivalence between the model of Figgins and Morr [70], and Maltseva et al. [75].

The Maltseva model is an analytical mean-field approximation to the $dI/dV$ of a Kondo lattice. Rather than expressing $dI/dV$ in terms of the Greens functions of the bare bands as in Ref. [70] (see Eqns. 3.8 - 3.10), the Maltseva model presumes that the system has a parabolic conduction band and a non-dispersive heavy band that overlap in energy and $k$. $dI/dV$ then
takes the form:

$$\frac{dI}{dV}(V) \propto \text{Im} \left[ G^{KL}(eV - i\gamma) \right]$$

(3.12)

$$G^{KL}(eV) = \left( 1 + \frac{v}{eV - E_0^f} \frac{t_f}{t_c} \right)^2 \ln \left[ \frac{eV + D_1 - \frac{v^2}{eV - E_0^f}}{eV - D_2 - \frac{v^2}{eV - E_0^f}} \right] + \frac{D_1 + D_2}{eV - E_0^f} \left( \frac{t_f}{t_c} \right)^2$$

(3.13)

where $-D_1$ and $D_2$ are the lower and upper conduction band edges, $v$ is the hybridization amplitude, $t_f/t_c$ is the ratio of the tunneling amplitudes, $E_0^f$ is the energy of the non-dispersive $f$ band, and $\gamma$ is the self-energy. In Eqn. 3.13 we have corrected a typo in the original Ref. [75], which propagated into Ref. [50, 77]. The $t_f^2$ factor in the second term of the Green’s function was originally omitted in Ref. [75], but is necessary to correctly dimensionalize the equation; its absence leads to an unphysical negative $dI/dV$ in a subset of parameter space. Correspondingly the absence of the $t_f^2$ factor leads to unphysically small values of the conduction bandwidth $D = 30$ meV for SmB$_6$ reported in Ref. [50]. Instead, we used $D_1 = 1.6$ eV in agreement with ARPES [54], and approximated $D_2 = 3$ eV in agreement with LDA calculations [82], giving a total conduction bandwidth of $2D = D_1 + D_2 = 4.6$ eV in better agreement with ARPES measurements [54, 55, 64]. We used $\gamma = k_B T$ for the measurement temperature $T = 8$ K and varied $E_0^f$, $t_f/t_c$, and $v$ to match the $2 \times 1$ data.

Figure 3.13a plots simulated $dI/dV$ curves at different values of $v$ using the Maltseva model. We note the prominence again of three features: (1) a negative bias peak, (2) a positive bias kink, and (3) a broad Fermi level gap in the simulated curves. This is in agreement with the $dI/dV$ from our data, and the simulated $dI/dV$ using the Figgins model (plotted in Fig. 3.13b). In Fig. 3.13 we have plotted both Maltseva (a) and Figgins (b) at identical values of $v$, $t_f/t_c$, $\gamma$, $E_0^f$ for comparison. We find that for the best-fit parameters of the Figgins model in Fig. 3.11, the Maltseva model agrees well with Figgins, and with the data. Furthermore, the value of $v$ that we use here is consistent with the Maltseva predicted magnitude of the hybridization gap $\Delta \sim 2v^2/D$ [75].
Figure 3.13: Computed spectra using the Maltseva model (a) and the Figgins model (b). For both models, we varied the hybridization amplitude \( v \) (legend in units of meV), with fixed \( t_f/t_c = -0.055 \), \( E_0' = -3.5 \) meV, and self-energy \( \gamma = k_B T \) for the measurement temperature \( T = 8 \) K. For (a), as described in the text, we used \( D_1 = 1.6 \) eV and \( D_2 = 3 \) eV. For (b), as described in the text, we modeled the Sm 5\( d \) conduction band as an ellipsoid centered at the \( X \) point of the three-dimensional Brillouin zone, with semi-major \( k_F \) axes \( 0.401(\pi/a_0) \times 0.401(\pi/a_0) \times 0.600(\pi/a_0) \) and \( E_{\min} = -1.6 \) eV.

**Discussion**

We summarize the simulation of the 2 \( \times \) 1 surface \( dI/dV \) spectra using the Fano, Figgins and Maltseva models in Fig. 3.14, in which the calculated \( dI/dV \) is plotted as a function of bias and tunneling ratio (Fano parameter). All models agree on the following three main features: (1) the relative prominence of a negative energy peak for \( t_f/t_c < 0 \); (2) the emergence of a positive energy peak for \( t_f/t_c > 0 \); (3) the persistence of a deep gap (< 10% of the background \( dI/dV \)) near the Fermi level across a wide range of \( t_f/t_c \). However, the Fano model fails to capture some subtleties of the full Kondo lattice models [50] which are seen in the data, such as the abrupt kink on the positive edge of the gap, and the shoulder on the negative side of the peak.

By decomposing the spectra into the three tunneling channels, we can isolate the interference term which is an extrinsic contribution to our \( dI/dV \) measurement, and is undesirable because it masks the desired bare DOS signal. Furthermore, using the Morr model of Eqn. 3.4 allows us to
Figure 3.14: Comparison of Fano, Figgins and Maltseva $dI/dV$ models. (a) $dI/dV$ calculated using the Fano lineshape with $w = 100$ K and $E_0^f = -3.5$ meV as a function of bias and Fano parameter $q$. (b) $dI/dV$ calculated using the Figgins and Morr model with $v = 155$ meV, $E_0^f = -3.5$ meV, and $\gamma = k_B T$ corresponding to the measurement temperature of 8 K. (c) $dI/dV$ calculated using the model of Maltseva, Dzero and Coleman with $v = 155$ meV, $E_0^f = -3.5$ meV, and $\gamma = k_B T$ corresponding to the measurement temperature of 8 K.

Take a step beyond recent PCS results [50] by separately plotting the scaled components $N_e(V)$, $2(t_f/t_c)N_{ef}(V)$, and $(t_f/t_c)^2N_f(V)$ in Fig. 3.12b. This allows us to examine the bare DOS in the $N_e$ and $N_f$ channels. From the decomposition of the $2 \times 1$ spectra, we find that there always exists a negative energy peak ($V_p$) and positive energy kink ($V_k$) in the $N_f$ channel due to hybridization, and that the energy separation between these features, $\Delta(N_f) = |V_p - V_k|$, is the hybridization gap ($\Delta_{hyb}$). Figure 3.15 illustrates these energy scales. Furthermore, for $t_f/t_c < 0$, the energies $V_p$ and $V_k$ for $N_f$ occur at the same energies as $V_p$ and $V_k$ in the summed $dI/dV$ channel. Therefore measuring the energy separation, $\Delta(dI/dV) = |V_p - V_k|$, in $dI/dV$ is equivalent to measuring the gap in the $f$-band DOS: $\Delta(dI/dV) = \Delta(N_f) = \Delta_{hyb}$.

Using this information, we quantify the hybridization gap directly from our $dI/dV$ spectrum: $\Delta = 26 \pm 2$ meV at $T = 8$ K. This measurement is in the middle of the range of hybridization gap measurements reported in the literature, and summarized in Tab. 3.1. In particular, this is consistent with a recent high resolution ARPES measurement which used thermal population of positive energy states to measure the hybridization gap at higher $T$ [64]. We elaborate more on this extraction of the hybridization gap in Section 3.5.
Figure 3.15: Measurement of $\Delta$ from $dI/dV$. Superposed and offset $N_f$ and $dI/dV$ curves from Fig. 3.12. Curves have been offset for visual clarity. The dashed lines indicate the peak $V_p$ and kink $V_k$ energies of the $N_f$ and $dI/dV$ curves. The energy separation between these two features is the gap measurement $\Delta$.

3.4.3 **Kondo lattice model on the 1 × 1 surface**

On the 1 × 1 terminated surface (spectrum shown in Fig. 3.4e) using the model of Figgins and Morr we found good agreement to the $dI/dV$ peak at -28 mV by using $v = 273$ meV, $\gamma = 8$ K, $t_f/t_c = -0.05$, and $E_0^f = -16$ meV. The results of this analysis are shown in Fig. 3.16. We note that the extracted value for $E_0^f = -16$ mV on the 1 × 1 surface is lower than the $E_0^f = -3.5$ mV on the 2 × 1 surface, in good agreement with our observation of polarity driven surface band bending. Furthermore, the fact that the hybridization amplitude on the 1 × 1 is larger than on the 2 × 1 surface ($v_{1\times1} = 273$ mV > $v_{2\times1} = 155$ mV) is consistent with our chemical identification of the surfaces. We would expect that the hybridization is stronger on the 1 × 1 surface owing to the higher concentration of Sm atoms, compared to the half terminated 2 × 1 surface.

3.5 **Spectroscopy of the temperature dependent Kondo transition**

Because the hybridization manifests as a metal insulator transition at $T^* \sim 50$ K as shown in Fig. 3.2b, we performed temperature dependent $dI/dV$ spectroscopy on the 2 × 1 surface to investigate the hybridization process. One of the sequences of $T$-dependent $dI/dV$ spectra is shown
Figure 3.16: Components of $dI/dV$ spectroscopy on the $1 \times 1$ surface. (a) $dI/dV$ calculated using the the formalism of Figgins and Morr [70]. Model parameters are listed in the text: $v = 273$ meV, $t_f/t_c = -0.05$, $E_0^f = -16$ meV and $\gamma$ corresponding to the measurement temperature of 8 K. We calculated spectra throughout $(v, t_f/t_c)$ phase space and chose the spectrum that matched best to the experimental $1 \times 1$ spectrum (Fig. 3.4e). The inset shows the minimization procedure in phase space. (b) $dI/dV$ contributions from the conduction band ($N_c$, blue), $f$ band ($N_f$, green), and interference ($N_{cf}$, red). (c) $dI/dV$ calculated by varying $t_f/t_c$ with fixed $v = 273$ meV, $E_0^f = -16$ and $\gamma$ corresponding to the measurement temperature of 8 K.

In Fig. 3.17a. With the exception of $T$, all of the spectra shown in Fig. 3.17a were taken with the exact same experimental conditions over clean $2 \times 1$ regions. Between $T = 8$ K to $T = 50$ K, the $T$-dependent spectra show a substantial reduction in spectral weight of the peak-dip features from 8 K to 50 K, suggesting that these features reflect the Kondo hybridization of the itinerant and Sm $4f$ electrons. To better visualize the $T$-dependent effect on $dI/dV$, we normalize the spectra to remove any artifact variations from $z$ piezo drift. The data is normalized by dividing the spectra by a third order polynomial background shown using a dashed overlay in Fig. 3.17b. The normalized spectra shown in Fig. 3.17c show two effects with increasing $T$: (1) The suppression of the Fermi level dip, and (2) the suppression of the negative bias peak. In fact we note that the Fermi level dip is nearly completely filled-in by $T = 50$ K.

3.5.1 The Effect of Thermal Broadening

In addition to experimental artifacts, thermal broadening of $dI/dV$ spectra will smear features in $dI/dV$ and could cause the peak/dip suppression we observe in Fig. 3.17a-c. Therefore, to study
Figure 3.17: Temperature dependent $dI/dV$ on $2 \times 1$ surface. (a) Raw STM $dI/dV$ spectra, corresponding to the square markers in Fig. 3d of the main text. Temperature dependence (in Kelvin) is shown in the legend. ($V_s = 100$ mV, $R_f = 1$ GΩ, $V_{rms} = 1.4$ mV.) (b) Third order polynomial backgrounds (dashed lines) superimposed on some of the raw spectra shown in (a). (A representative subset was selected to avoid over-cluttering the image.) Each polynomial background was fit to the corresponding raw spectrum excluding the energy range $-60$ mV < $V$ < +20 mV. (c) Normalized spectra obtained by dividing each raw spectrum by its corresponding fitted polynomial background from (b). The maxima and minima of these normalized spectra are plotted as blue and green points, respectively, in Fig. 3.18. (d) Thermally broadened normalized spectra. The $T = 8$ K normalized spectrum from (c) was deconvolved to $T = 0$ K then thermally broadened to the simulated temperature indicated in the legend. Maxima and minima of this sequence of spectra are plotted as grey lines in Fig. 3.18. Comparing the corresponding spectra in (c) and (d) shows that the rate of temperature evolution of the data exceeds that expected from thermal broadening alone.
the intrinsic temperature dependence of the $dI/dV$ spectra we need to account for the thermal broadening of data acquired at different $T$. The effect of thermal broadening on the $dI/dV$ spectra can be expressed as the convolution of the sample density of states and the derivative of the Fermi-Dirac distribution [34],

$$
\frac{dI}{dV}(V,T) = \int \rho_t(T) \rho_s(E,T) \frac{d}{dV} F(E - eV,T) dE \propto \rho_s(V,T) \ast \frac{d}{dV} F(V,T) \tag{3.14}
$$

Here $\rho_t$ and $\rho_s$ are the density of states of the tip and sample respectively, $\ast$ represents a convolution, and the derivative of the Fermi-Dirac distribution is

$$
\frac{d}{dE} F(E,T) = \frac{-1}{4k_B T \cosh^2(E/2k_B T)} \tag{3.15}
$$

which has a FWHM of $\sim 3.5k_B T$. Using this formalism we can change the temperature of a spectrum from the temperature at which the data was acquired, $T_{\text{data}}$, by deconvolving the spectrum to $T_0 = 0$ K with $\frac{d}{dE} F(E,T_{\text{data}})$, and then convolving the spectrum to an arbitrary simulation temperature $T_{\text{sim}}$. Spectra were convolved and deconvolved by multiplying and dividing in Fourier space, without the use of iterative deconvolutions. As discussed below, the deconvolution only required the use of the $T = 8$ K kernel $\frac{d}{dE}(E, T = 8K)$, which did not introduce meaningful deconvolution artifacts into the analysis.

We use this technique to compare the data to a simulated series of spectra whose only effect at higher $T$ is due to thermal broadening. To obtain this sequence of simulated spectra, we use the normalized $T_{\text{data}} = 8$ K spectrum in Fig. 3.17c, thermally deconvolve the spectrum to 0 K and then thermally broaden the resultant spectra to $T_{\text{sim}}$ to arrive at the series of simulated spectra at $T_{\text{sim}}$ in Fig. 3.17d. A comparison between the normalized data in Fig. 3.17c with the simulated data in Fig. 3.17d shows that the peak and dip in the data are being suppressed at a faster rate than the thermal simulation. To more clearly show this, we plot the maximum/minimum value of the normalized spectra at each temperature with the maximum/minimum value of the simulated spectra in Fig. 3.18. Figure 3.18 clearly demonstrates that the peak and dip in the
Figure 3.18: Temperature dependence of spectra on the $2 \times 1$ surface. Temperature dependence of the peak (blue) and dip (green) features in normalized $dI/dV$. Open vs. closed symbols indicate two different experimental datasets acquired on different samples with different tips. The simulated reduction (increase) in spectral weight at the peak (dip) due to thermal broadening alone are plotted with thick grey lines, and are slower than the corresponding trends in the data. The closed markers and grey lines are taken from the normalized amplitudes of Fig. 3.17c. The linear extrapolation of the green data upwards indicates that the dip fills around 55 K (black open circle); its extrapolation downwards indicates the existence of residual conductance (red open circle) around half of the background conductance at $T = 0$ K. The non-vanishing negative bias peak at $T = 50$ K indicates incomplete loss of $f$ state coherence at that temperature.

data (squares and circles) are reduced as $T$ increases at a faster rate than the simulation (gray lines). This trend shows a temperature dependent rate exceeding thermal broadening and is very suggestive of Kondo hybridization. Furthermore, it is clear that the Fermi level dip is nearly completely filled by $T \sim 55$ K, which is consistent with the reported $T^*$ where previous bulk experiments have observed a sharp increase in resistivity [43], a sign change of the Hall coefficient [44], a change in the magnetic susceptibility [72], and an abrupt change in Sm valence [79].

3.5.2 Conclusions from temperature dependent spectroscopy

In addition to the upward $T$ extrapolation, extrapolation of the intensity of the Fermi level dip to $T = 0$ K allows us to check whether the in-gap spectral weight is consistent with thermal excitation. Figure 3.18 shows that even at zero temperature, the extrapolated minimum $dI/dV$
is nonzero and approximately half the background conductance, implying the presence of additional states in the gap even at \( T = 0 \) K. This contrasts with a two-channel tunneling model of a clean Kondo insulator in which the hybridization gap should completely suppress the Fermi level tunneling conductance at \( T = 0 \) K \([70, 75]\). Furthermore, unlike previous STM observations of hybridization gap development in other heavy fermion materials \([78, 81, 83]\), the \( 2 \times 1 \) surface of \( \text{SmB}_6 \) is free from quantum critical fluctuations, impurities, or structural defects, which would increase the self-energy and move spectral weight into the gap \([74]\). The residual conductance at \( T = 0 \) and its implications for in-gap states, is consistent with our experimental observation of residual spectral weight in the gap on all four surfaces, as shown in Fig. 3.4. Indeed, we always observed residual zero bias conductance independent of the morphology. Our observation of zero bias tunneling conductance is consistent with the in-gap surface states of a TKI recently suggested by other experiments \([48, 51, 54]\), but we cannot exclude the possibility of topologically trivial surface states \([55, 57]\).

Having assigned the thermal evolution of the \( T \)-dependent spectra to Kondo hybridization, we can use the technique of Fig. 3.15 to measure the temperature dependence of the hybridization gap. We again assign the peak-kink energy separation of our experimental \( dI/dV \) spectra, \( \Delta_{\text{data}} \), with the hybridization gap in the \( f \)-band DOS, \( \Delta_{\text{hyb}} \), and plot the raw gap values in Fig. 3.19a. However, to separate the effect of thermal broadening from the temperature evolution of \( \Delta_{\text{data}} \), we compare \( \Delta_{\text{data}} \) to that of a thermal simulation. The thermal simulation is calculated by measuring \( \Delta = |V_p - V_k| \) of the simulated spectra derived by thermally broadening the \( T = 8 \) K spectrum to arbitrary \( T_{\text{sim}} \): \( \Delta_{\text{sim}}(T) \) (simulated spectra shown in Fig. 3.17d). \( \Delta_{\text{sim}}(T) \) is plotted using solid lines in Fig. 3.19a. Despite the scatter, by comparing \( \Delta_{\text{sim}}(T) \) with \( \Delta_{\text{data}}(T) \), we observe that overall \( \Delta_{\text{data}} \) is smaller than \( \Delta_{\text{sim}} \), indicative of a temperature dependent gap reduction. To extract the temperature dependent hybridization gap, instead of employing deconvolution of the higher temperature data, we instead phenomenologically quantify the trend shown in Fig. 3.19a. We define \( \Delta_{\text{hyb}}(T) = \Delta(T = 8 \) K\) + (\( \Delta_{\text{data}}(T) - \Delta_{\text{sim}}(T) \)). Because \( \Delta_{\text{data}} < \Delta_{\text{sim}}, \Delta_{\text{hyb}} \) measures the gap reduction relative to 8K, and effectively removes the effect of thermal broadening. (We note that deconvolution of the spectra by high temperature kernels of the form shown
in Eqn. 3.15 was unreliable without using deconvolution techniques that required assumptions about the experimental noise. For this reason we chose to use the phenomenological definition of $\Delta_{\text{hyb}}$ to quantify the suppression.)

Figure 3.19b plots $\Delta_{\text{hyb}}(T)$ and shows that the gap has not closed by $T = 50$ K, the reported metal insulator transition in SmB$_6$. This effect can even be seen in the raw data of Fig. 3.17c, where the edge of the gap at positive bias ($V_p$) does not shift significantly with $T$. This partial but incomplete gap closure was recently observed by another ARPES result [64], where they proposed that the 50 K metal insulator transition is caused by the movement of the bands relative to the Fermi level, rather than $\Delta_{\text{hyb}} \to 0$ at 50 K.
The decomposition of $dI/dV$ in Section 3.4 allows us to better understand the temperature evolution of the $dI/dV$ spectra from the $2 \times 1$ surface, shown in Figs. 3.17, 3.18. From the decomposition, the dip represents the gap in the DOS from hybridization, while the peak at -8 meV represents the peak due to the interference and the DOS of the $f$ band. Therefore the dramatic reduction in intensity of the -8 meV peak at 50 K stems from reduction of both the $f$ band coherence (decreasing $N_f$) and the concomitant interference effect (decreasing $N_{cf}$) as the hybridization weakens. However, the weak residual peak at $T = 50$ K demonstrates that the loss of $f$ band coherence is still incomplete at that temperature, in agreement with recent ARPES measurements [64]. Meanwhile, the more complete elimination of the Fermi level dip near $T = 50$ K could arise from a combination of partial closure of the hybridization gap (Fig. 3.19), as well as broadening of the $N_c$ and $N_f$ channel (and accompanying $N_{cf}$) into the gap, also in agreement with recent ARPES measurements [64]. The strong temperature dependence of both peak and dip that exceeds thermal broadening, as well as the agreement of our extracted gap-filling temperature around $\sim 55$ K with abrupt property changes reported by other techniques [43, 44, 72, 79], suggests that our measured temperature dependent $dI/dV$ spectra reflect the Kondo hybridization in SmB$_6$.

3.6 DISCUSSION OF MAIN RESULTS

We briefly discuss the implications of our work on previous SmB$_6$ tunneling experiments, SmB$_6$ ARPES experiments and the study of Kondo insulators in general.

On all surfaces the STM-measured $dI/dV$ spectra (Figs. 3.4e-h) consistently show a dominant peak on the filled state side, in contrast to PTS/PCS measurements, which show a dominant peak in $dI/dV$ on the empty state side [50, 63]. Previous to our work, the PTS/PCS measurements were puzzlingly in disagreement with the expected lineshape for the bare hybridized DOS $N_c(V)$ and $N_f(V)$ expected for an electron-like 5$d$ conduction band [42, 52–57, 65, 66]. To understand this contrast, we note that $dI/dV$ depends on $N_c(V)$ and $N_f(V)$, which are intrinsic properties of the SmB$_6$ surface, and on the ratio $t_f/t_c$, which is an extrinsic property of the tunnel
junction. The dependence of $dI/dV$ on $t_f/t_c$ in Fig. 3.12c allows us to conclude that an empty state peak in $dI/dV$ arises only when $t_f/t_c > 0$. For this regime we find that $N_{cf}(V)$ dominates $dI/dV$ and masks the bare DOS by adding a positive bias peak and a suppression at the Fermi level, as shown in Fig. 3.14. The Fermi level dip in PTS/PCS data [50, 63] may therefore represent an energy range of destructive interference, and not necessarily the intrinsic hybridization gap. The relative prominence of the filled state peak in all our STM measurements demonstrates the consistent dominance of the bare DOS and the significance of the STM-observed spectral gap as representative of the true hybridization gap. Furthermore, throughout the $t_f/t_c < 0$ tunneling regime that matches our STM measurements, the modeled differential conductance is vanishingly small within the hybridization gap, in contrast to the in-gap spectral weight we observe on all four surfaces.

Our spatially resolved STM measurements of distinct electronic structure on the several surface morphologies of SmB$_6$ are consistent with existing ARPES measurements, and can reconcile some apparent discrepancies between them [52–57, 64, 66]. We expect that most ARPES experiments, with typical $\sim$-hundred-micron spot size, will show momentum-resolved contributions from both the Sm-terminated $1 \times 1$ and $2 \times 1$ morphologies (Figs. 3.4a-b), and possibly the top few layers of the bulk, but not from the two disordered morphologies where $k$ is a poor quantum number (Figs. 3.4c-d). Depending on the fractional composition of the cleaved surface structure, as well as the photon energy, depth probed, and detector resolution, ARPES may observe the spatial average of the -28 meV and -8 meV hybridized $f$ bands from the two Sm-terminated surfaces as a single dispersing [64] or broadened $f$ band at intermediate energy [53–55, 66], or as one [57] or two [52, 56] separate states. In the latter scenario, the -8 meV hybridized $f$ band has been interpreted as an ‘in-gap’ state [52, 56]. However, we note that a topological in-gap state would be expected to span the upper and lower hybridized bands, and thus would appear as continuous spectral weight filling the hybridization gap, rather than as a sharp peak at a specific energy as claimed in Refs. [52, 56]. Indeed, we consistently observe broad in-gap spectral weight on all surfaces that could be consistent with in-gap states.

With these first atomically resolved spectroscopic measurements on SmB$_6$, we provide a gen-
eral new paradigm for interpreting Kondo hybridization, and lay the specific groundwork for under-
standing TKIs. First, our explicit decomposition of the measured tunneling conductance into 
DOS vs. interference channels provides an intuitive way to understand tunneling measurements 
of Kondo hybridization in a broad class of heavy fermion materials [50, 77, 78, 81, 83]. Second, we 
confirm that SmB$_6$ is a Kondo insulator, by using this decomposition to reveal the full $f$ band 
hybridization gap, spanning the Fermi level, on all four observed surface morphologies. Our tem-
perature dependent spectroscopy on the nonpolar $2 \times 1$ surface points to the hybridization gap 
first crossing the Fermi level around $T^* \sim 55$ K, in agreement with previous bulk measurements. 
However, at low $T$, the apparent broadening of states into the gap significantly exceeds that ex-
pected for the self energy of 8 K, indicating that there may be an independent source of states 
within the gap. Our hypothesis is in line with the ARPES experiments that have shown evidence 
of (not necessarily topological) surface states. Third, our observation of the hybridized $f$ band 
shifts between polar and non-polar cleaved surfaces of SmB$_6$ reveals the dramatically different 
electronic environments in which the predicted topological surface state must exist. Theoretical 
modeling of bulk band shifts, surface states, and hybridization for different surface terminations 
is urgently needed. Our work provides the nanoscale spectroscopic details necessary for under-
standing the first strongly correlated topological insulator.
Impurity induced phase separation and scattering in $\text{Bi}_2-x\text{Fe}_x\text{Se}_3$

Recent work on the topological insulator $\text{Bi}_2\text{Se}_3$ has focused on doping $\text{Bi}_2\text{Se}_3$ to move the chemical potential into the bulk gap and inducing ferromagnetism using magnetic transition metal elements. In this chapter, we present experimental results on $\text{Bi}_2\text{Se}_3$ doped with the transition metal Fe. We observe an impurity phase separation which points to the difficulty of uniformly doping Fe into $\text{Bi}_2\text{Se}_3$. The Fe impurities form a scattering center from which we observe scattering of the TSS and a trivial surface state at higher energies than previously expected, which is supported by density functional theory calculations.
4.1 INTRODUCTION

Recent interest in the newly discovered topological insulator (TI) materials has been driven by
the push to engineer novel devices utilizing the unique characteristics of TIs. In TIs, strong spin-
orbit interactions cause a a band inversion that leads to a nontrivial band topology, and meta-
llic topological surface states (TSS) that span the bulk band gap [1–4]. The TSS possess unique
characteristics, namely spin-momentum locking, which leads to unique properties that can be
exploited for potential applications in spintronics, transistors or in novel quantum computing de-
vices [2–4].

Recent experimental efforts have focused on manipulating the prototypical TI Bi$_2$Se$_3$ in hopes
of realizing novel topological devices. By tuning the magnetic interactions, for example via mag-
netic dopants, Bi$_2$Se$_3$ is predicted to enter a ferromagnetic phase which breaks the time reversal
symmetry and topological character of the surface states [84, 85]. A number of studies have fo-
cused attention on using Fe to dope Bi$_2$Se$_3$ [86–91]. However, numerous unresolved questions
remain regarding Bi$_{2-x}$Fe$_x$Se$_3$, including whether a gap opens at the Dirac point [86, 88, 89], the
effect of trivial 2D surface states [88, 90], and whether the growth conditions in bulk Bi$_{2-x}$Fe$_x$Se$_3$
crystals permit a uniform ferromagnetic phase [92]. On another front, the fabrication of devices,
such as field effect transistors, using Bi$_2$Se$_3$ have produced promising initial results [93]. While
the band structure of the occupied states is well studied, understanding the effect of applying a
positive bias gate to Bi$_2$Se$_3$ is complicated by the lack of spectroscopic studies at energies above
the Fermi level. Recent studies have even pointed to a wealth of unexplained physics at large
positive biases, including topologically trivial 2DEGs [94, 95], and an additional Dirac cone [96,
97].

4.1.1 SUMMARY OF RESULTS

Scanning tunneling microscopy has been used to great effect in the study of TIs, and has been
used to image nanoscale electronic variations in Bi$_2$Se$_3$ [98], dopant induced charge inhomogene-
ity [99] and TSS scattering processes [35, 100–102]. In this chapter we report on a study of bulk
doped crystals of Bi$_{2-x}$Fe$_x$Se$_3$ using scanning tunneling microscopy (STM) and spectroscopy. We observed a surprising macroscopic phase separation of the Fe dopants into Fe-doped and undoped regions of Bi$_2$Se$_3$. This dopant segregation is likely due to inhomogeneous local growth conditions related to the local anion/cation growth conditions. We used Fourier transform scanning tunneling spectroscopy to resolve two quasiparticle scattering modes in the unoccupied states in an energy range 0.65 to 0.85 eV above the Dirac point. We find that the two scattering modes are separated by 0.1 eV, and are caused by the SS and the topologically trivial quantum well state (QWS) respectively. Both scattering modes have a velocity of $v_q = 1.1 \pm 0.3$ eV Å, which is 3× lower than the velocity at the Dirac point [103], and is explained by our finite slab density functional theory (DFT) calculations. Our results show that the topological surface state remains quantized from the bulk to higher energies than expected [104], and point to the important effect of QWS on the TSS in Bi$_2$Se$_3$.

4.1.2 Experimental Methods

We studied Bi$_{2-x}$Fe$_x$Se$_3$ single crystals with nominal Fe doping of $x = 0.03$, $x = 0.07$, and undoped Bi$_2$Se$_3$ single crystals. Sample preparation methods and the characterization of the crystals has been described in previous work [105, 106]. The single crystals were cleaved along the (001) direction, in cryogenic vacuum at 40 K and immediately inserted into the STM. The (001) orientation was confirmed by measuring step heights that were integer multiples of the height of a Bi$_2$Se$_3$ quintuple layer (QL), as shown in Fig. 4.1.

Density functional theory (DFT) calculations were performed using the linearized augmented-plane-wave method in the WIEN2K packages [107], with structural parameters from Zhang et al. [104]. Spin-orbit interaction is included as a second variational step using scalar-relativistic eigenfunctions as a basis; exchange and correlation effects are treated within the generalized gradient approximation [107].
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Figure 4.1: Crystal structure and characterization of Bi$_{2-x}$Fe$_x$Se$_3$. (a) Schematic crystal structure of Bi$_2$Se$_3$. Two quintuple layers (QL) of Bi$_2$Se$_3$ are shown, with the three lattice orientations of each of the sublayers, designated A-B-C. The natural cleavage plane is between the two QLs, which will expose a Se terminated layer in each half. (b) Topography of cleaved surface of Bi$_{2-x}$Fe$_x$Se$_3$ over an 80 nm x 80 nm field of view. Four atomically flat terraces are visible. ($T = 4.4$ K; $V_s = 800$ mV; junction resistance $R_J = 80$ GΩ.) (c) Height profile taken along the dashed red line of (b). The separation of the terraces is in integral multiples of the height of 1 QL of Bi$_2$Se$_3$.

4.2 Impurity phase separation

The majority of the cleaved Bi$_{2-x}$Fe$_x$Se$_3$ surfaces we studied were atomically flat over at least 10 - 100 nm length scales (see Fig. 4.2a). Figure 4.2b shows a typical $dI/dV$ spectrum of Bi$_{2-x}$Fe$_x$Se$_3$ with a Dirac point at $V = -350$ mV, consistent with previous measurements [89]. Compared to the Dirac point on a pristine Bi$_2$Se$_3$ surface (spectrum shown in blue in Fig. 4.2b), Bi$_{2-x}$Fe$_x$Se$_3$ has a Dirac point that is 50 mV lower, in agreement with previous work showing that Fe is an electron donor [87, 90]. Topographic images of Bi$_{2-x}$Fe$_x$Se$_3$ acquired on the flat terraces revealed multiple species of three-fold symmetric impurities, as shown in Figure 4.2a,c. Following the work of Song et al. [87], using the topographic images in Fig. 4.2a,c we can identify the impurities based on the size of the impurity and its lattice orientation. Figure 4.1a shows that each sublayer of the Bi$_2$Se$_3$ crystal alternates between an A, B or C lattice orientation. Furthermore, the deeper the impurity is within the crystal, the larger its spatial extent on the topmost Se layer [108]. These two facts allow us to identify the impurity by its phase relative to the topmost Se layer and its vertex-vertex length. From the atomically resolved images of Fig. 4.2c, the
red circled dark triangular impurity is out of phase with the A lattice, and has a vertex-vertex length of 1a0. We identify it as a Fe substitution for a Bi atom in the 1st (topmost) Bi sublayer, denoted FeBi1. The orange circled triangular impurity is in phase with the topmost Se lattice, and has a vertex-vertex length of 3a0, which leads us to identify it as a Bi atom in the 2nd Bi sublayer, denoted FeBi2. We note that with one exception, shown in green in Figs. 4.2a,c which we discuss later, all of the other impurities in Figs. 4.2a,c are consistent with and were identified in previous work [87]. The presence of Bi substitutional impurities and the absence of Se vacancies is characteristic of other STM topographies of TM-doped Bi2Se3 compounds [90, 98, 109] and is in agreement with theoretical models [110–112]. However, in contrast to previous work that studied Bi2–xFe2Se3 thin-films [87], in our doped crystals the density of defects in Fig. 4.2a (n ~ 0.04 nm−2) is lower than the nominal concentration by more than a factor of 10. This mismatch could be explained by our observation of dopant clustering as shown in Fig. 4.2d, which would result in an inhomogeneous distribution of Fe dopants.

On the same Bi2–xFe2Se3 cleaved surface but separated by > 10 μm, we acquired topographic images with a different defect distribution, as shown in Fig. 4.3a. Se vacancies, shown as bright triangular impurities (green circles in Fig. 4.3a), are the dominant impurities in this other region, as opposed to the FeBi1 impurities that dominate in Fig. 4.2a. In fact, throughout the ~ 1 μm area around the region shown in Fig. 4.3c, we did not find any of the Fe impurities identified by Song et al. [87]. We verified our identification of the green circled impurities as Se vacancies by comparing the impurities in Fig. 4.3a to the Se vacancies [113] in an undoped Bi2Se3 topographic image, as shown in Fig. 4.3b. The similar defect distribution in Figs. 4.3a and 4.3b suggests that the region shown in Fig. 4.3a is an undoped portion of the Bi2–xFe2Se3 crystal. Recent calculations [111, 112] have suggested that the allowed impurities in Bi2Se3 depend sensitively on the type of dopant and whether the crystal is grown in a Bi or Se rich environment. Because Fe is the smallest of the transition metal (TM) Bi2Se3 dopants, the size mismatch between Fe and Bi makes it relatively difficult to dope [111]. As shown in Fig. 4.3c, doping Fe into Bi2Se3 is only favored in Se-rich conditions [111] which also inhibits the formation of Se vacancies [114, 115]. Likewise, Bi-rich conditions inhibit Fe but promote Se vacancies [111]. Our results therefore point to
**Figure 4.2: Characterization of Bi$_{2-x}$Fe$_x$Se$_3$ ($x = 0.07$).** (a) Topography of $30 \times 30$ nm$^2$ field of view acquired at $T = 4.6$ K, $V_s = 1$ V, $I_s = 20$ pA. Red circles highlight Fe$_{Bi1}$ impurities. (b) $dI/dV$ spectra acquired on the Bi$_{2-x}$Fe$_x$Se$_3$ surface shown in red, and the Bi$_2$Se$_3$ surface shown in blue. The minimum in each spectrum is indicated with the red (-350 mV) and blue (-300 mV) dashes. The spectra have been scaled and offset for clarity. Bi$_{2-x}$Fe$_x$Se$_3$ spectrum acquired at $T = 4.4$ K, $V_s = 0.5$ V, $I_s = 200$ pA, $V_{\text{rms}} = 14$ mV. Bi$_2$Se$_3$ spectrum acquired at $T = 8.2$ K, $V_s = 0.4$ V, $I_s = 400$ pA, $V_{\text{rms}} = 10$ mV. (c) Identification of Fe impurities. Topographic image of a $16.8 \times 16.8$ nm$^2$ acquired at $T = 4.4$ K, $V_s = 500$ mV, $I_s = 100$ pA, $B = 0$ T. Three types of impurities that were previously identified [87] are highlighted: (1) Fe$_{Bi1}$, identified in red, is a Fe substituting for a Bi in the 2nd subsurface layer that has an B oriented lattice (see Fig. 4.1a); (2) Fe$_{Bi2}$ identified in orange, is a Fe substituting for a Bi in the 4th subsurface layer that has an A oriented lattice (see Fig. 4.1a); (3) Fe$_{\text{inter}}$ is an interstitial Fe impurity. The Type A impurity, identified in green, has not been previously reported [87, 90]. (d) Suspected Fe cluster in Bi$_{2-x}$Fe$_x$Se$_3$ crystals. $30 \times 30$ nm$^2$ topography acquired at 7 K, $V_s = 0.3$ V, $I_s = 30$ pA.
**Figure 4.3:** Macroscopic phase separation of impurities in Bi$_{2-x}$Fe$_x$Se$_3$. Topography of 30 × 30 nm$^2$ field of view of Bi$_{2-x}$Fe$_x$Se$_3$ ($x = 0.07$) (a), and Bi$_2$Se$_3$ (b). Orange circles highlight Se vacancies, which are common to undoped Bi$_2$Se$_3$. Yellow circles highlight a native defect that could be a Se$_{Bi}$ antisite. Nominal dopant concentration indicated in the bottom left of each panel. Experimental conditions for topography: (a) $T = 4.4$ K, $V_s = 0.5$ V, $I_s = 50$ pA; (b) $T = 2.2$ K, $V_s = 0.4$ V, $I_s = 30$ pA (c). The dependence of impurity formation on growth conditions. Figure adapted from Ref. [111]. $\mu_{Se}$ is the Se chemical potential, and the far left indicates Bi rich growth conditions, while the far right side indicates Se rich growth conditions.

an inhomogeneous Bi$_{2-x}$Fe$_x$Se$_3$ growth process where impurities segregate depending on the local cation/anion environment, resulting in a very inhomogeneous Fe distribution in the crystal.

### 4.3 Quantum Well State Induced Scattering

We now discuss results from our studies of the Fe-doped regions of Bi$_{2-x}$Fe$_x$Se$_3$.

#### 4.3.1 Observation of Quasiparticle Interference

Despite the weak warping of the CECs that limits the observation of quasiparticle interference (QPI) in Bi$_2$Se$_3$ [103, 116], in the Fe-doped regions similar to Fig. 4.2a,c we observed two scattering modes at $V_s > 0.3$ V. In Fig. 4.4 we show a topographic image of a region where we observed QPI. The distinguishing feature of this region is the high concentration of a large impurity, which we name “Type A”, that to our knowledge has not been previously reported in Bi$_{2-x}$Fe$_x$Se$_3$ or other TM-doped Bi$_2$Se$_3$ compounds. As shown in Fig. 4.5a,c, the Type A impurities are large scattering centers, with a vertex to vertex distance of 6$a_0 = 2.4$ nm. The spectroscopic signature of the impurity is mainly seen at positive biases (Fig. 4.5b-d, f), and it un-
Figure 4.4: Fe-doped region with QPI. Topographic image of a 30 × 30 nm² region of Bi$_{2-z}$Fe$_z$Se$_3$ where QPI was observed ($T = 6$ K, $V_s = 0.6$ V, $I_s = 30$ pA). Area has a high concentration of Type A impurities, a subset of which are circled in green.

...dgoes a phase inversion in $dI/dV$ images at $\sim 400$ mV. Fig. 4.5e shows that the center of the Type A impurity is centered on a lattice site of the topmost Se lattice. Therefore, because of its large size and its lattice orientation being in phase with the topmost Se lattice, the Type A could be an interstitial impurity sitting in the hollow between the Se layers that make up the van der Waals (vdW) gap.

The Type A impurity served as a high amplitude scattering center, allowing us to image quasiparticle interference from the surface states. The two quasiparticle scattering modes are shown in Fig. 4.6. The lower energy mode, $q_1$, disperses between 300 mV to 420 mV (Fig. 4.6a-e), while the higher energy mode, $q_2$ disperses between 430 mV to 520 mV (Fig. 4.6k-o). In the $dI/dV$ maps of Fig. 4.6, the QPI can be seen as wavefronts that scatter off of the Type A impurities, and disperse with energy. To better visualize the scattering, we computed the Fourier transform of the real space $dI/dV$ maps of Fig. 4.6, which shows that both $q_1$ (Fig. 4.6f-j) and $q_2$ (Fig. 4.6p-t) disperse in the Γ-M direction. We note that QPI was only observed in regions with a high density of Type A impurities, and we did not observe scattering in the Γ-K direction.

The dispersion of the scattering modes along the symmetry directions is shown in Fig. 4.7, which plots the intensity of the FT-$dI/dV$ maps shown in Fig. 4.6 along the high symmetry directions. While the $q_1$ and $q_2$ modes are visible in the raw Fourier transform linecuts of Fig. 4.7, a common isotropic background is present in both the Γ-M and Γ-K linecuts that masks the in-
Figure 4.5: Characterization of Type A impurity. Topographic image (a) and associated $dI/dV$ conductance maps at indicated bias (b) - (d) ($T = 4.4$ K, $V_s = 500$ mV, $I_s = 100$ pA, $V_{rms} = 14$ mV, $B = 9$ T). (e) High resolution topography of Type A impurity. Red dots and dashed line have been overlaid as guides to the eye to illustrate the internal structure of the impurity. The vertex to vertex length of the impurity is exactly $6a_0$ ($T = 4.4$ K, $V_s = 500$ mV, $I_s = 100$ pA, $B = 0$ T). (f) $dI/dV$ spectrum acquired on the vertex of the impurity shown in (a). The spectrum on the vertex has been normalized by a spectrum taken in the background away from impurities. Two prominent peaks are seen at $\sim 110$ mV and $\sim 350$ mV. The spectrum was acquired from the spectroscopic map of (a) - (d) using the same experimental parameters.
Figure 4.6: Quasiparticle interference in Bi$_{2-x}$Fe$_x$Se$_3$. Scattering of the $q_1$ mode shown in (a-j), and the $q_2$ mode shown in (k-t). (a-e); (k-o): $dI/dV$ maps at the indicated bias over the 30 × 30 nm$^2$ region shown in Fig. 4.4 ($T = 6$ K, $V_s = 0.6$ V, $I_s = 300$ pA, $V_{\text{rms}} = 7$ mV). A white arrow is overlaid over the images to show that as the energy is increased the wavefront moves towards the impurity. (f-j); (p-t): Fourier transform $dI/dV$ maps at the indicated bias ($T = 6$ K, $V_s = 0.6$ V, $I_s = 300$ pA, $V_{\text{rms}} = 5$ mV). The Fourier transforms were taken over 60 × 60 nm$^2$ regions encompassing the regions shown in (a-e), and (k-o), respectively. A white arrow is superposed to show that as energy increases the scattering wavevector increases in the Γ-M direction.
Figure 4.7: Scattering linecuts in symmetry directions. Linecuts of Fourier transform $dI/dV$ spectroscopy map shown in Fig. 4.6. Linecuts are taken in the (a) $\Gamma$-M and (b) $\Gamma$-K directions. The difference of the two images gives the data plotted in Fig. 4.8, which highlights the $q_1$ and $q_2$ $\Gamma$-M scattering modes. The $dI/dV$ maps were normalized by energy layer, Fourier transformed and six-fold symmetrized along a Bragg direction.

tensity of the scattering modes. Therefore to better display $q_1$ and $q_2$, we minimized the effect of this long wavelength isotropic background by subtracting the intensity of the FT-$dI/dV$ maps in the $\Gamma$-M direction ($I(q_{\Gamma-M})$) from the intensity in the $\Gamma$-K direction ($I(q_{\Gamma-K})$). We then plot this quantity ($I(q_{\Gamma-M}) - I(q_{\Gamma-K})$) as a function of bias voltage $V_s$ and wavevector $q$ in Figure 4.8. The quantity $I(q_{\Gamma-M}) - I(q_{\Gamma-K})$, achieves the effect of minimizing the isotropic component of the long-wavelength background. Figure 4.8 clearly shows two scattering modes: $q_1$ between 300 - 420 mV bias, and $q_2$ between 430 - 520 mV bias, with similar slopes and an energy separation $\sim 0.1$ eV.

4.3.2 Parameters of the scattering modes

An examination of Fig. 4.8 shows that both $q_1$ and $q_2$ abruptly end at two wavelengths: $q = 0.2 \text{ Å}^{-1}$ and $q = 0.3 \text{ Å}^{-1}$. The abrupt cut-off of the $q_1$ and $q_2$ modes can be understood by understanding the scattering length scales in this system. The high wavevector cutoff $q = 0.30 \text{ Å}^{-1} \to$
Figure 4.8: **Scattering modes in Bi$_{2-x}$Fe$_x$Se$_3$.** Fourier linecut showing $q_1$ and $q_2$ scattering modes. The Fourier intensity of a linecut in the $\Gamma$-M direction is subtracted by the Fourier intensity of a linecut in the $\Gamma$-K direction for the FT-$dI/dV$ maps shown in Fig. 4.7. The superposed black circles and error bars are the respective center and standard deviation of Gaussian fits to the intensity at each bias (see Fig. 4.9). The thick black line is a linear best fit to the black circles, from which we extract the scattering velocities: $v_1 = 1.28 \pm 0.39$ eV Å, $v_2 = 1.06 \pm 0.32$ eV Å.
\( l = 24.2 \text{ Å} \) matches well with the vertex-vertex length of the Type A impurity scattering centers. \( l = 6a_0 = 2.4 \text{ nm} \). Meanwhile, the low wavevector cutoff \( q = 0.20 \text{ Å}^{-1} \rightarrow l = 36.3 \text{ Å} \) matches well with the average impurity separation \( \sqrt{n^{-1}} = 5.2 \text{ nm} \), where \( n \) is the observed defect density. Therefore the length scales from the size of Type A scattering center, and the defect density, can quantitatively explain the restricted \( q \)-space range of \( q_1 \) and \( q_2 \).

To quantify the dispersion, we first performed Gaussian fits to the Fourier intensity of Fig. 4.8 at each bias. Figure 4.9 shows a subset of the wavevector profiles at fixed energies that were extracted from \( I(q_{\Gamma-M}) - I(q_{\Gamma-K}) \) as shown in Fig. 4.8. Gaussian fits to each wavevector profile are overlaid on top of the data in Figure 4.9 and the centers and standard deviations of the Gaussians are overlaid on the scattering data in Fig. 4.8. To measure the velocities of \( q_1 \) and \( q_2 \), we fit the centers of the Gaussians to \( E = vq + E_0 \) and extracted the velocity from the best fit parameters to the data. We found the velocity of \( q_1 \): \( v_1 = 1.28 \pm 0.39 \text{ eV} \text{ Å} \), and the velocity of \( q_2 \): \( v_2 = 1.06 \pm 0.32 \text{ eV} \text{ Å} \), where the error bars represent confidence intervals of the fitting. The linear fits to the extracted scattering mode centers are superimposed on the data in Fig. 4.8. The fitting leads to two intriguing observations that we address in the remainder of this chapter. Firstly, the scattering velocities of \( q_1 \) and \( q_2 \), \( v_q \sim 1.1 - 1.3 \text{ eV} \text{ Å} \), are substantially reduced from the band velocity at the Dirac point \( (v_D = 3.5 \text{ eV} \text{ Å}) \) \cite{103}. Secondly, the velocities of \( q_1 \) and \( q_2 \) are equal within error, but the modes themselves are offset in energy by \( \sim 100 \text{ mV} \).

### 4.4 Quantum Well States in Bi\(_{2-x}\)Fe\(_x\)Se\(_3\)

#### 4.4.1 Evidence for Quantum Well States

Our observation of two energy offset parallel dispersing modes is hard to explain based off of scattering from a single band, but could be explained using two bands separated in energy by \( \sim 0.1 \text{ eV} \). Indeed, ARPES experiments have observed additional quantized bands separated from the TSS by a comparable energy scale. These bands are 2 dimensional QWS \cite{95, 117–120}, whose origin is unclear but has been reported by multiple groups. An ARPES intensity map taken from Ref. \cite{117} showing the QWS is shown in Fig. 4.10a.
Figure 4.9: Gaussian fits of the $q_1$ and $q_2$ wavevectors. At each bias (indicated above the subpanels), I(Γ-M)-I(Γ-K) from Fig. 4.8 is plotted with blue circles, and is fitted to a Gaussian (red line) with a constant offset. The center of the Gaussian $q_0$ and the standard deviation $\sigma$ of the fit are shown in each panel. For all energies, $q_0 \pm \sigma$ are plotted in Fig. 4.8.

Figure 4.10: Quantum well states in Bi$_2$Se$_3$. (a) ARPES intensity map showing QWS induced by K adsorption onto the Bi$_2$Se$_3$ surface. The energy separation is on the order of $\sim 0.1$ eV. Figure adapted from data in Ref. [117]. (b) Band bending as a mechanism to induce QWS. The conduction band (CB) minimum and valence band (VB) maximum are shifted in energy downwards by $dV$ at the surface relative to the bulk. Downward band bending of the CB creates a potential well, resulting in quantum well states (red and green). (c) Expansion of van der Waals gap as a mechanism to induce QWS. As the separation $h$ between the topmost QL and the crystal increases, the electrons at the surface become more vertically confined leading to QWS.
The QWS is commonly believed to arise from either: (1) band bending caused by surface adsorbants [95, 117–122], or (2) structural asymmetry caused by a van der Waals gap expansion [123, 124]. Fig. 4.10b,c show cartoons illustrating both mechanisms. In the band bending scenario, an asymmetry at the surface causes an electrostatic potential gradient normal to the surface. The potential gradient shifts the energies of the bands as a function of depth, as shown in Fig. 4.10b, causing a potential well to form near the surface. The bound states of this potential well are the 2-dimensional quantum well states. In the van der Waals (vdW) gap expansion scenario, an expansion of the vdW gap isolates the topmost QL from the bulk, confining the electrons in the top QL. If the vdW is expanded by more than $\sim 0.24 - 0.48$ Å [123], QWS are induced at the surface. In our case, we cannot discount either scenario. We observed that the Type A impurities are charged surface impurities, which would support a band bending origin to the QWS. Alternatively, the extreme inhomogeneity of the dopants, including surface clusters with a height ($\sim 1$ Å) that exceeds the threshold van der Waals gap expansion, points also to a structural origin of the QWS.

Regardless of the specific mechanism, we further validated the presence of QWS by finding spectroscopic evidence from $dI/dV$ spectra. In Fig. 4.11 we show spatially averaged $dI/dV$ spectra over a range of bias where we observed QPI, and at a variety of different experimental conditions. In all cases, we observed kinks in the spectra, indicated with grey vertical bars, which are signatures of the TSS and the QWSs. This conclusion is supported by our modeling, in which we performed density functional theory (DFT) calculations, as shown in Fig. 4.12. Fig. 4.12 shows that for a range of slab thicknesses, the DOS resulting from the calculated DFT bands shows kinks on top of an increasing background DOS. Therefore we associate the kinks with the presence of abrupt changes in the band structure due to the onset of QWS. From the DFT calculations the Dirac point became gapped for $N \leq 4$, and so we chose to focus on calculations with a thickness $N \geq 5$ QL because it was the simplest system that preserved the Dirac degeneracy in our calculations (we will later show that $N = 5$ also self-consistently reproduced the energy separation between $q_1$ and $q_2$ modes - see Sec. 4.4.3).

In Figure 4.13 we summarize the agreement between our DFT calculations and the high bias
Figure 4.11: High bias $dI/dV$ showing kinks due to QWSs. $dI/dV$ spectra were acquired at the listed experimental conditions, with varying junction resistance $R = V_s/I_s$. The junction resistance is exponentially dependent on the tip-sample separation. Grey bars are overlaid to show the approximate positions of kinks in the spectra, which we identify as signatures of the TSS and QWSs. The energy kinks are consistent across spectra taken with different experimental conditions, both in and out of magnetic field. Experimental conditions not listed in the legend: blue ($V_s = 600$ mV, $V_{rms} = 5$ mV), red ($V_s = 400$ mV, $V_{rms} = 14$ mV), black ($V_s = 700$ mV, $V_{rms} = 5.6$ mV), green ($V_s = 500$ mV, $V_{rms} = 14$ mV).
Figure 4.12: DFT calculations at different slab thicknesses. (a)-(c): DFT bands at varying QL thicknesses. (d)-(f): Calculated DOS at varying QL thicknesses. Dashed vertical lines in (d)-(f) are the guides illustrating the energies of the kinks in the DOS. Horizontal lines in (a)-(c) match the respective energies of the kinks in (d)-(f). Calculations for the DFT bands were conducted with a much finer $k$-mesh than the DOS calculations in (d)-(f). 5QL DOS calculation of (d) was performed with a coarse $k$-mesh comparable to (e),(f), but less well resolved compared to Figs. 4.13, 4.14. The effective energy resolution of (d)-(f) is 21 meV, 62 meV, and 76 meV respectively.
Figure 4.13: Evidence for quantum well states in $dI/dV$ spectroscopy. (a) Positive high bias $dI/dV$ spectrum shows three prominent peaks at 320, 455 and 565 mV. The inset shows the spectrum after removing a third order polynomial background. Spectrum was acquired by spatially averaging the spectra acquired over a $36 \times 21$ nm$^2$ region at $T = 6$ K, $B = 9$ T, $V_z = 0.7$ V, $I_x = 0.35$ nA, $V_{\text{rms}} = 5.6$ mV. (b) Calculated DOS from the DFT band structure of (c). Within an energy window: $E_{D\Gamma} : E_{D\Gamma} + 1.1$ eV, three kinks in the calculated DOS are shown with arrows. The energies of these kinks are indicated with dashed lines in the band structure in (c). Calculation was performed on a $k$-mesh with higher resolution than the $k$-mesh used in Fig. 4.12. (c) DFT calculated bands for a 5 QL slab of Bi$_2$Se$_3$. Dashed lines correspond to energies of kinks in the calculated DOS in (b). $E = 0$ is referenced to the Dirac point. Horizontal axis spans the $k$-space distance from the high symmetry $K$ and $M$ points to the $\Gamma$ point.

$dI/dV$ spectra. The calculated DOS (Fig. 4.13b) and the data (Fig. 4.13a) qualitatively agree on the overall increasing shape of the spectrum, the existence of three kinks, and the decreasing energy separation between the kinks. Furthermore, by comparing the band structure (Fig. 4.13c) with the calculated DOS (Fig. 4.13b), we can see that the three kinks in the DOS occur at energies where the respective bands turn over, as indicated using dashed lines in Fig. 4.13c. Therefore the qualitative agreement between the DFT and the $dI/dV$ spectra leads us to associate the kinks in $dI/dV$ to the QWS. The subsequent sections provide further justification supporting the presence of QWS in this sample.

4.4.2 Intraband QWS scattering

We further demonstrate the existence of QWS by ascribing the origin of the scattering modes to a wavevector that connects specific parts of the CECs. Dominant scattering modes in STS studies arise from $q$ wavevectors that connect high DOS or nested portions of the CECs. In Bi$_2$Te$_3$, at energies away from the Dirac point, scattering modes connect $k$-states on the CEC that are nested because of hexagonal warping [35, 101, 116, 125, 126]. In analogy, we can expect that scat-
tering modes in Bi$_2$Se$_3$ also depend on nesting due to hexagonal warping. Recent ARPES experiments have found that for both the TSS \cite{103}, and the 1st QWS \cite{119} the hexagonal warping is maximal in the $\Gamma$-K direction. The inset of Fig. 4.14 shows an illustration of the hexagonally warped CECs of the TSS (outer band) and the 1st QWS (inner band) \cite{119}. At the energy shown in the inset, $Q_{M-M}$ is a $\Gamma$-M wavevector that connects nested parts of the CEC of the TSS. Because $Q_{M-M}$ connects adjacent M points that are separated by an angle of $\pi/3$, the velocity of the $Q_{M-M}$ mode is the same as the band velocity along the $\Gamma$-M direction: $\nu_{Q(\Gamma-M)} = v_{k(\Gamma-M)}$. Furthermore, because the CEC of the QWS1 and the TSS have the same warping, their CECs will evolve in the same way but shifted in energy. Therefore if $Q_{M-M}$ connects nested portions of the CEC for the TSS, then at a higher energy, $Q_{M-M}$ will also connect nested portions of the CEC for the QWS.

From this reasoning, we expect that the band velocity in the $\Gamma$-M direction should disperse like a $M-M$ scattering mode ($v_{k(\Gamma-M)} \approx v_{Q(M-M)}$), and that both $q_1$ and $q_2$ should be parallel and offset in energy. To verify this hypothesis, in Figure 4.14 we plot the band structure of the SS, QWS1 and QWS2 along the $\Gamma$-M direction and superpose the dispersion of $q_1$ and $q_2$ (Figs. 4.8, 4.9). Figure 4.14 shows that there is an excellent agreement between the dispersion of $q_1$ and the TSS band, and between the dispersion of $q_2$ and the QWS1 band. We computed the band velocities of the DFT bands by fitting each band to a linear dispersion between $k = 0.15 \sim 0.30$ Å$^{-1}$. The velocities of the two bands are $v_{SS} = 1.12 \pm 0.04$ eV Å and $v_{QWS1} = 1.41 \pm 0.08$ eV Å. These band velocities match well to within error to their respective scattering velocities: $v_1 = 1.28 \pm 0.39$ eV Å $\approx v_{SS}$, $v_2 = 1.06 \pm 0.32$ eV Å $\approx v_{QWS1}$.

Discrepancies between the velocities of the DFT and the scattering modes could be caused by the fact that in our model, the QWS is spin-degenerate, in contrast to the spin-polarization of the QWS due to Rashba splitting \cite{119}. The Rashba splitting would split the QWS into two bands, reducing the velocity of one band, thereby bringing its velocity closer to value of $v_2$ extracted from the data. To account for the spin-polarization, we used $k \cdot p$ theory to simulate the expected $q$ scattering modes from the CECs of a spin-polarized SS and Rashba-split QWS. The simulation is shown in Fig. 4.15. We calculated the CEC for a single band by solving the $k \cdot p$
Figure 4.14: Dispersion of scattering modes from the SS and QWS. The QPI wavevectors from Figure 4.8,4.9 are plotted using black circles on top of the DFT bands in the Γ-M direction from Fig. 4.13. The DFT bands have been labeled and colored to match the bands in Fig. 4.13. The bands for the SS and the QWS1 match well with the measured scattering modes $q_1$ and $q_2$ between $k \sim 0.2 - 0.3 \, \text{Å}^{-1}$. The inset shows a CEC with a warped QWS (green) and a warped SS (blue) that would produce the measured scattering modes indicated using black arrows.
Figure 4.15: $k \cdot p$ scattering wavevector simulation of SS and QWS. (a) Constant energy contours of three separate hexagonally warped bands, in agreement with ARPES measurements of band bending induced QWS. The outer band corresponds to the SS, and the inner two bands correspond to the Rashba split, hexagonally deformed QWS. Dashed lines indicate two nesting wavevectors $Q_1$ and $Q_2$ between the tips of the SS and the 1st QWS. (b) Spin dependent joint density of states of the constant energy contour of (a). The spin matrix element, $T(s_1, s_2) = |\langle \tilde{s}_1 | \tilde{s}_2 \rangle|^2$ modifies the joint density of states of the constant energy contours and suppresses back-scattering. Two prominent peaks are seen in the $\Gamma$-M direction. The two $\Gamma$-M peaks match well with the nested wavevectors from the SS and QWS shown in (a). White dashed box corresponds to the region of $q$ space shown in (c) (c) $\Gamma$-M linecut of the SJ DOS as a function of energy and $q$. The second derivative of the SJ DOS intensity is plotted to more clearly show the $Q_1$ and $Q_2$ wavevectors. The energy of (a) and (b) is highlighted in the horizontal white dashed box. Two parallel dispersing modes are seen corresponding to the $Q_1$ and $Q_2$ wavevectors of (a) and (b).

Hamiltonian in the spin basis [116, 126]:

$$H = v_k (k_x \sigma_y - k_y \sigma_x) + \frac{\lambda}{2} (k_+^3 + k_-^3) \sigma_z$$

(4.1)

where $v_k = v_D$ is the Dirac velocity, $\sigma_{x,y,z}$ are the Pauli spin matrices, $\lambda$ is a phenomenological warping parameter, and $k_{\pm} = k_x \pm ik_y$. Guided by ARPES which shows that the 1st QWS’s two Rashba subsplit bands are warped in the $\Gamma$-K direction [119], we offset the eigenstates in energy to create the constant energy contours shown in Fig. 4.15a. We calculated the SJ DOS, which accounts for the spin matrix element that depends on the initial and final spin polarization, as shown in Fig. 4.15b,c. Even with the presence of three spin-polarized bands, we found two parallel $\Gamma$-M scattering modes, offset in energy, with $q$ wavevectors coming from $M - M$ scattering, and a lack of scattering in the $\Gamma$-K direction. All of these observations are consistent with the experimental observations of the $q_1$ and $q_2$ modes. The good agreement between our DFT calculations, $k \cdot p$ model and our scattering modes confirms that $q_1$ and $q_2$ represent scattering between adjacent $M - M$ portions of the CEC of the SS, and QWS1, respectively.
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4.4.3 CHOICE OF SLAB THICKNESS

We further discuss our choice of a 5QL thickness for our DFT calculations.

Our choice of using a 5QL slab of Bi$_2$Se$_3$ for our DFT calculations is within the range of acceptable thicknesses for the band bending length scale in Bi$_2$Se$_3$. If the QWS are induced by surface band bending, the potential is commonly thought to have the form of a triangular potential [127]:

\[
E_0(z) = \begin{cases} 
\nabla V(z - z_l) + E_0^{\text{bulk}} & z < z_l \\
E_0^{\text{bulk}} & z > z_l
\end{cases}
\]

(4.2)

where \( z = 0 \) defines the surface, \( z > 0 \) measures the distance into the material, \( z_l \) is the depth of the band bending potential, \( \nabla V \sim dV/z_l \), and \( dV \) is the magnitude of the energy shift at the surface relative to the bulk (see Fig. 4.10b). A slab of thickness \( t \) is effectively a square well approximation to a triangular well potential where \( t \sim z_l/2 \). In the literature [122], the band bending causing potential gradient \( \nabla V \sim 0.75 - 2 \text{ meV} \text{ Å}^{-1} \), and has been measured to shift the energy by \( dV = 130 \text{ meV} \) [95] to \( dV = 230 \text{ meV} \) [127]. This leads to a wide range of possible thicknesses for the extent of the band bending potential, from \( z_l = 6.5 \text{ nm} \) to \( z_l = 30 \text{ nm} \). Therefore the range of acceptable slab thicknesses ranges from \( t = z_l/2 = 3.25 \text{ nm} \) to \( t = 15 \text{ nm} \), or approximately 3QL to 15QL. Furthermore, the Dirac point was gapped for DFT calculations with \( N \leq 4 \) QL. Therefore the choice of \( N = 5 \) QL is the simplest system that preserves the topological character of the SS, while also being within an acceptable experimental range for the band bending depth.

After attributing the \( q_1 \) and \( q_2 \) modes to the band dispersion of the TSS and the 1st QWS we were able to self-consistently check two quantities to verify our choice of \( N = 5 \). Firstly, our observation that induced QWS cause a reduction in the band velocity at \( k \sim 0.2 - 0.3 \text{ Å}^{-1} \) is independent of our choice of \( N \). To show this, in Fig. 4.16a-c we plot the band structure for different slab thicknesses, and show the velocity extracted from a fit of the TSS. We find that the velocity of the TSS is consistently \( v = 1.10 \text{ eVÅ} \) to within \( \sim 3\% \) from \( N = 5 \) to \( N = 8 \). This demonstrates that the band velocity is reduced for all QL thicknesses. Secondly, we can use the energy scale of
Figure 4.16: DFT parameters for different slab thicknesses. (a)-(c): Band structure in the Γ-M direction at the indicated QL slab thickness, in an energy and k-space range corresponding to the $q_1$ and $q_2$ scattering modes in the data. The color of the bands matches the color of the bands in Fig. 4.12 (e.g. blue band is the TSS band, green is QWS1). The black line shows a linear best fit ($E = vk + E_0$) in the range $k = 0.2 \text{ Å}^{-1}$ to $k = 0.3 \text{ Å}^{-1}$. The velocity extracted from the fit is indicated in the panels. (d) Energy separation between the two lowest lying bands: $E_{QWS} - E_{SS}$ at varying slab thicknesses. The energy separation is calculated from panels (a)-(c) in a narrow $k$ range matching the scattering modes from the data. The energy separation between the $q_1$ and $q_2$ modes in the data (main text fitted curves in Fig. 4.14) is plotted using a thick grey line.

separation between $q_1$ and $q_2$ as another parameter to self consistently verify our choice of $N$. In Fig. 4.16d we plot the energy separation of the two lowest bands at different slab thicknesses as a function of $k$ (Γ-M), along with the energy separation between the $q_1$ and $q_2$ modes from the data. We can see that only the 5QL slab reproduces the energy separation within this window of $k$. This is further evidence validating our choice of $N = 5$. 83
4.5 Discussion

Our results have implications on the use of Bi$_2$Se$_3$ in potential nanoscale devices. In the idealized bulk band structure calculations of Bi$_2$Se$_3$ the TSS merge into the bulk bands at approximately 0.35 eV above the Dirac energy [104]. Significant experimental efforts have focused on tuning the chemical potential within this bulk gap to increase the transport sensitivity to the TSS. While previous work has suggested that the SS might exist at energies beyond the CB minimum in Bi-chalcogenides [125], our results show that extending the energy range of the TSS can be achieved by purposefully inducing QWS. The lack of Γ-K scattering suggests that despite the emergence of QWS, the chiral nature of the SS is preserved, which is of importance for spintronics applications that require the spin-momentum locking of the surface state. This is in line with previous experiments on Bi$_{2-x}$Fe$_x$Se$_3$ that found the resilience of the TSS to Fe-doping [89, 90]. However, the reduced band velocity of the SS at these energies could lead to a reduction in the mobility of the carriers. Furthermore, while the TSS remains quantized, transport will still have to disentangle the response of the TSS from the trivial QWS. Further transport experiments on QWS induced Bi$_2$Se$_3$ are required to deduce whether inducing QWSs is an effective alternative to tuning the chemical potential in Bi$_2$Se$_3$.

In summary, we report STS measurements on bulk crystals of Bi$_{2-x}$Fe$_x$Se$_3$. We observed extreme defect inhomogeneity, with macroscopic phase separation into regions with no Fe atoms, low Fe concentration, and clusters of Fe atoms. This dopant inhomogeneity is likely due to nonuniform local growth conditions during the crystal growth process. We were able to use a specific Fe defect as a high amplitude scattering center. Due to the presence of QWS, we observed two scattering modes that connect M-M points of the CEC of the TSS and the 1st QWS. The scattering velocity is 3× smaller than the velocity at the Dirac point, as reproduced by our DFT calculations. Our results suggest that inducing QWSs can cause the TSS to remain quantized from the bulk, and provides important spectroscopic information for future device applications.
Charge order in \( \text{Bi}_2\text{Sr}_{2-x}\text{La}_x\text{CuO}_{6+\delta} \)

Charge ordering in the cuprates, as observed at the surface via STM, and in the bulk via neutron or x-ray scattering, has never been fully reconciled. In this chapter, we detail experiments performed on La-doped Bi-2201, in conjunction with collaborators using bulk sensitive probes, to look for charge ordering in the cuprates. Some of the results in this chapter were published in Ref. [28]: Comin, Frano, Yee et al., Science 343, 390 (2014).
5.1 INTRODUCTION

Understanding the mechanism of superconductivity in the cuprate superconductors has been complicated by the multiple observations of charge, spin, and structural modulations. The effect of these modulations on the electronic structure of cuprates, and whether it is related to the mysterious pseudogap phase has been actively studied for the past three decades [128]. Owing to differences between the multiple cuprate compounds, certain techniques are better suited for studying specific compounds, leading to a poor understanding of what is ubiquitous to the cuprate family. For example, some experiments have shown signatures of charge ordering, such as the $4a_0$ stripe ordering in the bulk of La-based cuprates [129, 130]. Similarly, x-ray scattering experiments on the bulk of Y-based cuprates also found evidence for charge ordering with $\sim 3.3a_0$ periodicity [131, 132]. In contrast to the prior bulk measurements of charge order (CO), STM measurements on the surface of Bi and Cl based cuprates have long reported evidence of CO [133–138]. Whether the surface observed CO via STM is related to the bulk observed ordering in La or Y cuprates remains an open question.

Single layer Bi-2201 is well suited for studies using low-$T$ STM because of its easily cleavable surface, and the ability to probe the PG state at relatively low temperatures [139, 140]. While the bilayer compound Bi-2212 has been better studied than the single layer Bi-2201 compound, many of the previous experiments on Bi-2201 have focused on using Pb-doped Bi-2201 [137, 141, 142]. Pb-doping serves to suppress the supermodulation that could lead to bilayer-splitting, Umklapp bands [143], or modulate the pseudogap energy on a local scale [144]. However, Pb, which substitutes for Bi, typically overdopes the system [139, 140] (although it can bring Bi-2201 in the extreme underdoped region [145]). On the other hand, La, which substitutes for Sr, can continuously span a wide range of the superconducting dome, from $p = 0.10$ in the underdoped regime to $p = 0.19$ in the overdoped regime [139, 140, 146]. This makes non-Pb doped Bi-2201 ($\text{Bi}_2\text{Sr}_2-x\text{La}_x\text{CuO}_{6+\delta}$) ideal for studying the underdoped regime, despite the possible structural reconstructions and their electronic effects. While $\text{Bi}_2\text{Sr}_2-x\text{La}_x\text{CuO}_{6+\delta}$ has been studied in the optimal and overdoped regime using STM [147], the deeply underdoped regime ($p \leq 0.12$),
with its electronic complexity [23], has not been studied via STM, leaving open the question of whether a CO-state exists in this strong pseudogap regime.

5.1.1 Summary of Results

In this chapter we report on our STM studies of UD15K Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$ near the hole doping $p \sim 1/8$. We acquire topographic images of a $\lambda = 4a^*$ commensurate supermodulation in Bi-2201, which differs from the, $\lambda \sim 5a^*$ supermodulation in the parent Bi-2201 compound [148], and incommensurate supermodulation in Bi-2212 [144]. We observe another incommensurate $\lambda \approx 8.1a^*$ superstructure which does not have a measureable temperature dependence (shown in Fig. 5.4), in contrast to LEED results that report a strong temperature dependence of a superstructure wavevector [149]. Our STS measurements of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$ find a non-dispersive CO wavevector of $q_{CO} = 0.248 \pm 0.012$ r.l.u., which is in agreement with the CO wavevector measured from the bulk using resonant X-ray scattering (REXS). Combined with the temperature dependent REXS measurements, this work provides the first crucial verification that surface CO measured via ARPES and STM is related to the bulk CO measured by neutron and X-ray scattering, and suggests an intimate link between the CO state and the pseudogap phase.

Some of the work in this chapter was published in: Comin, Frano, Yee et al., “Charge Order Driven by Fermi-Arc Instability in Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$”, Science 343, 390 (2014) [28].

5.1.2 Experimental Methods

Bulk single crystals of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$ ($x = 0.8$, $p \approx 0.115$, $T_c = 15$ K) were cleaved in-situ at $T \sim 40$ K and immediately inserted into the STM. The samples were prepared in the laboratory of Dr. H. Eisaki in the National Institute of Advanced Industrial Science and Technology, Tsukuba, Japan. Prior to STM studies, our collaborators measured the $T_c$ of the crystals via in-plane resistivity and magnetic susceptibility measurements. The hole doping $p$ was then determined from the $T_c$ using Ref. [146]. Complementary resonant X-ray scattering (REXS) and ARPES experiments were performed under the supervision of Prof. A. Damascelli at the Univer-
Figure 5.1: High resolution topography of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$. Topographic image acquired over a 10 × 10 nm$^2$ region ($V_s = -1.2$ V, $I_s = 100$ pA, $T = 4.5$ K), and post-corrected for scan-piezo drift [150,151]. Orange dots are overlaid to represent the atomic positions. The supermodulation has a periodicity $\lambda = 4b^*$ in the $b$ direction. Square lattice unit vectors ($x$, $y$) and orthorhombic unit vector ($a$, $b$) are indicated in red.

University of British Columbia [28].

5.2 Structural reconstructions in Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$

5.2.1 Topographies of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$

Cleaving the Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$ crystal exposed a clean BiO layer and the surfaces subsequently studied were atomically flat over long (> 100 nm) length scales. Figure 5.1 shows high resolution topography acquired over a 100 × 100 Å$^2$ region. Bi atoms are clearly resolvable in Fig. 5.1, and are arranged in a square lattice along the Cu-O lattice directions ($x$, $y$), separated by a tetragonal lattice constant of $a_0 = 3.86$ Å. Along the $b$ direction that is 45 degrees between the ($x$, $y$) directions, we observe a periodic superstructure with a periodicity of $\sim 4 \times \sqrt{2}a_0$. Orange circles have been overlaid in the $b$ direction on top of Bi atoms to indicate the superstructure periodicity. Intriguingly, compared to the supermodulation (SM) in the parent Bi-2201 compound [148], OP Bi2201 [147], or in Bi-2212 [144] the supermodulation in the Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$ samples studied here are missing a similar characteristic “dollar-sign ($)” modulation. Instead, the modulation shows up as a “zig-zag” crease on the surface.

To more accurately measure the periodicity of the structures seen in real space, we take the
Fourier transform of topographic images over large fields of view. Figure 5.2a shows a topographic image with its associated Fourier transform image in Fig. 5.2b. By taking the Fourier transform of the topographic image, periodicities with wavevector $\lambda$ in the topographic image are represented by high intensity peaks at wavevectors $Q = 2\pi/\lambda$. Following Ref. [151], a clear peak is seen at a wavevector $Q_{\text{Bragg}} = 2\pi/a_0$ in the Cu-O bond directions ($x,y$). In the $a$ direction, a structural peak is visible at $Q_{\text{ortho}} = 2\pi/a^*$, which is due to an orthorhombic distortion that is caused by an asymmetric expansion between the $x$ and $y$ directions [151]. The true unit cell is then orthorhombic, rotated 45 degrees relative to the tetragonal unit cell, and is spanned by vectors along the $(a,b)$ directions, and where $a^* = b^* = \sqrt{2}a_0$ is the orthorhombic unit cell [151]. Lastly, supermodulation peaks (green circles) are observed along the $b$ direction, perpendicular to the orthorhombic distortion. However, the signature of the SM also shows up as satellite peaks between the orthorhombic peak (0,1) and the Bragg peak (1,1). Measuring the periodicity from the satellite peaks avoids the isotropic long wavelength $Q = 0$ background that obscures the SM. A linecut through the satellite peaks (blue arrow at the bottom box), is shown in Fig. 5.2c. Now, the SM wavevector can be precisely determined: $Q = 2\pi/4a^*$. In addition to the SM wavevector, an additional series of satellite peaks are seen with a wavevector of $Q = 2\pi/8a^*$, indicated with orange stars. This leads us to conclude that there exist two supermodulation wavevectors, $Q_1 = 2\pi/4a^*$, and $Q_2 = 2\pi/8a^*$, both with distortions perpendicular to the orthorhombic distortion.

Surprisingly, the periodicities of superstructures measured in the Bi-based cuprate family varies in the literature. In the parent compound, the periodicity of the supermodulation was found to be $\lambda = 5b^* \approx 2.7$ nm [148], and in Bi-2212 the periodicity of the supermodulation was found to be $\lambda = 4.8b^* \approx 2.6$ nm [144]. However, STM topography on optimally doped Bi$_2$Sr$_2$−$x$La$_x$CuO$_{6+\delta}$ found a superstructure with modulation $\lambda = 2.2$ nm $\approx 4b^*$ [152], in agreement with our $Q_1$ modulation. The prominence of the ‘$\$’ superstructure in Refs. [144,148] seems to be related to a $\sim 5b^*$ modulation, whereas in our work and Ref. [152] where $\lambda_2 \sim 4b^*$, the superstructure is characterized by the “zig-zag” pattern. In all of the previous STM references [144,148,152] however, the $Q_2 = 2\pi/8a^*$ modulation has not been previously observed. But
Figure 5.2: Topography and Fourier transform topography of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6.5}$. (a) Topography of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6.5}$ over a 29 × 29 nm$^2$ region ($T = 4.5K$, $V_s = 200$ mV, $I_s = 20$ pA). Topographic image has been corrected for experimental noise due to scan-piezo drift [150, 151]. Red direction arrows have been superposed to match those shown in (b). (b) Fourier transform of topography shown in (a). Red circle identifies the Bragg peak and blue arrows denote the distances in reciprocal space. Green circles and orange stars denote the periodicities of the $Q_1$ and $Q_2$ wavevectors respectively. Red arrows denote the directions in Fourier space related to those directions shown in (a). A coordinate system has been superposed in the (a.b) coordinate system where $2\pi/a^* = 1$. (c) Intensity linecut through Fourier transform of (b). Linecut taken from (b) from the point (0,-1) towards (1,-1) along the blue arrow, inside the rectangular blue box box of (b).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Compound</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$T$-dep?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reported here</td>
<td>La-Bi2201 UD15K</td>
<td>$4b^*$; “zig-zag”</td>
<td>$8b^*$</td>
<td>No</td>
</tr>
<tr>
<td>Machida et al.</td>
<td>La-Bi2201 OP34K</td>
<td>$\sim 4b^*$; “zig-zag”</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Shan et al.</td>
<td>La-Bi2201</td>
<td>$\sim 5b^*$; ‘$S$’</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Slezak et al.</td>
<td>Bi-2212</td>
<td>$\sim 4.8b^*$; ‘$S$’</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Rosen et al.</td>
<td>La-Bi2201 UD15K</td>
<td>$\sim 4b^*$</td>
<td>$8b^*$ at low $T$</td>
<td>Yes for $\lambda_2$</td>
</tr>
</tbody>
</table>

Table 5.1: Properties of the reported superstructures in Bi-2201.

there has been a temperature dependent modulation with a low-$T$ periodicity of $\lambda = 8a^*$ that was observed by low energy electron diffraction (LEED) measurements [149] which could coincide with our $Q_2$ wavevector. To summarize the literature, we compiled the various supermodulation observations in Table 5.1.

5.2.2 Temperature Dependence of Supermodulation

To investigate whether the measured $Q_1$ and $Q_2$ correspond to the wavevectors recently seen in LEED measurements [149], we performed $T$-dependent topography. In the LEED measurements of Ref. [149], $Q_2 = 2\pi/\lambda_2$ was found to have a strong temperature dependence with $\lambda_2 = 8a^*$ at
Figure 5.3: High temperature topography of Bi$_2$Sr$_{2−x}$La$_x$CuO$_{6+δ}$. (a) Topography of Bi$_2$Sr$_{2−x}$La$_x$CuO$_{6+δ}$ over a 90 × 90 nm$^2$ region at $T = 30$ K ($V_s = −200$ mV, $I_s = 10$ pA). Topographic image has been corrected for experimental noise due to scan-piezo drift [150, 151]. (b) Fourier transform of topography shown in (a). Red circle at (1,1) identifies the Bragg peak, and blue circle at (0,1) identifies the orthorhombic peak. Green circles and orange stars denote the periodicities of the $Q_1$ and $Q_2$ wavevectors respectively. (c) Intensity linecut through Fourier transform of (b). Linecut was symmetrized about the orthorhombic peak, and taken from the orthorhombic peak towards the Bragg peak as illustrated using the rectangular box of (b).

$T = 6$ K, and increasing to $\lambda_2 ≈ 12.1a^*$ at $T ≥ 120$ K [149]. We therefore focused on studying the $Q_2$ peak in our data, evidenced by satellite peaks from the orthorhombic peak. Figure 5.3 shows an example of a topographic image, acquired over a large field of view to maximize Fourier-space resolution, at $T = 30$ K. As in Fig. 5.2, $Q_1$ and $Q_2$ are seen as satellite peaks between (0,1) and (1,1) (shown in blue box with blue indicated arrow). We measure $Q_1(T = 30$ K) $\approx 2π/4a^*$, and $Q_2(T = 30$ K) $\approx 2π/8a^*$, as shown in the Fourier linecut in Fig. 5.3c. We summarize the wavevectors $Q_1$ and $Q_2$ measured from a series of topographies with different tips, acquired between 6 K and 40 K in Figure 5.4. The results shown in Fig. 5.4 demonstrate that in contrast to Ref. [149], we did not observe a meaningful temperature dependence of the $Q_2$ peak. In fact, at $T = 40$ K, our highest measured temperature, $Q_2 = 2π/a^* × 0.123$ ± 0.005, whereas from Ref. [149], $Q_2 ≈ 2π/a^* × 0.101$ at $T = 40$K. This corresponds to a wavelength mismatch of $\lambda_{2,STM} = 8.1$ ± 0.3$a^* = 44.2$ ± 1.8 Å vs. $\lambda_{2,LEED} ≈ 9.9a^* = 54$ Å, well outside of the error bars of our measurement.

The mismatch in the temperature dependence of the incommensurate $Q_2$ wavevector between STM, and LEED, which are both surface sensitive probes, is surprising. One possibility, is that the discrepancy is due to the different vacuum environments between the LEED measurements.
Figure 5.4: Temperature dependence of $Q_2$ wavevector. $Q_2$ wavevectors were extracted from the Fourier transforms of topographies taken at different temperatures over similar but not identical regions of Bi$_2$Sr$_{2-\delta}$La$_\delta$CuO$_{6+\delta}$. Junction resistances were typically $R_J \sim > 1\Omega$. A vertical gray bar indicates the superconducting $T_c$ in this sample, and the horizontal gray bar indicates the wavevector corresponding to $\lambda = 8a^*$. Topographic images were corrected for scan-piezo drift. Fourier transform linecuts were taken from the symmetrized linecut between the orthorhombic peak and the Bragg peak. Error bars represent the pixel resolution in Fourier space, which was determined by the pixel resolution of the topographic image.

and the STM measurements. In our STM experiments, the sample is cleaved in-situ at cryogenic vacuum, surrounded by a cryostat that is bathed in liquid helium. The cryogenic temperatures of our environment allow us to maintain a cryogenic ultrahigh vacuum over the span of months. Meanwhile, the LEED experiments were performed in vacuum chambers requiring line-of-sight access at pressure $P \sim 5 \times 10^{-11}$ torr [149], but in a room temperature cryostat. The temperature dependence of $Q_2$ could then be related to different temperature dependent surface effects between the two systems.

5.3 Scanning tunneling spectroscopy of Bi$_2$Sr$_{2-\delta}$La$_\delta$CuO$_{6+\delta}$

5.3.1 Spatially resolved spectroscopy

Having characterized the surface modulations in Bi$_2$Sr$_{2-\delta}$La$_\delta$CuO$_{6+\delta}$, we performed spatially resolved tunneling spectroscopy to image the electronic density variations. Figure 5.5 displays representative $dI/dV$ spectra of Bi$_2$Sr$_{2-\delta}$La$_\delta$CuO$_{6+\delta}$ over different energy ranges. Fig. 5.5a shows a sudden increase in $dI/dV$ at $V = -1.3$ V and $V = +1.6$ V corresponding to the onset of two
different bands. The band onset at -1.3 V roughly agrees with a similar rise in $dI/dV$ at negative biases in Bi-2212 [153, 154]. The increase in $dI/dV$ in the unoccupied states at 1.6 V is likely related to the onset of Bi or O bands predicted at $E_F + 2$ eV [155]. Fig. 5.5b shows a low bias spectrum illustrating the DOS near the Fermi level. The spectrum shows a suppression in the DOS near the Fermi level which is $\Delta \sim 100$ mV, which is of the correct order for highly underdoped systems [156].

We performed multiple spatially resolved scanning tunneling spectroscopy maps at varying temperatures, an example of which is shown in Fig. 5.6. The topographic image in Fig. 5.6a shows the presence of the $Q_1$ supermodulation throughout the large field of view. However, the supermodulation is absent from the $dI/dV$ map shown in Fig. 5.6b. In fact, the most prominent feature is an $x$ and $y$ oriented modulation, shown in Fig. 5.6b, and the inset of Fig. 5.6b, that has been described as a checkerboard [133], fluctuating stripes [138], or a charge density wave (CDW) [137]. The FT-$dI/dV$ map shown in Fig. 5.6c shows a prominent peak in the direction of the Cu-O bonds at a wavevector smaller than the Bragg wavevector. Experiments in Bi-based cuprates have attributed this modulation in $dI/dV$ to a static charge ordering that is dopant dependent [137]. In Fig. 5.7 we show an additional two $dI/dV$ maps taken with a different area, tip, and temperature, which also shows the prominence of the CO wavevector along the Cu-O
Figure 5.6: Scanning tunneling spectroscopy of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+y}$. (a) Topography, (b) $dI/dV(V=0)$, and (c) Fourier transform $dI/dV(V=0)$ map of a 65 x 65 nm$^2$ region of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+y}$. Inset in (b) is a magnification of a 15 x 15 nm$^2$ area showing the charge order modulation. Red circles in (c) highlight the Bragg periodicity in the $x$ and $y$ directions. Blue circle highlights the peak due to the charge order shown in (b). Data from a-c were acquired simultaneously at: $T = 40$ K, $V_s = -200$ mV, $I_s = 200$ pA, $V_{rms} = 14.1$ mV. Topographic image (a) and $dI/dV$ map (b) were corrected for scan-piezo drift. Fourier transform $dI/dV$ image of (c) was 4-fold symmetrized to better resolve the CDW periodicity.

bond direction.

Non-dispersive behaviour of CO peak

To verify that the $dI/dV$ modulation is actually a static CO rather than modulations due to disorder induced quasiparticle interference [157], we show the energy dependence of the FT-$dI/dV$ map in Fig. 5.8. In Fig. 5.8a we show the Fourier linecut taken along the CO bond direction as a function of energy. The color plot clearly shows the presence of a modulation at $Q \sim 0.25$ r.l.u., over a large range of energy. Here we define 1 reciprocal lattice unit (r.l.u.) = $2\pi/a_0$ for convenience. The background subtracted linecuts in Fig. 5.8c more clearly show that the peak exists over a wide range of energy, and does not disperse more than $\sim 0.02$ r.l.u.. Because the $4a_0$ peak is nondispersive, the modulations in $dI/dV$ observed in Figs. 5.6, 5.7 is a static charge order.

The charge order seen in $dI/dV$, as shown in Fig. 5.8, is independent of STM matrix element effects, as shown by the $Z^+$ normalized map in Fig. 5.9. Our observation of a static charge order is similar to the observation of static charge order between 0 - 50 mV in Bi-2212 [158], and static charge order between 5 - 35 mV in Pb-doped Bi-2201 [137].
Figure 5.7: Scanning tunneling spectroscopy of Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+y}$. (a) $dI/dV$ ($V = -24$ mV). (b) $dI/dV$ ($V = +24$ mV). (c) Fourier transform $dI/dV$ ($V = -24$ mV). (d) Fourier transform $dI/dV$ ($V = +24$ mV). Red circles in (c), and (d) indicate the location of the Bragg peaks in Fourier space. Fourier transforms have been 4-fold symmetrized along the crystal directions to better show the CDW periodicity. A subset of this data was used in Comín et al. (with the color bar of the $dI/dV$ images inverted) [28]. Data acquired at $T = 9$ K, $V_s = -200$ mV, $I_s = 250$ pA, $V_{\text{rms}} = 8.5$ mV over a $43 \times 43$ nm$^2$ region as shown in (a) and (b).
Figure 5.8: Fourier linecut showing $Q \sim 1/4$ peak. (a) Fourier linecut from $Q = 0$ along the Bragg direction as indicated in Fig. 5.7 (b) Low $Q$ background subtraction. The data from the $V = +24$ mV linecut (blue) was exponentially fit to give the background shown in green. The CO peak is more clearly shown by taking the difference between the data and the fit, as shown in red. (c) Fourier intensity along the Bragg direction at specified energies (labeled in figure). Vertical dashed line indicates $Q \sim 0.248$. To obtain the individual $Q$ dependent profiles, an exponential background was subtracted from the data shown in (a). All profiles were subtracted by the exponential fitted to the $V = 24$ mV profile that is shown in (b). Data taken from the Fourier STS map shown in Fig. 5.7.
5.3.2 CDW ORDERING AT $q = 1/4$

Having established the existence of CO in this system, we now move to precisely determining the magnitude of the CO wavevector. In other studies of Bi-based cuprates, the CO wavevector was found to be $Q = 0.3$ r.l.u. in UD45K Bi-2212 [158], 0.15 r.l.u. to 0.23 r.l.u. over a range of dopings in Pb-doped Bi-2201 [137], 0.2 r.l.u. in OP32K La-Bi2201 [147, 152, 159], and 0.25 r.l.u. in UD29K La-Bi2201 [160]. We chose to measure the wavevector primarily from the $dI/dV$ modulations at $V = 24$ mV, because we found the CO wavevector to be most pronounced in Fourier space at that energy, in agreement with similar measurements [158]. For $V = 24$ mV, the Fourier linecut along the Cu-O bond direction is shown in Fig. 5.10. The center of the Gaussian is an extracted fit parameter: $q_0 = 0.248 \pm 0.002$ r.l.u., where the error bar is the 95% confidence interval of the fit. However, the dominant uncertainty in determining the CO wavevector is the range of CO wavevectors at different energies. From the linecut in Fig. 5.8c, we can see that for some energies, the maxima in the Fourier linecuts are located at $q = 0.236$ r.l.u. (e.g. $V = 72$ mV). We therefore take the separation between the center from the fit, and this point to be the error in our measurement of $q_{\text{CO}} = 0.248 \pm 0.012$. From the fitting parameters shown in Fig. 5.10, the linewidth of the CO peak is $w = s/\sqrt{2}$, for the fitting parameter $s = 0.044 \pm 0.004$ r.l.u.
Figure 5.10: Determining the $Q_{CDW}$ periodicity. Example of fitting procedure for Fourier intensity profile $I(q, V = 24\text{mV})$. Blue circles represent the data taken after removing an exponential background, as described in Fig. 5.8. The red profile is the best fit to a Gaussian profile with a linear background: $I = A\exp(-(q - q_0)^2/s^2) + aq + b$. Fit parameters extracted from the best fit are: $q_0 = 0.248 \pm 0.002$, $s = 0.044 \pm 0.004$, where the fit parameter error bars represent the 95% confidence interval of the fit. The separation between the pixels in $Q$ space is 0.0075 r.l.u.

The FWHM can then be evaluated using the fact that for a Gaussian, $\text{FWHM} = 2\sqrt{2\ln 2}w = 0.073 \pm 0.07$ r.l.u., which leads to a correlation length as reported in Ref. [28] of $\xi = 28 \pm 2$ Å.

5.3.3 Evidence from REXS and ARPES

Our measurement of the CO wavevector $q_{CO} = 0.248 \pm 0.01$ in UD15K Bi$_2$Sr$_2$–$x$La$_x$CuO$_{6+\delta}$ samples was corroborated by independent measurements on the same crystals by our collaborators at the University of British Columbia, and the Max Planck Institute for Solid State Research [28]. On the same Bi$_2$Sr$_2$–$x$La$_x$CuO$_{6+\delta}$ compounds and over a larger range of doping, resonant x-ray scattering (REXS) experiments were able to probe variations in the electronic density profile in the CuO$_2$ planes. In REXS, the photon energy is tuned to be in resonance with the absorption of specific elements, allowing atomic sensitivity to electronic density variations in the bulk [28, 130]. At the same doping (UD15K), REXS measured a $q_{CO} = 0.265 \pm 0.01$ [28], in agreement with our measurement. Because REXS is a bulk probe, the coincidence of these two wavevectors demonstrates that the surface CO measured in STM is the same bulk CO measured via REXS. Furthermore, ARPES measurements in these UD15K crystals showed that the $Q_{CO} \approx 0.25$ r.l.u. wavevector matches to the $k$-space distance between the hot spots of the Fermi arcs ($Q_{HS} = 0.255 \pm 0.1$) [28]. The combination of these surface and bulk probes of the same
Bi-based cuprate crystals at the same doping is strong empirical evidence for a \( \lambda = 4a_0 \) surface and bulk charge order at \( x = 1/8 \) doping. This CO is related to the wavevector that connects the hot-spots of the Fermi arcs in the UD regime, as opposed to antinodal nesting as previously assumed [132, 137, 161].

5.4 Discussion

The doping dependence of the CO wavevector measured in Ref. [28], and recent work on the bilayer compound [158], verify that the surface CO extensively studied previously [133, 134, 136–138, 162–164] is not restricted to some surface phenomenon, but represents a CO that pervades into the bulk. The coincidence of the CO wavevector in doping with the \( q \sim 0.25 \) wavevector at \( x = 1/8 \) in La-based cuprates [129, 130], and in Y-based cuprates [132], suggests that the CO is ubiquitous throughout the cuprate family. Furthermore, the temperature dependent measurements of \( \text{Bi}_2\text{Sr}_{2−x}\text{La}_x\text{CuO}_{6+δ} \) by our collaborators [28] shows that the onset temperature of the CO is coincident with the pseudogap temperature measured by NMR [28, 165]. This suggests a close relationship between the ubiquitous CO observed and the PG phase. While these findings still leave open the question of the mechanism driving superconductivity or charge ordering, the universality of the CO reported here provides important insight into understanding the cuprates.
This chapter discusses experiments that we performed investigating the experimental validity of broken electronic intra-unit cell rotational symmetry in Bi-2201. We conducted high resolution STS maps under varying conditions to verify the analysis techniques of the work by Lawler et al. [150].
6.1 Introduction

6.1.1 Intra-unit cell electronic nematicity in cuprates

Understanding whether the pseudogap phase in high-$T_c$ cuprates has any associated broken symmetries is key to unraveling the pseudogap phases’s mysterious origin [166, 167]. Recent experiments have found evidence for an electronic intra-unit cell nematic order [150], where the electronic states break rotational symmetry but preserve the translational symmetry of the lattice [150, 168]. These experiments used the high-spatial resolution of STS to image rotational symmetry breaking on the atomic length scale. In particular, Lawler et al. [150] found evidence for an electronic inequivalence between the states at the oxygen sites in the $x$ and $y$ directions. This four-fold symmetry breaking, where the electronic order preferentially chooses one direction over the other, was found to scale with the pseudogap energy, and is therefore in agreement with other observations of broken symmetries that scale with the pseudogap temperature [169–171].

However, there is still some debate on the experimental validity of the claimed observation of electronic intra-unit cell nematicity in the cuprates [172], and additional STM experiments have been conducted to investigate the issue further [172, 173]. Different experiments have come out against and in support of the observed nematicity. According to one paper, the nematicity is likely due to tip structure [172], while another paper has supported the observation of nematicity by verifying the high spatial resolution of the technique in Lawler et al. [173]. In this chapter we provide additional insight into the experimental validity of Lawler et al.’s observation of electronic nematicity [150] by performing high-resolution STS experiments under a variety of experimental conditions.

6.1.2 Experimental definition of intra-unit cell nematicity

Lawler defined an intra-unit cell nematic parameter of variable $M$, as [150]:

$$O_N(M) = \text{Re}[\tilde{\mathcal{M}}(Q_y)] - \text{Re}[\tilde{\mathcal{M}}(Q_x)]$$  \hspace{1cm} (6.1)
Figure 6.1: Real-space interpretation of Nematic order parameter. The real components of the Bragg periodicities \( Q_x \) and \( Q_y \) are interpreted as the periodicity that is in-phase with the Cu atoms. Figure adapted from Ref. [150].

where \( Q_{x,y} \) are the Bragg peaks in the \( x \) and \( y \) directions, and \( \tilde{M} \) is the complex-valued Fourier transform of \( M \). Figure 6.1 illustrates the real-space interpretation of Eqn. 6.1. Lawler et al. showed that within each unit cell,

\[
Re[\tilde{M}(Q_x)] = M_{Cu} + M_{O_y} - M_{O_x} \tag{6.2}
\]

\[
Re[\tilde{M}(Q_y)] = M_{Cu} + M_{O_x} - M_{O_y} \tag{6.3}
\]

Therefore the Nematic order parameter as defined in Eqn. 6.1 reduces to,

\[
O_N[M] = 2(M_{O_y} - M_{O_x}) \tag{6.4}
\]

and the Nematic order parameter, which is defined based on the Bragg periodicities in the Fourier transform, can be interpreted as a global average of the difference between the O\(_y\) and the O\(_x\) sites. In this way, \( O_N \neq 0 \) implies that there is an inequivalence between the O bond directions in the \( x \) and \( y \) directions, breaking the rotational symmetry of the CuO\(_2\) unit cell.
We probe three assumptions in Ref. [150]. First, we discuss whether electronic intra-unit cell nematicity can reliably be observed in $dI/dV$ maps, which are the most straightforward experimental quantity. Secondly, we discuss the utility of Ref. [150]’s use of the Z-map normalization. Finally, we discuss whether experimental errors within the STM measurement techniques can give rise to an erroneous nematic signal.

6.2 Experimental demonstration of $dI/dV$ matrix elements

We first address whether the $Z(\mathbf{r},V) = \frac{dI/dV(\mathbf{r},V)}{dI/dV(\mathbf{r},-V)}$ normalization scheme used by Lawler et al. is required to look for intra-unit cell broken symmetry, and whether strictly using the experimental $dI/dV$ maps is sufficient. Recall from Chapter 2 that the differential tunneling conductance can be expressed as,

$$\frac{dI}{dV}(V) = I_0 e^{-2\kappa \Delta z} \rho(eV)$$

(6.5)

where $I_0$ is a constant with units of current, $\kappa$ is the local barrier height, and $\Delta z$ is the tip-sample separation. $dI/dV$ is commonly associated directly to the local density of states, without consideration for the STM tunneling matrix elements: $\exp(-2\kappa \Delta z)$. For interpreting $dI/dV$ for high resolution purposes, such as intra-unit cell broken symmetry, we have to be very careful in understanding the lengthscales of the matrix element, and whether it will couple into our desired signal.

We tested whether $dI/dV$ could directly be associated with the DOS by acquiring two simultaneous $dI/dV$ maps with different matrix elements. We varied the matrix elements by changing the experimental voltage and current feedback setpoints, $(V_s, I_s)$ so that $V_{s1} = -V_{s2}$, but $|I_{s1}| = |I_{s2}|$. The two $dI/dV$ maps were performed simultaneously by first setting the setpoint to $(V_s, I_s)_1$, acquiring a $dI/dV$ spectrum, changing the setpoint to $(V_s, I_s)_2$, and then performing a second $dI/dV$ spectroscopy. This process was repeated at each pixel, so that each pixel within $dI/dV_1$ is taken within ~2 seconds of $dI/dV_2$. If instead, we had acquired the two $dI/dV$ maps in succession, rather than simultaneously, the piezoelectrics that comprise the STM scanner would be required to scan twice over the same area, increasing drift and other artifacts due to
Figure 6.2: Robustness of $dI/dV$ maps to $V_s$. (a) High resolution STM topography over a $9.5 \times 9.5$ nm$^2$ region of overdoped $T_c = 16$ K Bi$_{2−x}$Pb$_x$Sr$_2$CuO$_{6+δ}$. Topography was simultaneously acquired over the same field of view as shown in (c)-(h), with $V_s = −100$ mV. (b) Average spectra at different $V_s$. (c-h) $dI/dV$ maps at the indicated bias (in mV) acquired with $V_s = −100$ mV for (c)-(e), and $V_s = +100$ mV for (f)-(h). All data was acquired at $T = 4.75$ K, $I_s = 100$ pA, $V_{\text{rms}} = 2.1$ mV. The STS maps were corrected for scan-piezo drift using the algorithm of Refs. [150,151]. The drift fields used for each dataset were acquired from that dataset’s own simultaneously acquired topographic image (i.e. $dI/dV(V_s^−)$ was corrected using the simultaneous topograph acquired at $V_s^−$).

The results of this experiment are shown in Fig. 6.2. Figure 6.2a shows a topographic image of the $9.5 \times 9.5$ nm$^2$ region that we studied. The topograph has excellent spatial resolution, and allows resolution of individual Bi atoms, as well as Pb atoms, which appear as larger bright atoms. Each atom is resolved by $a \sim 7 \times 7$ pixel grid, ensuring excellent atomic intra-unit cell resolution. Fig. 6.2b shows the field-of-view averaged spectra for the two $dI/dV$ maps. The spectra shows characteristic gap features at $\Delta \sim 25$ mV, in agreement with previous measurements of Bi-2201 [141]. The vertical offset between the two spectra are the result of the fact that there is more integrated spectral weight from $V = 0 \rightarrow V = −100$ mV, than from $V = 0 \rightarrow V = +100$ mV. This causes the $z$ position of the $V_s = −100$ mV $dI/dV$ map to be further away from the surface to fix $I = I_s$, thereby reducing the conductance.

Figs. 6.2c-h are the key results of this experiment. We plot representative $dI/dV$ images at the same biases of the two acquired datasets beside each other in Fig. 6.2c-h. What is most
Figure 6.3: Cross correlation of $dI/dV$ maps at different $V_s$. The correlation is computed from the quantity: $dI/dV(\vec{r}, V_{s1}) * dI/dV(\vec{r}, V_{s2})$, where the $dI/dV$ maps are taken from those shown in Fig. 6.2. Cross correlation = 1 indicates a correlation between identical images.

striking between the two datasets acquired at different $V_s$ is that each of the corresponding maps are not the same. While similar patterns are resolvable between corresponding maps at the same bias, there are still significant differences between the two. These findings are summarized in Fig. 6.3 which shows the cross correlation of the corresponding $dI/dV$ maps as a function of bias.

We can see that the correlation gets progressively worse, and is far from the ideal correlation of 1. Overall this implies that the matrix elements in $dI/dV$ are significant, and that $dI/dV \neq \rho$, strictly speaking.

6.2.1 Differential Tunneling Conductance Matrix Elements

We now discuss the cause of the matrix element dependence on $V_s$ shown in Figs. 6.2,6.3. Recall from Chapter 2 that the tunneling current and differential tunneling conductance are given by:

$$I(\vec{r}, V) = I_0 \exp(-2\kappa \Delta z) \int_{E_F}^{E_F+eV} \rho(\vec{r}, V') dV'$$

(6.6)

$$\frac{dI}{dV}(\vec{r}, V) = I_0 \exp(-2\kappa \Delta z) \rho(\vec{r}, eV)$$

(6.7)
where we have inserted \( \vec{r} \) dependence into the above relations. At fixed \( \vec{r} \), the matrix element is determined by the separation between the tip and the sample, \( \Delta z \). Recall from Chapter 2 that \( \Delta z \) is determined by \( I = I_s \) at a bias of \( V_s \), so that (as shown in Eqn. 2.15):

\[
\Delta z(\vec{r}) = -\frac{1}{2\kappa} \cdot \ln \left[ \frac{I_s/I_0}{\int_{-V_s}^{0} \rho_s(\vec{r}, eV')dV'} \right]
\]  

(6.8)

which, when substituted into Eqn. 6.7 becomes:

\[
\frac{dI}{dV}(\vec{r}, V) = \left( \frac{I_s}{\int_{E_F}^{E_F+eV_s} \rho(\vec{r}, eV')dV'} \right) \cdot \rho(\vec{r}, eV)
\]  

(6.9)

and so we define the matrix element for these purposes as:

\[
|M|^2 = \left( \frac{I_s}{\int_{E_F}^{E_F+eV_s} \rho(\vec{r}, eV')dV'} \right)
\]  

(6.10)

This formulation of \( dI/dV \) relates \( dI/dV \) to the sum of the spectral weight from \( E_F \) to \( E_V + eV_s \). To first order, if we ignore the spatial dependence in Eqn. 6.9, the two STS maps shown in Figs. 6.2, 6.3 would differ by an overall multiplicative constant that is related to the sum of the spectral weight on the two sides: \( \left( \int_{-100}^{0} \rho(\vec{r}, eV')dV' \right)^{-1} \) for \( V_s = -100 \) mV, and \( \left( \int_{0}^{+100} \rho(\vec{r}, eV')dV' \right)^{-1} \) for \( V_s = +100 \) mV, and where \( V' \) is in units of mV. This fact would explain the overall change in the contrast for the two images.

However, an additional fact that we have ignored is the spatial dependence of \( |M|^2 \). From Eqn. 6.10, we can see that \( |M|^2 \) has \( \vec{r} \) dependence (in the denominator of Eqn. 6.10) so that for \( \vec{r}_1 \neq \vec{r}_2 \), \( |M(\vec{r}_1)|^2 \neq |M(\vec{r}_2)|^2 \). Specifically, the square of the matrix elements differs by the sum of the spectral density at each location, as described in Eqn. 6.10. In instances where there is charge ordering or density of states modulations, \( |M|^2 \) at the peaks of the charge density wave will be different from \( |M|^2 \) at the zeros of the charge density wave, and have the relation:

\[
\int \rho(\vec{r}_{pk}, V)dV > \int \rho(\vec{r}_{zero}, V)dV.
\]  

This implies that even within a single STS map, each point in the \( dI/dV \) map will differ from every other point by a multiplicative constant that depends on the integrated spectral weight. In most cases, we assume that by fixing the tip-sample separation
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in a feedback loop at each location, we are explicitly fixing \( \int_0^{V_1} \rho(\vec{r}, eV) dV \approx \int_0^{V_2} \rho(\vec{r}, eV) dV' \), so that the matrix elements differ on a small scale compared to the variations in the density of states. This assumption allows us to typically interpret \( \frac{dI}{dV} (\vec{r}, V) \) maps as representative of \( \rho(\vec{r}, eV) \) maps. However, for the stringent experimental requirements of intra-unit cell nematicity, careful consideration must be paid to eliminate the source of this false spatial dependence.

6.3 Z Map Normalization

We now discuss whether \( dI/dV \) normalization techniques can be used to correct the spatial and experimental dependence of the \( dI/dV \) maps shown in Fig. 6.2.

In Lawler et al. [150], the broken intra-unit cell rotational symmetry was found in Z normalized maps that were introduced by Lee et al. [174] to remove the effect of the tunneling matrix elements \(|M|^2\). The Z-map is defined by performing the following operation to \( dI/dV \) maps:

\[
Z(\vec{r}, V) = \frac{dI/dV(\vec{r}, V)}{dI/dV(\vec{r}, -V)} \quad \text{for } V > 0.
\] (6.11)

Because the expression for the square of the matrix elements in Eqn. 6.10 depends only on \((\vec{r}, V_s, I_s)\), \(dI/dV\) data taken at different energies, but at the same spatial location, will have the same matrix element. Therefore any normalization scheme that divides \(dI/dV(\vec{r}, V_1)\) by \(dI/dV(\vec{r}, V_2)\), will eliminate the effect of the matrix element, but the key is choosing a normalization scheme that has physical significance. In the case of the Z map defined in Eqn. 6.11, straightforward evaluation leads to:

\[
Z(\vec{r}, V) = \frac{\rho(\vec{r}, V)}{\rho(\vec{r}, -V)} \quad \text{for } V > 0.
\] (6.12)

The Z map can then be interpreted as measuring the particle-hole asymmetry of the system, which theoretically should be free of matrix element effects.

We verified the robustness of the Z map normalization to different matrix elements of the underlying \( dI/dV \) maps, by performing the Z normalization to the \( dI/dV \) maps acquired in Fig. 6.2. A subset of the Z normalized images acquired at \( V_s = -100 \text{ mV} \) and at \( V_s = +100 \text{ mV} \)
are shown in Figs. 6.4a-c and 6.4d-f, respectively. The two Z normalized maps are in excellent agreement with each other, even though the respective $dI/dV$ maps were acquired with different $V_s$. The spatial patterns in both maps, and the Z intensities are all in agreement spatially, in contrast to the differences in the original $dI/dV$ maps shown in Fig. 6.2. We summarize the findings of Fig. 6.4 by plotting the cross correlation of the two independently acquired Z maps as a function of energy in Fig. 6.5. The cross correlation coefficient is consistently $> 0.85$ across the entire energy range, indicating the validity of the Z map in eliminating the matrix element effects inherent in $dI/dV$ maps.

6.4 ERRONEOUS NEMATIC SIGNAL DUE TO PIEZOELECTRIC DRIFT

While the Z-map normalization eliminates spatial and experimental setpoint dependence in $dI/dV$ maps, because the normalization procedure involves a quotient of datapoints taken at different times, it is unclear whether other experimental errors could give rise to an erroneous nematic signal in Z. In this section we describe a toy model that demonstrates that the nematic signature described by Lawler et al. [150] could arise from experimental errors in the STM data.
Figure 6.5: Cross-correlation of Z maps at different $V_s$. The correlation is computed from the quantity: $Z(\vec{r}, V; V_{s1}) \ast Z(\vec{r}, V; V_{s2})$ where $Z$ is defined from its respective $dI/dV(\vec{r}, V; V_{s1,s2})$ using Eqn. 6.11. The Z maps are taken from those shown in Fig. 6.4. Cross correlation = 1 indicates an ideal correlation.

acquisition and analysis procedure.

The broken rotational symmetry in Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ was found by observing that the $x$-$y$ symmetry was broken on the unit-cell lengthscale by looking at the Fourier transform of the $Z(x, y)$ maps [150]. As shown previously in Eqn. 6.4, evaluating the real-part of the Fourier transform peak at the Bragg periodicity, $Re[\tilde{Z}(Q_y)]$, is essential to the interpretation that $O_N$ measures intra-unit cell nematicity. This requires precise phase information, to ensure that the STS data is perfectly in-phase with the Cu atoms in CuO$_2$ lattice. However, STM does not measure the CuO$_2$ plane directly. Instead, STM measurements scan the BiO plane, and assume that because the Bi and Cu atoms are directly on top of each other in the crystal lattice (see Fig. 1.6 in Chap. 1), the imaged Bi atoms of the BiO lattice serves as a direct registry of the Cu atoms in the CuO$_2$ plane.

The perfect registry of the imaged Bi lattice to the underlying CuO$_2$ lattice is true in ideal situations. However, experimental artifacts from the STM piezoelectric scanning head can cause erroneous smearing or “drift” effects that might cause a misalignment in the apparent positions of the BiO and CuO$_2$ lattices. Because the piezoelectric scanners are essentially capacitors, sud-
Figure 6.6: Error in Lattice Registry due to Piezoelectric Drift. (a) Mis-registry due to piezo relaxation. The location of the tip is in principle controlled by the voltage (red), so that for \( V = V(x_1) \), the position of the tip should be \( x = x_1 \) asymptotically. However, depending on the time of the measurement, the actual position of the tip will differ from \( x_1 \). At two indicated times (black dots), separated by \( \Delta t \), the position drifts by up to \( \Delta x \). (b) Piezoelectric drift shown in (a) could lead to a shift in the perceived location of the lattice in one measurement versus the next measurement.

den voltage changes applied to change the spatial location of the STM tip will result in the actual voltage across the piezo being slightly different from the asymptotic value. If however, the voltage to the piezo is held constant for a sufficiently long “relaxation time”, the position of the piezo will reach its asymptotic value. This situation is schematically illustrated in Fig. 6.6a. As the STM tip is relaxing into the asymptotic position, the computer does not take into account this misregistry, and because the voltage applied to the piezo is the steady state value \( V_{z_1} \), the computer assumes that the tip is at position at \( x_1 \). The results in artificial streaks in the image that are familiar to all STM experimentalists. The standard technique to combat this effect is to apply a constant voltage on the piezos for a long time period before acquiring data.

This effect is particularly important in evaluating the Fourier transforms of the Z-map. Because the Z map is a quotient of two datapoints measured separately in time by up to \( 1 - 2 \) seconds, in principal there could be significant piezo drift between the two measurements \( dI/dV(-V) \) and \( dI/dV(+V) \). The result of drift between of the STM tip relative to the CuO2 lattice measured at \( dI/dV(-V) \) and \( dI/dV(+V) \) would correspond to some directional phase shift of the Cu lattice of the two measurements, as shown in Fig. 6.6b. \( dI/dV \) modulations that would otherwise be in-phase with the Cu lattice and have the form \( dI/dV = A \cos(Q_xx) \) would gain an additional
phase and become,

\[
\frac{dI}{dV} = A \cos(Q_x x + \phi_x) = A \cos \phi_x \cos(Q_x x) - A \sin \phi_x \sin(Q_x x)
\]  \hspace{1cm} (6.13)

which reduces the magnitude of the real component of the Fourier transform from \( A \rightarrow A \cos \phi_x \).

### 6.4.1 Toy Model of Lattice Drift

This problem is particularly important for the \( Z \) map given the misregistry between the \(+V\) and \(-V\) measurements. If we approximate the \( dI/dV \) modulations in a given direction by,

\[
\frac{dI}{dV}(x) \approx 1 + A_x \cos(Q_x x)
\]  \hspace{1cm} (6.14)

where \( A_x \approx 0.1 - 0.01 \) and represents the fraction of the total amplitude of \( dI/dV \) that is in the Bragg channel, then the \( Z \) map is represented by,

\[
Z_x = \frac{dI/dV(+V)}{dI/dV(-V)} = \frac{1 + A_x \cos(Q_x x)}{1 + B_x \cos(Q_x x + f_x)}
\]  \hspace{1cm} (6.15)

where \( A_x \) and \( B_x \) represent the fractional amplitudes of the \(+V\) and \(-V\) measurements, and \( f_x \) is the relative phase shift between the \(+V\) and \(-V\) measurements. The phase mismatch within a single spectrum was estimated by Hamidian et al. [173] to be \(< 2\% \) of a lattice constant, and so we fix \( f_x = 2\pi \times 0.02 \) to be the maximum drift in a STM spectrum. The form of \( Z_x \) from Eqn. 6.15 depends on the values of \( A_x, B_x \). For \( A = 0.1 \), we plot the form of \( Z_x \) as a function of \((B, x)\) in Fig. 6.7. We can clearly see that the region around \( B \approx A \) represents a region in phase space where \( Z_x \) is heavily shifted away from the \( Q_x \) periodicity. For \( B < 0.8A \), \( Z_x \) is still in phase with the lattice and the \( dI/dV \) measurements, while for \( B > 1.2A \), \( Z_x \) is out of phase with the \( dI/dV \) measurements. This shows that the effect of scan piezo drift on any \( Z_x \) measurement is to induce a non-trivial phase. Overall, this demonstrates that scan-piezo drift couples into the \( Z \) maps, which have been used to find evidence for broken intra-unit cell rotational symmetry.
Figure 6.7: Toy Model simulation of $Z_x$. Simulation uses the approximation in Eqn. 6.15 to model $Z_x$ for $f = 0.02 \ast Q_x$ and $A = 0.1$. For $B < 0.8A$ $Z_x$ shifts phase by $\pi$ compared to $Z_x$ for $B > 1.2A$. The intermediate region where $B \approx A$ causes non-trivial phase shifts as well.

6.5 Order Parameters under Rotation

6.5.1 Robustness of $O_N(Z)$ to Rotation

We performed an experimental test to determine whether scan-piezo noise could infiltrate the Nematic signal. In a STS map, the tip scans the pixels along each row, designated the fast-scan axis, before moving up to the next row. Therefore, because the piezo is being moved most quickly in this direction, we would expect the fast-scan axis to have the dominant noise due to piezoelectric drift. To investigate whether this would infiltrate the Nematic signal, we acquired two identical STS maps with their fast-scan axes oriented 90° to each other. The maps are designated as the $+45^\circ$, and $-45^\circ$ maps. To check whether the two maps agree with each other, we evaluated the local Nematic order parameter in space, over a 5 atom lengthscale, to give $O_N(Z(\vec{r}, V; \pm 45^\circ))$. This experimental test is shown in Fig. 6.8. By eye, all of the panels associated with the $+45^\circ$ map are well correlated with the panels associated with the $-45^\circ$ map. The nematic domain boundaries, regions with asymmetry along one axis vs. the other axis, are well correlated, and have the same shape and magnitude. Together, these maps show that for the experimental pa-
Figure 6.8: Nematic order parameter under rotation. Robustness of the Nematic order parameter to the angle of scan rotation. Two $dI/dV$ spectral maps were obtained with their fast scan axes perpendicular to each other (designated +45° and −45°). (a, b) $Z$ maps at $V = 20$ mV for the two spectral maps obtained. The −45° map has been rotated 90° to allow for easier comparison with (a). (c-h) Local nematic order parameter $O_N(Z(\vec{r},V))$ at the indicated bias (in mV), for the +45° and −45° maps, as indicated. Data were acquired over an 18.5 × 18.5 nm² region of OD $T_c = 16$ K, Bi$_{2-y}$Pb$_y$Sr$_2$CuO$_{6+\delta}$, at $T = 4.8$ K, $V_x = -100$ mV, $I_s = 100$ pA. All conductance maps have been drift corrected and aligned according to their own respective simultaneously acquired topographic images. Each STS map was processed independently from the other.

rameters used to acquire the data in Fig. 6.8, the electronic parameters, specifically the $Z$ map and $O_N(Z(\vec{r},V))$, are independent of scan-axis, and therefore independent of scan-piezo error.

6.5.2 Robustness of Amplitude Order Parameter

We now discuss whether other order parameters could be used to measure electronic nematicity. In contrast to the nematic definition relying on the real component of the Bragg wavevectors in Eqn. 6.1, which we now denote,

$$O_N^{Re} = Re[\tilde{M}(Q_y)] - Re[\tilde{M}(Q_x)]$$  \hspace{1cm} (6.16)
we could instead measure the total difference in the amplitude along the $x$ and $y$ directions:

$$O_{N}^{Amp} = |\tilde{M}(Q_y)| - |\tilde{M}(Q_x)|. \quad (6.17)$$

Because $|\tilde{M}(Q)|^2 = Re[\tilde{M}(Q)]^2 + Im[\tilde{M}(Q)]^2$, we need to understand the physical interpretation of $Im[\tilde{M}(Q_x)]$ to gain intuition for $O_{N}^{Amp}$. If we look at the cartoon illustration of the CuO$_2$ lattice in Fig. 6.1, we can see that $Im[\tilde{M}(Q_x)]$ can be understood as a $\sin(Q_xx)$ modulation, centered at the Cu site, analogous to how $Re[\tilde{M}(Q_x)]$ is understood as a $\cos(Q_xx)$ modulation. Thus, $Im[\tilde{M}(Q_x)]$ can be understood as measuring the asymmetry of the adjacent Cu-O bond sites. However, as discussed in Hamidian et al. [173], an imaginary order parameter:

$$O_{N}^{Im} = Im[\tilde{M}(Q_y)] - Im[\tilde{M}(Q_x)] \quad (6.18)$$

would be extremely sensitive to scan-piezo noise because a phase-shift $\delta$ in the lattice, caused by lattice mis-registy, would couple into $O_{N}^{Im}$ because for $x$ close to $x = 0$,

$$\sin(Q_xx + \delta) \approx \sin(\delta) + Q_xx \cos(\delta)x \approx Q_xx + \delta + O(\delta^2) \quad (6.19)$$

where the last line used the relationship that $\delta << 1$. On the other hand, for $O_{N}^{Re}$ which is represented by $\cos(Q_xx)$, the impact of a phase shift $\delta$ would be (for small $x$ close to $x = 0$):

$$\cos(Q_xx + \delta) \approx \cos(\delta) - Q_xx \sin(\delta)x \sim O(\delta^2) \quad (6.20)$$

where the last line assumes that for small $x$, $Q_xx \sim O(\delta)$. The two results in Eqns. 6.19,6.20 show that the atom centered order $O_{N}^{Re}$ is sensitive to phase shifts only to second order, while the bond-centered order $O_{N}^{Im}$ is sensitive to phase shifts to first order. This invalidates the use of $O_{N}^{Im}$.

However, the question remains, how sensitive is the amplitude order parameter $O_{N}^{Amp}$ to phase shifts? To answer this question we show in Fig. 6.9 the effect of different scan angles on the
$O_N^{Re}(Z(\vec{r}, V; \pm 45^\circ))$ and $O_N^{Amp}(Z(\vec{r}, V; \pm 45^\circ))$ maps. The set of images in Fig. 6.9 show that $O_N^{Re}(Z(\vec{r}, V; \pm 45^\circ))$ is significantly better correlated between different scan angles compared to $O_N^{Amp}(Z(\vec{r}, V; \pm 45^\circ))$. To better quantify this trend, we plot the energy dependence of,

$$O_N^{Re,Amp}(Z(\vec{r}, V; +45^\circ)) * O_N^{Re,Amp}(Z(\vec{r}, V; -45^\circ)),$$

where * indicates a cross correlation, in Fig. 6.10. Because the cross correlations of $O_N^{Re}$ in Fig. 6.10 is consistently larger than 0.7 across all energies shown, we can conclude that $O_N^{Re}$ is robust to scan-angle rotation and therefore scan-piezo induced phase shifts. However, the poor correlation of $O_N^{Amp}$ across scan angles, even becoming anti-correlated for $E > 40$ mV, shows that $O_N^{Amp}$ is not robust to scan-piezo induced phase shifts. This demonstrates that the phase information that is lost in the definition of $O_N^{Amp}$ is crucial to measure any form of broken symmetry and the results of Figs. 6.9,6.10 invalidate the use of $O_N^{Amp}$ to measure broken symmetries.

6.6 Conclusion

Our results point to the validity of the analysis technique used by Lawler et al., while filling in some of the required experimental details. We have demonstrated that matrix element effects in $dI/dV$ maps render them unsuitable for high resolution studies, such as the search for electronic intra-unit cell nematicity. Secondly, we show that the Z map normalization, while not being unique in eliminating matrix element effects, does eliminate the spatial and setpoint dependence of the matrix elements. We used a simple toy model to illustrate how scan piezo errors could infiltrate the Nematic signal of a $Z(x, y)$ map and give rise to an erroneous nematic signal. However, our demonstration of the robustness of nematic ordering to scan direction indicates that for a well chosen set of experimental parameters, it is possible to eliminate scan piezo noise from the measurement of $O_N(Z)$. Furthermore, our analysis of an amplitude order parameter and demonstration of its sensitivity to scan-piezo error, further validates the use of $O_N(Z)$ as defined in Ref. [150]. This validates the results of Lawler et al. [150], and points to the importance of understanding the relationship between broken symmetries and the pseudogap phase.
Figure 6.9: Broken symmetry order parameters under rotation. The $Z(+45^\circ)$ and $Z(-45^\circ)$ maps shown in Fig. 6.8 are used to calculate broken symmetry order parameters as defined in Eqn. 6.1 for $O_{N}^{\text{Re}}$ and Eqn. 6.17 for $O_{N}^{\text{Amp}}$. The column labels at the top show the energy of the respective $O_{N}$ maps, while the rows indicate the $O_{N}$ order and the scan rotation angle. Each pair of rotated images that fixes $O_{N}$ and $E$ (i.e. $O_{N}^{\text{Re}}(+4 \text{ mV}, +45^\circ)$ and $O_{N}^{\text{Re}}(+4 \text{ mV}, -45^\circ)$) are plotted using the same numerical color bar. However, to increase the contrast available between energies, we allow the max/min of the color bars between energies to vary. The images cover a 18.5 x 18.5 mm$^2$ region of Bi-2201.
Figure 6.10: Cross correlation of Order Parameters acquired at different Scan Angles. The cross correlation coefficient of $O_N^{Re,Amp}(Z(\vec{r}, V; +45^\circ)) * O_N^{Re,Amp}(Z(\vec{r}, V; -45^\circ))$ is plotted as a function of energy for the Real ($O_N^{Re}$) and Amplitude ($O_N^{Amp}$) order parameters as indicated in the legend. The order parameters are taken from the data shown in Fig. 6.9. A cross correlation coefficient of 1 is an ideal correlation.
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