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Abstract

A relatively recent increase in the popularity of evidence-based activism has created a higher demand for statisticians to work on human rights and economic development projects. The statistical challenges of revealing patterns of violence in armed conflict require efficient use of the data, and careful consideration of the implications of modeling decisions on estimates. Impact evaluation of a complex economic development project requires a careful consideration of causality and transparency to donors and beneficiaries. In this dissertation, I compare marginal and conditional models for capture recapture, and develop new hierarchical models that accommodate challenges in data from the armed conflict in Colombia, and more generally, in many other capture recapture settings. Additionally, I propose a study design for a non-randomized impact evaluation of the Millennium Villages Project (MVP), to be carried out during my postdoctoral fellowship. The design includes small area estimation of baseline variables, propensity score matching, and hierarchical models for causal inference.
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1. Introduction
A relatively recent increase in the popularity of evidence-based activism has created a higher demand for statisticians to work on human rights and economic development projects. The statistical challenges of revealing patterns of violence in armed conflict require efficient use of the data, and careful consideration of the implications of modeling decisions on estimates. Impact evaluation of a complex economic development project requires a careful consideration of causality and transparency to donors and beneficiaries.

Underreporting the level of violence in armed conflict obscures the true nature of the conflict, precluding development of effective solutions. Violence hidden from official reports and the press endangers the peace process by failing to hold perpetrators and policymakers accountable. Thanks to heroic efforts by journalists and organizations, there are lists of victims for many armed conflicts going on today. With at least two lists recorded from the same population, capture-recapture methods from ecology can be used to estimate the total number of victims. Challenges in obtaining estimates for the level of violence include: sparse data, different models fit the observed data equally well but give substantively different estimates, population heterogeneity, and complex cooperations between organizations collecting data.

For example, since 1964, the Colombian armed conflict has produced tens of thousands of victims. There is great interest in the level and patterns of violence, but the patterns revealed by different sources are categorically different. There is also interest in evaluating the effect of policies such as paramilitary demobilization, which was rolled out department by department, possibly enabling identification of the causal effect, but not if we don’t have reliable estimates of the level of violence. The problem is not unique to conflict data, applications in public health and ecology (for Disease Monitoring and Forecasting, 1995; Chao et al., 2001), and estimation of census undercount (Zaslavsky and Wolfgang, 1990, 1993) rely on capture-recapture modeling. Conflict data tends to be particularly messy, because in years and regions with the most violence, there is often the least data, and the organizations collecting data often share information. Additionally, the estimates are highly politicized, so they need to be defensible against scrutiny from
different sides.

Almost equally politicized are evaluations of large-scale economic development projects. The Millennium Villages Project (MVP) is a particularly controversial economic development project, which sprang out of the UN Millennium Summit, the largest gathering of world leaders in history. It is a village-level intervention in 12 clusters of villages across sub-Saharan Africa. Total project cost is $100’s of millions, with high-profile donors like George Soros, film stars, and rockstars. The project was not designed with rigorous impact evaluation in mind, so there was no data collected in control sites, and no randomization to treatment. Beyond the usual challenges of causal inference for observational studies \cite{Rubin1978, Dehejia1999, Dehejia2005, Imbens2014}, this evaluation presents the additional challenge of estimating baseline data for candidate control sites. We propose to accomplish this through small area estimation \cite{Ghosh1994, Ghosh1999, Nadram2000, Rao2003, Jiang2006}, combining Demographic and Health Surveys (DHS) data with country censuses. These results will be interesting in their own right, independent of any impact evaluation. Subsequently, fitting the propensity score and causal models will require modification to account for this additional uncertainty.

In this dissertation, I compare existing models for capture recapture, and develop new models that extend the flexibility of existing models to accommodate challenges in the Colombian data, and more generally, in many other capture recapture settings. Additionally, I propose a study design for the impact evaluation of the MVP, to be carried out during my postdoctoral fellowship.

In Chapter 2, we show that collapsed across years, estimates of total killings in the Colombia data differ whether we choose to model marginal reporting probabilities and odds ratios, versus modeling the full reporting pattern in a conditional (log-linear) model. We use a simulation study to compare marginal and conditional models, generating data from a latent Gaussian model. In Chapter 3, we develop hierarchical log-linear capture-recapture
models that partially pool across time to get yearly estimates for the Colombia data. We investigate two methods to handle groups actively collecting data in different but overlapping time-periods. One imputes the inactive periods, the other uses a mixture model to relax exchangeability assumptions. In Chapter 4, we propose a design for the MVP evaluation, including small area estimation models, selection of control sites, and several candidate causal models. We also perform a power analysis that considers Type S error, the probability that the estimated treatment effect has the incorrect sign, if it is statistically significant, and Type M error, the expected absolute value of the estimate divided by the true effect size, if it is statistically significant (Gelman and Carlin, 2013).
2. A comparison of marginal and conditional models for capture-recapture data with application to human rights violations data
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Abstract

Human rights data presents challenges for capture-recapture methodology. Lists of violent acts provided by many different groups create large, sparse tables of data for which saturated models are difficult to fit and for which simple models may be misspecified. We analyze data on killings and disappearances in Casanare, Colombia during years 1998 to 2007. Our estimates differ whether we choose to model marginal reporting probabilities and odds ratios, versus modeling the full reporting pattern in a conditional (log-linear) model. With 2629 observed killings, a marginal model we consider estimates over 9000 killings, while conditional models we consider estimate 6000-7000 killings. The latter agree with previous estimates, also from a conditional model. We see a two-fold difference between the high sample coverage estimate of over 10,000 killings and low sample coverage lower bound estimate of 5200 killings. We use a simulation study to compare marginal and conditional models with at most two-way interactions and sample coverage estimators. The simulation results together with model selection criteria lead us to believe the previous estimates of total killings in Casanare may have been biased downward, suggesting that the violence was worse than previously thought. Model specification is an important consideration when interpreting population estimates from capture recapture analysis and the Casanare data is a prototypical example of how that manifests.

2.1 Introduction

Since 1964, the Colombian armed conflict between the military, guerrilla, and paramilitary groups has killed tens of thousands of people, and displaced millions. Underreporting the level of violence obscures the true nature of the conflict, precluding development of effective solutions. Violence hidden from official reports and the press endangers the peace process by failing to hold perpetrators and policy-makers accountable.

Both government and nongovernment groups (NGOs) in Colombia report killings and
disappearances. If we assume that a documented case from any list truly happened, then no single list from the government or NGO is complete. In this paper, we use the statistical technique of capture-recapture to estimate the number of killings and disappearances in the Casanare region of Colombia over the years 1998 to 2007, using data provided by 15 groups. Casanare is in the central eastern region of Colombia with a population of 300,000. It contains oil fields and a British Petroleum pipeline. Injection of cash into the economy from oil profits without government capacity for managing order created an environment conducive to violence by guerrilla and paramilitary groups (Davy et al., 1999). Human rights groups and policy-makers ask: How many killings and disappearances occurred in Casanare?

With its basis in ecology at the turn of the twentieth century, capture-recapture (also known as multiple systems estimation) has also been used to estimate totals for human populations. Early work using capture-recapture for human rights data was done by HRDAG, the Human Rights Data Analysis Group, part of the Benetech Initiative. HRDAG used capture-recapture to estimate the number of killings and disappearances in Casanare (Lum et al., 2010; Guberek et al., 2010), but the challenges of these data motivates further investigation.

We fit various capture-recapture models to killings and disappearances data from Casanare. Our estimates of total disappearances remain mostly stable, but estimates of killings vary with model choice. We see large difference between estimates from modeling marginal reporting probabilities of each list and marginal odds ratios between lists, versus modeling the full reporting pattern, with parameters describing reporting probability of a list conditional on other lists. These two model structures are referred to in the literature as marginal and conditional (log-linear) models. With 2629 observed killings, a marginal model estimates over 9000 killings, while conditional models estimate 6000-7000 killings. The latter agree with the HRDAG estimates, also obtained from a conditional model. We also compare the estimates from the marginal and conditional models to the sample coverage approach (Chao and Tsay, 1998; Tsay and Chao, 2001; Chao et al.)
We see a two-fold difference between the high sample coverage estimate (HSC) of over 10,000 killings and low sample coverage lower bound estimate (LSC) of 5200 killings. The standard error from the HSC exceeds one-third of the population size estimate, suggesting there may not be enough information to accurately estimate the total number of killings (Chao et al., 2001). The question is whether one should put more faith into the estimates from previous reports in Lum et al. (2010), or larger estimates that suggest these initial figures are underestimates of the number of killings.

The literature provides few systematic comparisons between marginal and conditional models. Glonek and McCullagh (1995) prove parameter orthogonality results in the marginal model that suggest that misspecification of higher-order parameters would not bias estimates of lower-order parameters. However, in the case of capture-recapture, where interest focuses on prediction of missing counts, orthogonality of marginal parameters does not necessarily translate to population size estimates that are robust to model misspecification.

Chao et al. (2001) compare ecological models, which model the probability of capturing animal $i$ in list $j$, to log-linear models that model the full capture pattern, (Chao et al., 2001). Ecological models are marginal with respect to the lists, but they do not incorporate list dependence (other than dependence induced by heterogeneity of capture probability). The Rasch model is a type of ecological model, (Darroch et al., 1993; Coull and Agresti, 1999; Agresti, 1994). Chao et al. (2001) recommend ecological models for animal studies, where captures are independent and there are over four captures. They recommend log-linear models for epidemiology, when two to four possibly dependent lists are available. There is a connection between the two approaches. The Rasch model is equivalent to the quasi-symmetric log-linear model with some moment constraints (Darroch et al., 1993). The generalized Rasch model is equivalent to the partial quasi-symmetric log-linear model. In our paper, we have fit both quasi-symmetric and partial quasi-symmetric log-linear models.
Bartolucci and Forcina (2001, 2006) use marginal models that extend the Rasch model to include two-way list associations. They include latent classes for unobserved heterogeneity of capture, observed covariates, and marginal interactions between lists. Choosing a conditional model instead, E Stanghellini (2004) consider latent classes, observed covariates, and log-linear interactions between covariates, lists, and latent class. Both fit their models to data counting diabetic patients in a town in northern Italy (four lists) and obtain similar estimates.

For a saturated model, marginal and conditional formulations are re-parametrizations of each other. However, in situations with at least four lists, we often do not fit a model with many higher order interactions. Zero counts cause fitting difficulty, and confidence intervals are wide. It is common to restrict focus to models with two-way interactions between lists, eliminating higher-order interactions, or to fit quasi-symmetric models where heterogeneous two-way interactions are described by a single parameter (Chao et al., 2001; for Disease Monitoring and Forecasting, 1995; Agresti, 1994). These simplifications make the marginal and conditional models different.

In Section 3.2 we describe the motivating dataset of violence records in Casanare. In Section 3.3 we describe candidate models we will compare. Section 2.4 presents results from marginal and conditional model analyses of the motivating Casanare data. In Section 2.5 we describe simulations to compare models. We then make conclusions.

### 2.2 Motivating Dataset - Casanare

Our data are lists of violent events, both killings and disappearances, provided by 15 groups, both government and NGOs. These lists are called sources or captures in the capture-recapture literature. After de-duplication of records, there are 2629 reported killings and 872 disappearances. The seven longest lists for killings combined contain all 2629 observed killings, and the seven longest lists for disappearances contain 867 dis-
appearances, missing only five. Some groups specialize in reporting killings or disappearances, with three groups providing lists in both the top seven for killings and disappearances. For killings, three of the seven lists are from NGOs and for disappearances two are from NGOs. A majority of records appear in only one list: 500 of the disappearance records and 1847 of the killings records. For information about the groups, the matching algorithm to connect observations across lists, and raw data descriptives, see Appendix A.2.2.

Many zero cells in a table cross-classifying lists causes large standard errors and unstable results when fitting models (see Agresti 2002, p.394). To alleviate this sparsity and because the longest lists contain most of the observed records, we take only the top seven lists for each violation type (killings and disappearances).

2.3 Candidate models

We wish to estimate the size, $N$, of a closed population of killings or disappearances, using lists of violent events provided by $J$ sources. Let $n$ be the number of events recorded in at least one list. Let $n_k$ be the number of events with recording pattern $k$, a string of 1’s denoting recording in a list and 0’s denoting non-recording, of length $J$. These are cell counts in a $2^J$ contingency table cross-classifying the lists. We assume a multinomial sampling plan $n = \{n_k\} \sim \text{Multinomial}(N, \{\pi_k\})$ with $\pi = \{\pi_k\}$ the cell probabilities. The observed data are $2^J - 1$ cell counts with sum $n$, where we do not observe the cell with events not recorded by any list. The problem is to predict this missing cell count, $n_0$, or equivalently, estimate $N$, the sum of all counts in the table. The traditional approach to this problem fits a model to the $2^J - 1$ observed cells, and predicts the unobserved cell using the fitted value for that cell from the model fit.

The class of generalized log-linear models (GLLMs) represents a large class of models, including both conditional and marginal models, and has the form $L(\pi) = C \log A \pi = X\beta$
A conditional model with heterogeneous two-way conditional interactions has matrices $C$ and $A$ as identity, and

$$
\log \pi_k = \lambda_0 + \sum_j \lambda_j k_j + \sum_{j\neq j'} \lambda_{j,j'} k_j k_{j'}
$$

(1C)

where $\lambda_{j,j'}$ is the log-odds ratio of recording in lists $j$ and $j'$ conditional on recording pattern in other lists. For a marginal model, matrix $A$ selects margins from $\pi$ and matrix $C$ sets up contrasts to create marginal log-odds and log-odds ratios. A marginal model with heterogeneous two-way marginal interactions is

$$
\log(\eta^j) = \beta_j, \quad \log(\eta^{j,j'}) = \omega_{j,j'},
$$

(1M)

where $\eta^j$ is the marginal odds of recording in list $j$, and $\eta^{j,j'}$ is the marginal odds ratio of recording in lists $j$ and $j'$. In both models 1C and 1M we also have parameter $N$, so each has $1 + J + \binom{J}{2}$ parameters.

We note that in model 1M, parameters $\beta_j, \omega_{j,j'}$ are not variation independent, defined such that the range of values for one does not depend on the other’s value (Bergsma and Rudas, 2002). Thus, there may exist values for them that do not give a joint distribution on $n_k$. However, reasonable values for parameters yield full distributions, seen by a positive-definite variance matrix for parameter estimates, and fitted probabilities within $[0, 1]$ (Molenberghs and Lesaffre, 1999). The log-linear parametrization is variation independent.

Candidate models include marginal and conditional model pairs of three types:

- Heterogeneous two-way marginal and conditional interaction models 1C and 1M
- Homogeneous two-way conditional and marginal interaction models, also referred to as two-way quasi-symmetry (QS) models

$$
\log \pi_k = \lambda_0 + \sum_j \lambda_j k_j + \sum_{j\neq j'} \lambda_{j,j'} k_j k_{j'},
$$

(2C)
\[
\log(\eta^j) = \beta_j, \quad \log(\eta^{j,j'}) = \omega. \tag{2M}
\]

In both models 2C and the corresponding 2M we have \(1 + J + 1\) parameters.

- Zero cell counts in the Casanare data cause parameter estimates tending to infinity when fitting models 1M and 1C. The three-level quasi-symmetry models (QS3) are motivated by HRDAG’s suggestion that dependence is lowest between lists of different types. We restrict interactions between two NGOs to be equal, between two government lists to be equal, and between a government and NGO to be equal:

\[
\log \pi_k = \lambda_0 + \sum_j \lambda_j k_j + \\
\sum_{j,j' \in \text{NGOs}} \lambda_{\text{NGO}} k_j k_{j'} + \sum_{j \in \text{NGOs}, j' \in \text{gouv}} \lambda_{\text{mix}} k_j k_{j'}, \tag{3C}
\]

\[
\log(\eta^j) = \beta_j, \quad \log(\eta^{j,j'}) = \begin{cases} \omega_{\text{NGO}} & j, j' \in \text{NGOs} \\ \omega_{\text{gouv}} & j, j' \in \text{gouv} \\ \omega_{\text{mix}} & j \in \text{NGOs}, j' \in \text{gouv}. \end{cases} \tag{3M}
\]

To fit both marginal and conditional models, we use Joseph Lang’s \(R\) program `mph.fit`, \cite{Lang2004, Lang2005}. See Appendix A.1.1 for details on model fitting algorithms.

The sample coverage approach, proposed by Chao and Tsay \cite{Chao1998} and Tsay and Chao \cite{Tsay2001} uses a measure to quantify list overlap information in order to estimate the missing cell count. We use two sample coverage estimators. As in Chao et al. \cite{Chao2001}, we define

\[
S_j \equiv \sum_{k_i=1, \ k_m=0 \ \forall m \neq j} n_k = \text{number of events in list } j \text{ only},
\]

\[
T_j \equiv \sum_{k_j=1} n_k = \text{number of events in list } j,
\]

\[
A(i,j) \equiv \sum_{k_i=1, \ k_m=0 \ \forall m \neq i,j} n_k + \sum_{k_j=1, \ k_m=0 \ \forall m \neq i,j} n_k,
\]

\[
B(i,j) \equiv \sum_{k_i=k_j=1, \ k_m=0 \ \forall m \neq i,j} n_k, \text{ and } D \equiv n - \frac{1}{J} \sum_{j=1}^J S_j.
\]
An estimator for the sample coverage is,

\[ \hat{C} = 1 - \frac{1}{J} \sum_{j=1}^{J} S_j / T_j. \]

Then when list overlap is large enough, the high sample coverage (HSC) estimator is

\[
\hat{N} = \left[ \frac{D}{\hat{C}} - \frac{1}{t\hat{C}} \sum_{i<j} A(i, j) \right] \left\{ 1 - \frac{1}{t\hat{C}} \sum_{i<j} \frac{A(i, j)B(i, j)}{T_i T_j} \right\}^{-1}.
\]

For relatively low sample coverage data, the low sample coverage (LSC) estimator is

\[
\hat{N} = \frac{D}{\hat{C}} + \frac{1}{t\hat{C}} \sum_{i<j} A(i, j) \tilde{\gamma}_{ij},
\]

where

\[
\tilde{\gamma}_{ij} \equiv \frac{B(i, j)}{T_i T_j} \left[ \frac{D}{\hat{C}} + \frac{1}{t\hat{C}} \sum_{r<s} A(r, s) \left( \frac{D B(r, s)}{C} T_r T_s - 1 \right) \right]^{-1}.
\]

### 2.4 Casanare Data Analysis

Population estimates for the Casanare data are presented in Table 2.1, including estimates from fitting models 2M, 2C, 3M, and 3C and the LSC and HSC estimators. Interaction parameter estimates and goodness of fit statistics are available in Appendix A.1.2. Reflecting well-known collaboration among NGO groups, both marginal and conditional log odds ratios for recording killings are high among NGO lists. Log odds ratios reflecting interactions between government lists and NGO lists are lower for disappearances. Log odds ratios reflecting interactions between a government and NGO list are much lower than log odds ratios reflecting interactions between two lists of the same type. Due to high association among NGOs, we explore the effect of collapsing NGO lists, treating all events recorded by NGOs as coming from a single source: \( k_{NGOs} \equiv \bigvee_{j \in NGO} k_j \). For killings (disappearances) we collapse the three (two) NGOs, so we fit the QS models 2C and 2M with \( J = 5 \) (\( J = 4 \)) lists:

\[
\log \pi_k = \lambda_0 + \sum_{j \in govt} \lambda_j k_j + \lambda_J k_{NGOs} + \sum_{j \neq j'} \lambda k_j k_{j'},
\]  

(4C)
\[
\log(\eta_j) = \beta_j, \quad \log(\eta_{j,j'}) = \omega, \quad (4M)
\]
as well as the \textit{two-level quasi-symmetry models} (QS2)

\[
\log \pi_k = \lambda_0 + \sum_{j \in \text{govt}} \lambda_j k_j + \lambda_{jNGOs} + \lambda_{govt} k_j k'_j + \sum_{j' \in \text{govt}} \lambda_{mix} k_j k'_NGOs, \quad (5C)
\]

\[
\log(\eta_j) = \beta_j, \quad \log(\eta_{j,j'}) = \begin{cases} 
\omega_{govt} & j, j' \in \text{govt} \\
\omega_{mix} & j = \text{NGOs}, j' \in \text{govt}
\end{cases} \quad (5M)
\]

Joseph Lang’s \texttt{R} program \texttt{mph.fit} reports failure to converge in fitting the heterogeneous two-way marginal and conditional models \texttt{IM} and \texttt{IC} to the Casanare data. However, alternative software exists to fit log-linear models, such as \texttt{glm} in \texttt{R}. The \texttt{glm} function does report convergence, but the flat deviance profile shown in Figure 2.1 shows that the resulting estimate is unstable due to a flat likelihood for \(N > 10,000\). We use \texttt{mph.fit} to compare corresponding marginal and conditional models for consistency.

![Figure 2.1: Plots show the deviance \(G^2\) profile for \(N\) for the killings data, fitting the QS3 conditional model \texttt{QS3} and the heterogeneous two-ways conditional model \texttt{IC}. Vertical dotted lines show the maximum likelihood estimate and confidence limits for \(N\).](image)

We estimate list completeness values by taking the number of records in each list and dividing by the maximum estimate of \(N\) across models. List completeness values were
estimated to be 1% to 21% for killings and 4% to 18% for disappearances, where both had lower list completeness for NGOs.

For killings, the marginal models give higher estimates of totals than the corresponding conditional models. This difference is smallest for the marginal model 2M $\hat{N} = 6142(5447, 7265)$ versus conditional model 2C $\hat{N} = 5689(5174, 6356)$, models with homogeneous two-way interactions. The difference is largest for the marginal model 3M $\hat{N} = 9277(7538, 11720)$ versus conditional model 3C $\hat{N} = 6751(5902, 7811)$, models that allow the two-way interactions to depend on list type. The heterogeneous two-way model 1C estimates $\hat{N} = 14334(10851, 19292)$ killings. HRDAG estimates $\hat{N} = 6215(3944, 9983)$ killings.

For disappearances, estimates from marginal and conditional models are similar with confidence intervals largely overlapping. The marginal model 3M gives $\hat{N} = 1382(1249, 1552)$ versus conditional model 3C $\hat{N} = 1508(1350, 1706)$, comparing models that allow the two-way interactions to depend on list type. The heterogeneous two-way model 1C estimates $\hat{N} = 1940(1413, 2976)$ disappearances. HRDAG estimates $\hat{N} = 2653(1270, 5552)$ disappearances.

In all but one case (disappearances, models that collapse NGOs, 4M versus 5M) a likelihood ratio test rejects the homogeneous two-way interactions model in favor of a model that allows the two-way interactions to depend on list type. For the conditional models, likelihood ratio tests reject the QS3 models that allow two-way interactions to depend on list type in favor of the heterogeneous two-way interaction models. The marginal and conditional model pairs have the same number of parameters, so we can compare the deviance ($G^2$) from each model. For the killings data, the marginal models have lower deviance than the corresponding conditional models. For the disappearances data, the conditional models have lower deviance (see Appendix A.1.2). Likelihood ratio tests and comparing deviances reflects how well the models fit to the observed data, not necessarily how well they predict the missing cell.
The sample coverage approach gives slightly lower estimates for disappearances than our marginal and conditional models, with the high sample coverage and low sample coverage approaches giving similar estimates. For killings, the high sample coverage approach estimates over 10,000 killings, but with a bootstrap standard error of 4298. The sample coverage is estimated to be 58%. Chao et al. (2001) recommend the sample coverage to be at least 55% and that the bootstrap standard error not exceed one-third the estimated total in order to use the high sample coverage estimator. Though the sample coverage meets the threshold, the high standard error suggests there may not be enough information in the data to estimate the population size. Thus, we may prefer the lower-bound estimator for low sample coverage (LSC), which estimates roughly 5200.

2.4.1 Relation of Findings to Existing Results

HRDAG takes three-list subsets of the 15 lists and considers graphical models on the three lists. Graphical models are a subset of log-linear models where conditional dependence relationships can be represented graphically (Madigan and York, 1997; Darroch et al., 1980; Dawid and Lauritzen, 1993). HRDAG uses Bayesian model averaging to combine estimates (Lum et al., 2010). The comparability of these three-list subsets is not obvious because discarding records not captured by a subset results in different data for each subset. HRDAG estimates 2653 disappearances with 95% credible interval (1270, 5552), and 6215 killings with 95% credible interval (3944, 9983).

HRDAG’s estimate for total killings is most similar to our conditional model results, or the results from the marginal model when we fit the QS model 2M. Their point estimate of 6215 lies outside confidence intervals from models 3M, 4M, 5M. Their credible interval lower bound for total number of disappearances is roughly equal to our confidence interval lower bounds for the disappearance data, but their point estimate and upper bound are higher than all of our point estimates and upper bounds.
2.5 Simulation Study

In order to explore when marginal and conditional model population estimates differ, and how they perform in terms of bias and variance, we conducted a simulation study. We simulate data by bisecting a multivariate normal distribution to produce dichotomous observed values indicating recording or non-recording on a list. This latent Gaussian model is the tetrachoric correlation model if we generate a bivariate statistic. We broaden the term to our setting, with more than two lists, referring to our generating model as the “tetrachoric model.” We choose this model so that neither the conditional nor marginal models are the correct model, and we have a formulation that allows us to flexibly examine different association structures among lists. The tetrachoric model produces data with non-zero three-way odds ratios, as we will see below. For \( J \) lists, we generate \( N \) vectors \((Y_1, \ldots, Y_J) \sim \mathcal{N}_{J}(\theta, \Sigma)\), where \( \theta = (\theta_1, \ldots, \theta_J)' \), \( k_j = 1 \) if \( Y_j \geq 0 \), for \( j = 1, \ldots, J \), which gives data \( \{n_k\} \), the number of events with recording pattern \( k = \{k_j\} \). We compute \( E[n_k] = \mu_k \) using the multivariate normal distribution. Let \( p = (p_1, \ldots, p_J) \) where \( p_j \) is the probability of recording an event on list \( j \), i.e. the completeness of list \( j \). We perform simulations of two broad types. We do base simulations, taking the simplest correlation structure: \( \Sigma \) exchangeable, where a parameter \( d \) describes inter-list correlation, the same between any pair of lists. Next, motivated by the Casanare data, we look at a block structure, with blocks for NGOs and government groups. For example, with 3 NGOs and 4 government groups, we have

\[
\Sigma = \begin{bmatrix}
A & C \\
C' & B
\end{bmatrix},
\]

where \( A = 1_31_3'a - (1 - a)I_3 \), \( B = 1_41_4'b - (1 - b)I_4 \), \( C = 1_31_4'c \), \( b \) is government list association, \( a \) is NGO association, and \( c \) is association across type. We take \( b \) as 0.2 or 0.65, range \( a \) from 0.5 to 0.95, and set \( c = b/2 \). We vary the number of NGOs to be 2 or 3 (5 or 4 government lists), to best approximate the Casanare data.

We fix population size \( N = 2000 \). For the base simulation scenario, we take \( J = 4 \) and \( J = 6 \) to examine trend across number of lists. For Casanare-inspired simulations we take
\( J = 7 \). We examine four different ranges of values for list completeness.

The first three are characterized by average list completeness: low (0.08-0.38), medium (0.27-0.73), or high (0.62-0.92). These ranges roughly correspond to different settings in which capture-recapture is applied. In census settings, completeness may be high. For human rights data, violent events are very difficult to document. In ecology, recording probabilities vary according to sampling fraction. We also look at the scenario where one “master” list attempts census with a high (0.88) completeness, and the remaining \( J - 1 \) lists have low completeness (0.08-0.38). We term this “varied” completeness. For Casanare-inspired simulations, we take very low values for list completeness (0.03-0.18) with the lower list completeness for NGOs. We generate 40 datasets for each combination of number of lists, completeness level, and \( \Sigma \). For details on simulation conditions, see Appendix A.1.3.

For the base simulations we fit models 1M, 1C, 2M, and 2C. For the Casanare simulations we fit models 2M, 2C, 3M, and 3C. For both we also use the sample coverage approach, and compute both the high sample coverage (HSC) and low sample coverage (LSC) estimates.

### 2.5.1 Results - base simulations

To characterize the simulated data from the tetrachoric model, we plot information about cell means \( \{ \mu_k \} \) in supplementary Figures A.1 and A.2. All models we fit assume no three-way and higher marginal or conditional interactions. The QS models 2M and 2C assume homogeneous two-way ORs. For \( d \) values further from zero, magnitudes of three-way ORs are higher and there is more variation in two-way ORs. The mean cell count for the missing cell (\( \mu_o \)) is larger when the lists are less complete or association between lists increases.

In Figure 2.2 we plot \( \hat{N} - N \) for the estimates from marginal model 2M and conditional
model $\hat{2}C$ in row one, and $\hat{N} - N$ for the low and high sample coverage estimates in row two. In row three we plot the root mean square error (RMSE) for the marginal and conditional model estimates, and in row four the RMSEs for the low and high sample coverage estimates. In supplementary Figures A.7, A.8, and A.9 we provide results from fitting the two-way models $1M$ and $1C$ as well as results from simulations with $J = 4$ lists. Patterns were similar for $J = 4$ and $J = 6$ lists. The marginal models are less biased than the conditional models for positive $d$ values and low completeness, with the conditional models tending to underestimate $N$ more. For $d$ near zero and negative, and for medium completeness, the models perform similarly, except at high $d$, where again the conditional models tend to underestimate $N$ more than the marginal models. For high completeness the models perform similarly except for high $d$, where the two-way marginal model $1M$ overestimates $N$, and the QS conditional model $2C$ overestimates $N$. For varied completeness, estimates from the two models are similar, with the marginal models having slightly less bias at high $d$.

For low and medium completenesses, marginal models $1M$ and $2M$ are less negatively biased than conditional models $1C$ and $2C$ when $d$ is higher. For higher $d$, marginal and conditional models’ estimates are more different, and both are negatively biased. We see that when estimates from marginal and conditional models are different, both are negatively biased. The variances of the estimates from the marginal and conditional models are similar. Almost all of the RMSE comes from bias rather than variance.

Supplementary Figure A.10 plots coverage of 95% profile likelihood intervals for the base simulations. A 95% profile confidence interval is $n + \{n_o\}$ such that $G^2(n_o) - G^2(\hat{n}_o) \leq \chi^2_{1,0.05}$, where $G^2(n_o)$ is the deviance statistic for the model if the missing cell were $n_o$, and $\hat{n}_o$ is the maximum likelihood estimate, which minimizes the deviance (Cormack, 1992). Coverage is low for high values of $d$, especially for low and high completeness. The marginal model has coverage much closer to 95% for the QS model $2M$ relative to $2C$ especially for low and high completeness. The conditional model has slightly better coverage for the heterogeneous two-way model $1C$ relative to $1M$ for high completeness.
Figure 2.2: Results from the base simulations: $N = 2000$ true total population size, $J = 6$ lists, exchangeable correlation structure. In rows one and two, we plot the distribution of $\hat{N} - N$ across simulations (as boxplots), and in rows three and four we plot the RMSE, where we note that almost all the MSE is attributable to the bias rather than variance. We use solid lines and filled black boxplots for QS conditional model 2C and the low sample coverage estimator, and dashed lines and empty gray boxplots for the QS marginal model 2M and high sample coverage estimator.
only.

The low and high sample coverage estimates are similar to each other, except for the low completeness scenario. We note that when $d$ is negative, the low sample coverage estimate serves as an upper bound, but when $d$ is positive, it serves as a lower bound. The high sample coverage estimates tend to be more biased downward than the marginal or conditional estimates, and the low sample coverage estimates give a very low lower bound for high $d$.

### 2.5.2 Results - Casanare simulations

Figure 2.3 shows $|\hat{N}_M - N| - |\hat{N}_C - N|$ and $\hat{N}_M - \hat{N}_C$ for estimates of $N$ from the marginal QS3 model 3M and the conditional QS3 model 3C for different numbers of NGOs, and different levels of association between NGOs and government groups. Parameter $b$ is government list association, $a$ is NGO association, and $c$ is association across type, which we set at $c = b/2$. We provide results from fitting QS models 2M and 2C in supplementary Figure A.12. We plot $\omega_{NGO}$, $\omega_{govt}$, and $\omega_{mix}$ from model 3M fit to the $\{\mu_k\}$ of the simulated tetrachoric data (solid lines). Dotted (dashed) lines show these parameters fit to the real killings (disappearances) data. These lines are horizontal, because the axis changes the $a$ parameter for simulating data, and these lines mark fits to the real data that do not change with simulation conditions. Values plotted appear in Table A.1 in the Appendix. For finding which simulation conditions are most pertinent to the real data, we look where solid lines cross dotted (for killings) or dashed (for disappearances). The rightmost two boxplots within the rightmost column, when both $a$ and $b$ are high and there are three NGOs, correspond most closely to killings. The leftmost boxplot, with lower $a$ and $b$, corresponds most closely to disappearances. In the bottom row of Figure 2.3 we plot the mean cell count for the missing cell ($\mu_o$), which is larger when association between lists increases, either increasing $a$ or increasing $b$.

In Figure 2.4 we plot the errors $\hat{N} - N$ for the marginal and conditional model estimates,
Figure 2.3: The first two rows of the plot show $|\hat{N}_M - N| - |\hat{N}_C - N|$ and $\hat{N}_M - \hat{N}_C$ for estimates of $N$ from the marginal QS3 model $3M$ versus the conditional QS3 model $3C$ fit to simulated data. Data simulated have $N = 2000$, $J = 7$ lists, and a block tetrachoric correlation structure by list type, where $b$ is government list association, $a$ is NGO association, and $c$ is association across type, which we set at $c = b/2$. The third row shows $\omega_{NGO}$, $\omega_{govt}$, and $\omega_{mix}$ from model $3M$ fit to the $\{\mu_k\}$ of the simulated data (solid lines). Overlaid are dotted (dashed) lines showing these parameters fit to the killings (disappearances) data. We plot the mean cell count for the missing cell ($\mu_0$) in the bottom row.
for the low and high sample coverage estimates. The layout of the columns is identical to Figure 2.3 so we can examine the simulation conditions corresponding to the killings and disappearances data in the rightmost and leftmost boxplots respectively.

Marginal models $2M$ and $3M$ generally give higher estimates of $N$ than the conditional models $2C$ and $3C$. This difference increases with higher association between government groups, parameter $b$. Comparing columns one and three, we see that when association between government groups is low ($b = 0.2$), adding an NGO in place of a government group increases the difference between marginal and conditional models. In the base scenario, we saw that for low list completeness and high tetrachoric correlation, the QS marginal model $2M$ reports a higher estimate of $N$ than the QS conditional model $2C$. The pattern from the base simulation holds: higher correlation increases difference between estimates from marginal and conditional models. Increasing association between NGOs via parameter $a$ does not change the difference much, perhaps because there are only 2 or 3 NGOs.

For the scenario corresponding to killings data, marginal model $3M$ gives a higher estimate than conditional model $3C$ by a median approximately 5% of the total $N = 2000$. Looking at Figure 2.4, we see that the conditional QS3 model $3C$ underestimates by 40%, and the marginal QS3 model $3M$ by 35%. Thus, we see that for the scenario corresponding to killings data, both estimates are biased downward, with the conditional model’s estimate more so. In contrast, for the scenario corresponding to the data on disappearances, the differences between the estimates from marginal and conditional models are less. Both estimates are only slightly biased downward by a median of approximately 6%.

Supplementary Figure A.11 plots coverage of 95% profile likelihood intervals for the Casanare-inspired simulations. For high correlation among NGOs ($b = 0.65$), coverage is near zero, consistent with high correlation in base simulations, and driven by the large negative bias in Figure 2.4. For the scenario corresponding to disappearances, coverage
Figure 2.4: In rows one and two, we plot the distribution of $\hat{N} - N$ across simulations (as boxplots), and in rows three and four we plot the RMSE, where we note that almost all the MSE is attributable to the bias rather than variance. We use solid lines and filled black boxplots for QS3 conditional model 3C and the low sample coverage estimator, and dashed lines and empty gray boxplots for the QS3 marginal model 3M and high sample coverage estimator. Data simulated have $N = 2000$, $J = 7$ lists, and a block tetrachoric correlation structure by list type, where $b$ is government list association, $a$ is NGO association, and $c$ is association across type, which we set at $c = b/2$. 
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for both models are near 95%.

We see in Figure 2.4 row two that both the sample coverage estimates are underestimates for the scenario corresponding to killings. Because the low sample coverage estimates should be regarded as a lower bound, we conclude these estimates are not tight bounds in these simulated scenarios. For the scenario corresponding to disappearances, the high sample coverage estimator does well in terms of bias.

### 2.6 Conclusions

Human rights data presents challenges for capture-recapture methodology. The table cross-classifying lists has high dimension when many lists are available. The spread of observed events over many cells results in many zero or near-zero cells, so saturated models give very wide confidence intervals. Models with fewer parameters may be mis-specified.

We fit various capture-recapture models to killings and disappearances data from Casanare, Colombia between 1998 and 2007. Our estimates of total disappearances are mostly stable, but with 2629 observed killings, a marginal model estimates over 9000 killings, while conditional models estimate 6000-7000 killings, the latter agreeing with previous estimates ([Lum et al., 2010](#)). We see a two-fold difference between the high sample coverage estimate (HSC) of over 10,000 killings and low sample coverage lower bound estimate (LSC) of 5200 killings ([Chao and Tsay, 1998](#); [Tsay and Chao, 2001](#); [Chao et al., 2001](#)). The standard error from the HSC exceeds one-third the population size estimate, so there may not be enough information to accurately estimate the total number of killings ([Chao et al., 2001](#)). The conditional model with heterogeneous two-way interactions estimates over 14,000 killings, though we caution that the flat deviances at $N > 10,000$ make point estimates unstable, so we focus on the lower bounds of the confidence intervals for this model, which is around 10,000 killings.
Using simulated data from the tetrachoric correlation model, we see that when marginal and conditional model estimates differ, under low list completeness and positively correlated lists, both are biased downward, with the conditional model more so. Our simulations do not show a situation where the marginal model overestimates the total more than the conditional model. Under the tetrachoric model that we simulate with one and two-way margins similar to the Casanare killings data, the marginal model with list type taken into account, model $3M$, is less biased downward than the conditional model $3C$. If the tetrachoric model is reasonably close to the true distributions of the Casanare data, the simulations suggest that the previous estimates of total number of killings may be too low. The high sample coverage estimate also lead us to believe previous estimates may have been too low. Further investigation is needed to establish analytically why the marginal model estimates are higher for these data.

In data on killings in Casanare between 1998 and 2007, there is high collaboration between NGOs and between government groups. We saw in our simulations that higher associations between lists on the tetrachoric scale result in both marginal and conditional models being biased downward. For disappearances, list collaboration is less, with less difference between estimates from the marginal and conditional models we fit. Our models estimate roughly 1400-1500 disappearances in Casanare between 1998 and 2007.

Based on our analysis of the Casanare data, we recommend incorporating information about the lists (in our example: government or NGO) as a parsimonious way to model list interactions. Due to sparse data, fitting algorithms often fail to converge for a heterogeneous two-way interactions model. We present a useful compromise between quasisymmetry and a heterogeneous two-way model by incorporating information about the lists.

None of the models considered in this paper, when fit to the killings data, gives qualitatively lower estimates than the HRDAG estimates. Our investigation suggests that the violence was worse than previously thought. This issue of possible underestimates
reinforces our message that model specification is an important consideration when interpreting population estimates from capture recapture analysis.

The Casanare data also include some information about year and location of disappearance or killing. Future research will investigate how estimates of violent acts vary over time and across subregions of Casanare.
Table 2.1: Casanare data results: population total estimates (confidence interval) [model fit] or estimator used. For marginal and conditional models, profile confidence intervals and used. For the sample coverage approach, bootstrap confidence intervals are used.

<table>
<thead>
<tr>
<th>QS models</th>
<th>Killings, $n = 2629$</th>
<th>Disappearances, $n = 867$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QS models</td>
<td>QS2/QS3 models</td>
</tr>
<tr>
<td></td>
<td>Marginal</td>
<td>Conditional</td>
</tr>
<tr>
<td>NGOs, 4 govt</td>
<td>3</td>
<td>6142</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5447,7265)</td>
</tr>
<tr>
<td>Collapsed</td>
<td>NGOs, 4 govt</td>
<td>9341</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(7447,13296)</td>
</tr>
<tr>
<td>5 govt</td>
<td></td>
<td>1397</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1267,1565)</td>
</tr>
</tbody>
</table>
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Abstract

Since 1964, tens of thousands of people have died in Colombia’s armed conflict. Underreporting the level of violence obscures the true nature of the conflict, precluding development of effective solutions. We develop hierarchical log-linear capture-recapture models to estimate the number of armed conflict killings that occurred in Casanare, Colombia in the years 1998-2007. Lack of data the early years motivates the use of hierarchical models that borrow strength across time. We investigate two methods to handle groups actively collecting data in different but overlapping time-periods. One fills in the inactive periods, treating the counts in those years as missing data. Another does not, instead incorporating the inactivity into the model. We compare these, as well as hierarchical versus unpooled models. A simulation study shows that the Bayesian hierarchical models have shorter confidence interval width, with similar or better coverage than the unpooled models, and show robustness to the exchangeability assumption. They enable us to obtain useful intervals for the number of killings in the early years, where there are less data, so we can look at trends across time that guide political analysis of the conflict. We provide guidance for capture-recapture studies with inactive lists and recommend the use of hierarchical modeling in capture-recapture.

3.1 Introduction

Since 1964, the Colombian armed conflict between the military, guerrilla, and paramilitary groups has killed tens of thousands of people, and displaced millions. Underreporting the level of violence obscures the true nature of the conflict, precluding development of effective solutions. Violence hidden from official reports and the press endangers the peace process by failing to hold perpetrators and policy-makers accountable.

Both government and nongovernment groups (NGOs) in Colombia report killings and disappearances. If we assume that a documented case from any list truly happened, then
no single list from the government or NGO is complete. In this paper, we use the statistical technique of *capture-recapture* to estimate the number of killings in the Casanare region of Colombia in each of the years 1998 to 2007, using data provided by six groups. Casanare is in the central eastern region of Colombia with a population of 350,000. It contains oil fields and a British Petroleum pipeline. Injection of cash into the economy from oil profits without government capacity for managing order created an environment conducive to violence by guerrilla and paramilitary groups (Davy et al., 1999). Human rights groups and policy-makers ask: How many killings occurred in Casanare? What are the trends across time?

With its basis in ecology at the turn of the twentieth century, capture-recapture (also known as multiple systems estimation) has also been used to estimate totals for human populations, see Fienberg (1992); for Disease Monitoring and Forecasting, (1995); Chao et al. (2001). Early work using capture-recapture for human rights data was done by HRDAG, the Human Rights Data Analysis Group. HRDAG used capture-recapture to estimate the number of killings and disappearances in Casanare (Lum et al., 2010; Guberek et al., 2010), but data sparsity made it difficult to provide estimates for the first two years, when there is little data (see Figure 2a in Lum et al. (2010)). Mitchell et al. (2013) compared marginal and conditional models for estimating the total number of killings and disappearances across all years. In this paper, we estimate the number of killings in each year, using models that borrow strength across time in order to obtain estimates in years with little data. Gelman (2006) shows by cross-validation that multilevel (hierarchical) modeling gives more accurate predictions than no-pooling and complete-pooling regressions. Capture-recapture does not lend itself to cross-validation, so we instead rely on a simulation study.

Fienberg et al. (1999) and Chao et al. (2001) discuss various approaches to modeling capture-recapture data. These include log-linear models that account for dependencies among lists introduced by Fienberg (1972) (see Bishop et al. (1975); Fienberg (2000)), ecological models that model the probability of capturing animal *i* in list *j* (see Chao et al. , 2001).
Bayesian hierarchical modeling approaches (Roberts, 1967; Smith, 1991; Castle-dine, 1981; George and Robert, 1992; Madigan et al., 1995; Madigan and York, 1997), and the sample coverage approach of Chao and Tsay (1998); Tsay and Chao (2001); Chao et al. (2001). Fienberg et al. (1999) explore relationships among the first three classes of this list. We fit log-linear models that can be motivated by a Rasch latent variable formulation for partial quasi-symmetry described in Fienberg et al. (1999), where nongovernment and government lists have different catching-probability distributions.

One challenge of the Casanare data is that the groups collect data with different levels of intensity across years. When it is known that some lists are inactive in certain strata, defined by years or regions, methods developed by Zwane et al. (2004); van der Heijden et al. (2009); Sutherland et al. (2007) may be appropriate. These methods treat inactive lists as missing data and use the Expectation Maximization (EM) algorithm to fill in what the list would have captured in the year or region in which it was inactive. As with other applications of EM, the algorithms make a missing at random (MAR) assumption, which is likely valid when the missingness provides no information about the underlying process, such as when a list is not yet established in a particular year. In our paper, we develop a Bayesian hierarchical model based on the EM algorithm in Zwane et al. (2004), using ideas from Dominici (2000).

In the Casanare killings data we analyze in this paper, organizations may have a harder or easier time collecting data as the violence changes. It is not known when or why a list is inactive. In the raw data, some lists have a bimodal distribution of observed killings. In some years the group only captures a low number and other years many. We model the capture intensity of a group over time as a mixture distribution with component distributions for inactive periods and active periods.

In Section 3.2 we describe the motivating dataset of violence records in Casanare. In Section 3.3 we describe candidate models we will compare. In Section A.1.1 we discuss fitting algorithms. In Section 3.5 we discuss simulated data. Section 3.6 presents results
from simulations and the real data. We then make conclusions and discuss future work.

### 3.2 Motivating Dataset - Casanare

Our data are lists of killings provided by 15 groups, both government and NGOs. These lists are called sources or captures in the capture-recapture literature. After de-duplication of records, there are 2629 reported killings. The six longest lists for killings combined report 2619 killings, missing only ten. Three of the six lists are from NGOs. A majority (1871) of records appear in only one list. For information about the groups, the matching algorithm to connect observations across lists, and raw data descriptives, see A.2.2.

Many zero cells in a table cross-classifying lists causes large standard errors and unstable results when fitting models (see [Agresti, 2002, p.394]). To alleviate this sparsity and because the longest lists contain most of the observed records, we take only the top six lists.

<table>
<thead>
<tr>
<th>year</th>
<th>IMLM (govt)</th>
<th>PN0 (govt)</th>
<th>VP (govt)</th>
<th>CCJ (NGO)</th>
<th>CIN (NGO)</th>
<th>CCE (NGO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>1999</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>2000</td>
<td>213</td>
<td>0</td>
<td>5</td>
<td>22</td>
<td>23</td>
<td>0</td>
</tr>
<tr>
<td>2001</td>
<td>262</td>
<td>0</td>
<td>2</td>
<td>21</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>2002</td>
<td>268</td>
<td>1</td>
<td>0</td>
<td>33</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>2003</td>
<td>348</td>
<td>274</td>
<td>2</td>
<td>12</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>2004</td>
<td>412</td>
<td>324</td>
<td>295</td>
<td>14</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>2005</td>
<td>210</td>
<td>155</td>
<td>138</td>
<td>8</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>2006</td>
<td>104</td>
<td>71</td>
<td>26</td>
<td>3</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>2007</td>
<td>54</td>
<td>0</td>
<td>33</td>
<td>27</td>
<td>36</td>
<td>35</td>
</tr>
</tbody>
</table>

The raw data reveal that some lists appear to be either active or inactive in the collection of killings records across time. For example, National Institute of Forensic Medicine Deaths (IMLM) appears to be inactive during the first two years, but active from 2000 onwards.
The National Police (PN0) appears active only from 2003 to 2006, and Human Rights Observatory of the Vice Presidency (VP) from 2004 onwards. However, the NGO groups (CCJ, CIN, CCE) appear to operate at a lower level through much of the years, where the Colombia-Europe-US Coordination (CCE) appears inactive until 2005. This appearance leads us to incorporate a bimodal distribution into the list main effects of our model. We want to allow for borrowing strength across time through hierarchical modeling, but the assumption that all years are exchangeable for a particular list appears doubtful due to the active and inactive periods.

### 3.3 Candidate models

We consider log-linear models for the Casanare data presented in Section 3.2. We compare different log-linear models, a standard method in the capture-recapture literature (Fienberg, 1972).

In the **unpooled, zeros from sampling model (U-ZS)**, we treat all zero counts as sampling zeros except for the number of people missing from all lists. In other words, we do not treat inactive lists as missing data, as in Zwane et al. (2004); van der Heijden et al. (2009); Sutherland et al. (2007). In the **hierarchical, zeros from sampling model (H-ZS)**, we fit a hierarchical log-linear model that enables us to borrow strength across years and explicitly model an active versus inactive list structure. We also fit the **unpooled, zeros from missing data model (U-ZM)**, where we treat inactive lists as missing data, following the methods in Zwane et al. (2004). Finally, we fit the **hierarchical, zeros from missing data model (H-ZM)**, where we treat inactive lists as missing data in a hierarchical log-linear model that borrows strength across years.

For each of these log-linear models, we specify separate main effects parameters for each list and year combination, allowing the recording probability for each list to vary freely over time. Data sparsity makes fitting all two-way interactions difficult. Instead, moti-
vated by HRDAG’s suggestion that dependence is lowest between lists of different types. We restrict interactions between two NGOs to be equal, between two government lists to be equal, and between a government and NGO to be equal (Mitchell et al., 2013).

Let $J$ be the number of lists, or sources, which cover overlapping strata of the population defined by $t = 1, \ldots, T$. For our applications, the strata variable is year. Let $N(t)$ be the size of the closed population in stratum $t$, for example, the number of killings in Casanare in year $t = 1998$. Let $n_k(t)$ be the number of population units in stratum $t$ with recording pattern $k$, a string of 1’s denoting recording in a list and 0’s denoting non-recording, of length $J$. We assume a multinomial sampling plan, independent for years $t = 1, \ldots, T$: 

$$
(n_o(t), \ldots, n_k(t), \ldots, n_1(t)) | N(t), \lambda, \omega \sim \text{Multi}(N(t), (\pi_o(t), \ldots, \pi_k(t), \ldots, \pi_1(t)))
$$

where $\pi(t) = (\pi_o(t), \ldots, \pi_k(t), \ldots, \pi_1(t))$ are the multinomial probabilities, and $\lambda$ and $\omega$ are log-linear model parameters. Our log-linear models are of the form

$$
\log \pi_k(t) = \lambda_0t + \lambda_{1,t}k_1 + \ldots + \lambda_{J,t}k_J + 
\sum_{j,j' \in \text{NGOs}} \omega_{\text{NGO}}k_jk_{j'} + \sum_{j \in \text{NGOs}, j' \in \text{govt}} \omega_{\text{govt}}k_jk_{j'} + \sum_{j \in \text{NGOs}, j' \in \text{govt}} \omega_{\text{mix}}k_jk_{j'}.
$$

The H-ZM model also specifies

$$
\lambda_{j,t} \sim N(\mu_j, \tau_j^2),
$$

and the H-ZS model specifies a mixture model for the main effects, independent

$$
\lambda_{j,t} | \gamma_{j,t} \sim (1 - \gamma_{j,t})N(\mu_{\text{inactive}}, \tau_{\text{inactive}}^2) + \gamma_{j,t}N(\mu_j, \tau^2),
$$

where $\gamma_{j,t} = 1$ if list $j$ is active in year $t$ and $= 0$ otherwise. We fix parameters $\mu_{\text{inactive}} = -9$ and $\tau_{\text{inactive}}^2 = 3$ and estimate $\mu_j$ and $\tau^2$ from the data, with the parameters given hyper-priors $\mu_j \sim N(0, \sigma^2_\mu)$, $\tau^2 \sim IG(a, b)$, where we take $a = 0.01$ and $b = 0.01$, a commonly used prior. We assign priors $\gamma_{j,t} \sim \text{Bern}(1/2)$, and $\omega_{\text{NGO}}, \omega_{\text{govt}}, \omega_{\text{mix}} \sim N(0, \sigma^2_\omega)$ independent, where $\sigma^2_\mu = \sigma^2_\omega = 100,000$ is very large so that the priors are essentially flat. For the unknown totals, we use the single observation unbiased prior (SOUP) $\pi(N(t)) \propto 1/N(t)$, see Meng and Zaslavsky (2002) and Section 3.4.4.
For the H-ZS model, we use the indicators for list activity in the interactions so that, for example, the interpretation of \( \omega_{\text{govt}} \) is the log-odds ratio between two government lists for years in which both lists are active, conditional on the other lists. We have

\[
\log \pi_k^{(t)} = \lambda_0 + \lambda_1 k_1 + \ldots + \lambda_J k_J + \sum_{j,j' \in \text{NGOs}} \omega_{\text{NGO}} \gamma^j_k \gamma^{j'}_{k'} k_j k_{j'} + \sum_{j,j' \in \text{govt}} \omega_{\text{govt}} \gamma^j_k \gamma^{j'}_{k'} k_j k_{j'} + \sum_{j \in \text{NGOs}, j' \in \text{govt}} \omega_{\text{mix}} \gamma^j_k \gamma^{j'}_{k'} k_j k_{j'}.
\]

For U-ZS, a main effect for list \( j \) in year \( t \) is estimated to be a low negative number. For H-ZS, this main effect is estimated to come from the inactive portion of mixture 3.3, which is centered at a low negative number \( \mu_{\text{inactive}} \). The H-ZS model makes the assumption that list main effects for inactive years are exchangeable and main effects for a given list for active years are exchangeable (Gelman et al. 2003). We also investigate an AR1 hierarchical, zeros from sampling model (AR1-ZS) where

\[
\begin{bmatrix}
\gamma_{j,1} \\
\vdots \\
\gamma_{j,T}
\end{bmatrix} \sim N\left(
\begin{bmatrix}
(1 - \gamma_{j,1})\mu_{\text{inactive}} + \gamma_{j,1}\mu_j \\
\vdots \\
(1 - \gamma_{j,T})\mu_{\text{inactive}} + \gamma_{j,T}\mu_j
\end{bmatrix},
\tau^2
\right)
\]

\[
\begin{bmatrix}
\gamma_{j,1} & \gamma_{j,1}\gamma_{j,2}\rho & \ldots & \gamma_{j,1}\gamma_{j,T}\rho^{T-1} \\
\gamma_{j,2}\gamma_{j,1}\rho & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
\gamma_{j,T}\gamma_{j,1}\rho^{T-1} & \ldots & \ldots & \gamma_{j,T}\gamma_{j,T}
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 - \gamma_{j,1} & 0 & \ldots & 0 \\
0 & 0 & \ddots & \ddots \\
0 & \ddots & \ddots & 1 - \gamma_{j,T}
\end{bmatrix}
\]

The model specifies that when a list is active in years \( t \) and \( t + r \) the main effects have correlation \( \rho^r \), but if one is inactive and the other is active, or if both are inactive, their correlation is zero. We assign the same priors as for the hierarchical mixture model, with prior \( \rho \sim Unif(0, 1) \) for the correlation parameter.

In addition to the joint models across years, we also fit log-linear models to each year separately,

\[
\log \pi_k = \lambda_0 + \lambda_1 k_1 + \ldots + \lambda_J k_J + \sum_{j,j' \in \text{NGOs}} \omega_{\text{NGO}} k_j k_{j'} + \sum_{j,j' \in \text{govt}} \omega_{\text{govt}} k_j k_{j'} + \sum_{j \in \text{NGOs}, j' \in \text{govt}} \omega_{\text{mix}} k_j k_{j'}.
\]
3.4 Fitting models

3.4.1 EM algorithm from Zwane et al. (2004)

To fit the U-ZM model, where we consider inactive lists as missing data, we implement
the algorithm proposed by Zwane et al. (2004). We describe the algorithm via a general
example to avoid the partitions notation in Zwane et al. (2004). If in year $t$, lists 3 and 4
are known to be inactive, we treat cell counts such as $n^{(t)}_{01000}$ as a margin $n^{(t)}_{01++0}$, and we
treat the four cells $n^{(t)}_{01000}$, $n^{(t)}_{01010}$, $n^{(t)}_{01100}$, $n^{(t)}_{01110}$ as missing data.

For each iteration $i$ of the EM algorithm, for the E step we set

$$
\hat{n}^{(t,i+1)}_{01010} = \frac{\sum_{p=1}^{T} \pi^{(p,i)}_{01010}}{\sum_{p=1}^{T} \pi^{(p,i)}_{01000} + \pi^{(p,i)}_{01010} + \pi^{(p,i)}_{01100} + \pi^{(p,i)}_{01110}} \cdot n^{(t)}_{01++0}.
$$

(3.7)

The standard EM algorithm requires a different E step (Dempster et al., 1977):

$$
\hat{n}^{(t,i+1)}_{01010} = E[n_{01010,t}|n^{(t)}_{01++0}, \pi^{(t,i)}].
$$

which by properties of the multinomial is

$$
= \frac{\pi^{(t,i)}_{01010}}{\pi^{(t,i)}_{01000} + \pi^{(t,i)}_{01010} + \pi^{(t,i)}_{01100} + \pi^{(t,i)}_{01110}} \cdot n^{(t)}_{01++0}.
$$

(3.8)

Thus, the assumption being made by Zwane et al. (2004) is that the probability of a record-
ing pattern (such as 01010) given that you are in the margin (such as 01++0) is identical
across years. This is a stronger assumption than ‘missing at random’ (MAR), the usual
assumption required for the EM algorithm.

For the M step of the algorithm, we fit the log-linear model to the completed data

$$
\{n^{(t)}_{k}\}_{k \neq 00000, 00010, 00100, 00110}.
$$

3.4.2 Bootstrap Confidence Intervals

For calculation of confidence intervals of the population size for U-ZS and U-ZM models
as well as the separate models in each year 3.6, we use the parametric bootstrap (Buckland
We take 500 bootstrap samples from the multinomial distribution, using the maximum likelihood estimates of $\{\hat{\pi}(t)\}_t$ from the data. We then refit the model to get estimates $\hat{N}(b,t)$ for all years $t$. With estimates from $b = 1, ..., 500$ we then take quantiles to get 95% intervals for each year $t$.

### 3.4.3 Fitting the hierarchical models

Computation for the hierarchical models is done by a Gibbs sampling algorithm. If we are fitting the H-ZS model, we sample from the posterior

$$\{N(t)\}_t, \{\lambda_{j,t}\}_{j,t}, \omega, \{\gamma_{j,t}\}_{j,t}, \{\mu_j\}_j, \tau^2, \rho \mid \{n_k^{(t)}\}_{k \neq o,t},$$

(3.9)

where $\omega = \{\omega_{NGO}, \omega_{govt}, \omega_{mix}\}$. If we are fitting the AR1 model, then the posterior includes the parameter $\rho$. The steps of the algorithm for the mixture and AR1 hierarchical models are given in Appendices A.2.1 and A.2.1.

If we are fitting the H-ZM model, we sample from the posterior

$$\{N(t)\}_t, \{n_k^{(t)}\}_{k \neq o,t}, \{\lambda_{j,t}\}_{j,t}, \omega, \{\gamma_{j,t}\}_{j,t}, \{\mu_j\}_j, \tau^2, \rho \mid \{n_k^{(t)}\}_{\text{obs}},$$

(3.10)

where $\{n_k^{(t)}\}_{\text{obs}}$ are observed cells and margins when we view zero counts for lists in a year as missing data.

From the MCMC samples, we obtain estimates from the posterior mean and 95% posterior intervals from the 2.5% and 97.5% empirical quantiles of the MCMC realizations.

### 3.4.4 Single Observation Unbiased Prior

The Jeffreys prior $\pi(N) \propto 1/N$ used by Smith (1991); Castledine (1981) is a single observation unbiased prior (SOUP) for the population total $N$ (Jeffreys, 1961; Meng and Zaslavsky, 2002). In other words, it has the property that the posterior mean of $N$ conditional on
the observed data is unbiased. As shown by Stuart and Zaslavsky (2005), for the simple two-list case, the SOUP is uninformative for the list inclusion probabilities. We prove in Appendix A.2.1 that this extends to our log-linear model parameters where we take the yearly population total priors to be independent \( \pi(N_t) \propto 1/N_t \).

### 3.5 Simulated Data

In the spirit of calibrated Bayesian analysis advocated in Rubin (1984), we check which of our log-linear models provides the least biased estimates with shortest 95% confidence or Bayesian posterior intervals with 95% coverage. The real datasets do not allow us to assess bias or coverage, so we turn to simulated data.

First, we generate data from the H-ZS model. We use the posterior means of the model parameters and population totals \( N^{(t)} \) from fitting the Casanare data. When fitting U-ZM and H-ZM models to these data, we would treat cell counts such as \( n_{01|10+}^{(2003)} \) as being \( n_{01+10+}^{(2003)} \) if lists 3 and 6 are inactive in 2003.

We also generate data from the H-ZM model. In other words, we generate data from model 3.4 with prior 3.2, where all lists are always active. We then obscure the inactive lists, following the pattern of the Casanare data, taking sums for lists that are inactive so that only margins such as \( n_{01|10+}^{(2003)} \) are visible if lists 3 and 6 are inactive in 2003. When fitting U-ZS and H-ZS models, we treat margins such as \( n_{01+10+}^{(2003)} \) as cell counts \( n_{01|10+}^{(2003)} \) if lists 3 and 6 are inactive in 2003. However, for the generated data we see that \( \log(\pi_{01|10+}^{(2003)}) \) is not linear in the parameters,

\[
\log \left( \pi_{01|10+}^{(2003)} \middle| \text{treat as } n_{01|10+}^{(2003)} \right) = \log \left( \pi_{01|100}^{(2003)} + \pi_{01|101}^{(2003)} + \pi_{01|100}^{(2003)} + \pi_{01|101}^{(2003)} \right) = \log \left( \exp(\lambda_{0t} + \lambda_{2,t}) + \exp(\lambda_{0t} + \lambda_{2,t} + \lambda_{4,t} + \lambda_{2,4}) + \ldots \right).
\]

Thus, our 0’s from sampling models may have a disadvantage to the 0’s from missing data models, which would have the correct model form.
We check robustness to the assumption of exchangeability, 3.2 for H-ZM and 3.3 for H-ZS, by generating data according to the AR1-ZS model.

3.6 Results

3.6.1 Simulation Results

We do 100 simulations from each of the H-ZS, AR1-ZS and H-ZM models. When simulating data from the H-ZS or AR1-ZS models (see Figure 3.1a and Figure A.17a in A.2.4), the hierarchical models H-ZS, AR1-ZS and H-ZM have smaller mean square error (MSE), bias, and interval width, achieving similar coverage to the unpooled models. We plot average bias as the $\log(\text{abs}(\text{bias})) \times \text{sign}(\text{bias})$, enabling us to use the log-scale with negative values. Results are very similar whether data are generated by the AR1-ZS model with $\rho = 0.5$ versus the H-ZS model (equivalent to AR1-ZS with $\rho = 0$). Thus, there is robustness to the exchangeability assumption made by the H-ZS and H-ZM models.

When simulating data from the H-ZM model (see Figure 3.1b), all five joint models perform similarly in MSE and bias, though the H-ZM model is slightly less biased. Again, the hierarchical models have shorter interval widths. For coverage, none of the models achieve close to 95% coverage, but the H-ZM model does best. Note in particular that the U-ZM model, using methods from Zwane et al. (2004) has only 40% coverage. We suspect that the reason is related to the fact that their algorithm uses the E step 3.7 rather than 3.8. In extra simulations not included here, the U-ZM estimates have worse bias relative to U-ZS when fit to data from the H-ZS model with a large difference between capture intensity in active versus inactive periods.

We also examine simulation results restricted to 1998 and 1999, when there is less data (see Figure 3.2 and in A.2.4 Figure A.17b). Simulating from the H-ZS model, we see that the H-ZM gives lower and negatively biased estimates in the first two years, and the coverage is close to the nominal 95% for the H-ZS and AR1-ZS models.
In A.2.4 we also look at how often the estimates $\hat{N}(t)$ are higher than the population of Casanare. When generating from the H-ZS or AR1-ZS models and fitting separate models in each year, this occurs 17% to 69% of the time in years 1998-2002, and rarely in later years. For data generated by the H-ZM model, this occurs 41% of the time in 2002, and rarely in other years. When fitting the unpooled models U-ZS and U-ZM, it occurs up to 25% of time during years 1998-2002 with data generated by H-ZS or AR1-ZS, and never in later years or when data is generated by the H-ZM model. Estimates for the hierarchical models H-ZS, AR1-ZS and H-ZM never have estimates exceeding the population of Casanare.
Figure 3.1: Results from simulations, generating data from the H-ZS and H-ZM models, using $\mu_j$, $\tau^2$, $\omega$, $N^{(t)}$, and $\gamma_{j,t}$ from posterior means of Casanare data. We do 100 simulations from each of the H-ZS and H-ZM models.
Figure 3.2: Results from years 1998 and 1999 in the simulations, generating data from the H-ZS and H-ZM models, using $\mu_j$, $\tau^2$, $\omega$, $N^{(t)}$, and $\gamma_{jt}$ from posterior means of Casanare data. We do 100 simulations from each of the H-ZS and H-ZM models.
3.6.2 Real Data Results

We fit the joint models U-ZS, H-ZS, AR1-ZS, U-ZM, and H-ZM, as well as the separate models in each year, to the Casanare data described in Section 3.2. When fitting U-ZM and H-ZM, the methods of Zwane et al. (2004) require it be known when lists are missing. For the Casanare data, this information is not available, and we assume a list is missing if it has exactly zero counts in a year.

We see in Figure 3.3 that for the Casanare data, the hierarchical models give much shorter intervals than the other methods in 1998 and 1999, when few lists operate. The H-ZS model gives posterior mean $\hat{\tau}^2 = 0.5$, H-ZM gives $\hat{\tau}^2 = 2.6$, the AR1-ZS model gives $\hat{\tau}^2 = 0.4$, and the correlation parameter $\hat{\rho} = 0.3$.

Our H-ZS model gives $\hat{N} = 8999$ (7388, 11291) and AR1-ZS gives $\hat{N} = 8275$ (6340, 10498) for the total killings in Casanare between 1998 and 2007, similar to the best-fitting model collapsing years from Mitchell et al. (2013), which gives $\hat{N} = 9277$ (7538, 11720). The ZM models give lower estimates than the ZS models, with H-ZM giving $\hat{N} = 7273$ (6077, 9044).

3.6.3 Posterior Predictive Checks

For the Casanare data, we want to check that the hierarchical models are consistent with the data. We do posterior predictive checks for the H-ZS, AR1-ZS and H-ZM models in Figure 3.4. We draw 500 simulated values from the posterior predictive distribution of replicated data, and compare these samples to the observed data through three test statistics. The first statistic is the number of events captured by only one list. The second is the number captured by exactly two lists, and the third is the maximum number of captures for any event. Note that with $J = 6$ lists, the highest this statistic can be is 6. We report Bayesian p-values, the probability that the replicated data could be more extreme than the observed data, where the probability is over the posterior distribution of the model.
Figure 3.3: Point estimates and 95% intervals for the number of killings in Casanare, Colombia across 10 years, estimated using $J = 6$ lists. For U-ZS, $\hat{N} = 7520 (6309, -)$ for H-ZS, $\hat{N} = 8999 (7388, 11291)$ for AR1-ZS, $\hat{N} = 8275 (6340, 10498)$ for U-ZM, $\hat{N} = 7005 (5678, -)$ for H-ZM, $\hat{N} = 7273 (6077, 9044)$. *We use the symbol “−” to indicate that the upper limit is greater than the population of Casanare.
parameters and replicated data (Gelman et al., 2003, p.162). All p-values were not significant at the 0.05 level, indicating that the observed data looks plausible under the posterior predictive distributions from all three models. Graphical posterior predictive checks are available in A.2.3 and show good fit to the data, with visual assessment showing better fit for the H-ZS and AR1-ZS models.

### 3.6.4 Comparing the Casanare Data and Simulation Study

When simulating from the H-ZM model, the average estimates for the H-ZM model are higher than for the H-ZS and AR1-ZS models. Simulating from the H-ZS or AR1-ZS models, the three hierarchical models give similar average estimates, though in Figure 3.2a we see that the H-ZM gives lower and negatively biased estimates in the first two years. When fit to the Casanare data, H-ZM gives lower estimates than H-ZS and AR1-ZS in all years except for 2006. Thus, the behavior of the models when fit to the Casanare data more closely mimics our simulations from H-ZS and AR1-ZS in terms of average estimates. In all our simulations and the real Casanare data, the hierarchical models give shorter intervals, though the difference is mainly in the first two years.

### 3.7 Discussion

In this paper we investigate models to estimate the number of armed conflict killings that occurred in Casanare, Colombia in the years 1998-2007. Earlier work estimated the total number of killings across the ten-year period (Mitchell et al., 2013) or was unable to provide an estimate for the early years due to lack of data (Lum et al., 2010; Guberek et al., 2010).

The methods proposed in Zwane et al. (2004) require knowledge of when lists are active or inactive, and make the missing at random assumption and an assumption that the probability of a recording pattern given that you are in a margin is identical across
years. We fit a hierarchical, zeros from missing data model that makes the first of these assumptions and borrows information across the years. When applying these methods to the Casanare data, we made the ad hoc assumption that a list is inactive only if it has a count of exactly zero in a given year. Since the Casanare data include years with very low activity, only a handful of events recorded, it may not be compelling to treat these years differently than the zero counts. The hierarchical, zeros from sampling model and the autoregressive extension allow for the active and inactive periods to be estimated from the data, grouping very low activity together with zero counts. These models have an advantage over the standard log-linear models in interpretation, because the interaction terms are log-odds ratios between lists when both are on. Furthermore, these models allow for borrowing of information across years, enabling us to obtain useful intervals for the number of killings in the early years, where there are less data.

Posterior predictive checks give reason to trust the estimates from all the hierarchical models, whether we treat the view the zeros as from sampling or missing data. As noted in Section 3.6.4, the behavior of the models when fit to the Casanare data more closely mimics our simulations from the hierarchical, zeros from sampling models in terms of average estimates. In these simulations, the hierarchical, zeros from sampling models give better coverage than the zeros from missing data models.

For the Casanare data, we prefer the hierarchical, zeros from sampling models both because it is a more principled approach to handling the years with low activity, and because our simulation study gives us reason to trust these models more for these data. This leads us to believe that the level of violence in 1998 and 1999 was higher, and more similar to the level in 2000, before lowering in 2001. The question is then, why did the violence go down in 2001? The lower estimates for 1998 and 1999 from the zeros from missing data models would instead of lead us to ask why the violence increased temporarily in 2000.

In epidemiology and human rights applications, it is common for lists to concentrate their efforts in different years, locations, or segments of the population. If these times,
locations, or groups are overlapping, then the methods in this paper can be useful. If there is a temporal or spatial structure, we recommend using a hierarchical model to borrow strength across years and regions in a principled way. Autoregressive (temporal or spatial) should be explored and assessed via posterior predictive checks.

The hierarchical Bayes formulation of the Rasch model in Fienberg et al. (1999) can be extended to estimate population totals over strata, such as years. Their Bayesian latent variable formulation of the partial quasi-symmetry models discussed by Darroch et al. (1993), can be used to model the different visibility of events in NGOs versus government lists. Our log-linear models instead focus on the list dependence, modeling the way in which NGO and government groups may be sharing information.
Figure 3.4: Posterior predictive distribution, observed result, and p-value of three test statistics for the Casanare data, fitting the hierarchical models. Based on 500 simulations. The first statistic is the number of events captured by only one list. The second is the number captured by exactly two lists. The third is the maximum number of captures for any event (with $J = 6$ lists, the highest this can be is 6).
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Abstract

This document is the protocol for the end-line evaluation of the Millennium Villages Project. In Section 4.1 we provide some of the project’s background. In Section 4.2 we describe the project’s principles and site selection, in Section 4.3 we outline the core evaluation questions and in Section 4.4 we outline the sections that will address them: the adequacy assessment in Section 4.8, impact evaluation in Section 4.9, cost assessment in Section 4.10, and process evaluation in Section 4.11. In Section 4.5 we defined the primary outcomes, and in Section 4.6 the secondary outcomes. In Section 4.7 we describe the survey data collection. In Section 4.12 we discuss our plan for transparency. Section 4.13 outlines the timeline for the evaluation. Section 4.14 addresses ethical issues, and Section 4.15 addresses study limitations. Taken together, this evaluation protocol is designed to assess the MVPs model of integrated rural development on achieving the MDGs in 10 selected sub-Saharan African study sites.

4.1 Background

Rural sub-Saharan Africa is home to millions of the world’s poorest people, most of whom live in below-subsistence conditions and face acute social and economic vulnerabilities and a high burden of disease [Kifle et al., 2002]. Deficiencies in food, education, and income are compounded by limited access to adequate housing, water and sanitation, transport, and communication services. Taken together, these act both to increase exposure and to reduce resistance to disease and avoidable death [Sachs et al., 2004].

In September 2000, world leaders came together at the UN Millennium Summit to adopt the Millennium Declaration, committing their nations to a new global partnership to reduce extreme poverty, setting targets with a deadline of 2015 that have become known as the Millennium Development Goals (MDGs) [United Nations, 2000].
The UN Millennium Project, an independent advisory effort from 2002-2005 initiated by UN Secretary-General Kofi Annan, identified steps designed to achieve the MDGs (Sachs and McArthur, 2005). The project recommended investments in scientifically-driven interventions, in the context of open, well-governed, and market-based economies.

The Millennium Villages Project (MVP) was initiated in 2005 to help design, measure, and scale up effective delivery systems for the UN Millennium Project’s recommended interventions across multiple sectors (Sanchez et al., 2007). The MVP was piloted in Sauri, Kenya and Koraro, Ethiopia in 2005, and expanded to include fourteen villages with half a million inhabitants by 2006. The project’s goal was to help rural populations achieve the MDGs and move the village towards self-sustaining economic growth.

### 4.2 Project description

The MVP model for achieving MDGs in rural, sub-Saharan Africa adheres to several core principles:

- The implementation of multi-sectoral and integrated interventions grounded in well-managed delivery systems;

- The implementation of scientifically-driven technologies and practices;

- The participation of local village communities in the planning, execution, and monitoring of a set of interventions, designed specifically for each Millennium Village (MV);

- Co-planning and implementing the MV concept at the local and district level government agencies;

- Cost-sharing with government, donors, and the community;

- Learning by doing in the design of intervention systems.
The MVP multi-sector approach includes interventions in food production, nutrition, education, health services, roads, energy, communications, water supply and sanitation, enterprise diversification, environmental management and business development. See Appendix A.4 for a listing and timeline of the core MVP interventions by sector. The MVP delivers diverse, simultaneous interventions to address multiple objectives and to enable possible synergistic gains through positively interacting interventions, motivated by the idea that the whole may be greater than the sum of its parts (Sachs, 2007; Sachs et al., 2004). We discuss evaluation of the intervention synergies in Section 4.9.8. The MVP uses technologies and techniques such as agroforestry, insecticide-treated malaria bednets, antiretroviral drugs, community deworming, remote sensing, and geographic information systems.

The MVP is a ten-year project with two five-year phases. The first phase concentrates on “quick win” interventions, which include:

- Free mass distribution of malaria bednets and effective antimalarial medications;
- Elimination of user fees for primary schools and essential health services;
- Expansion of school meals programs; and
- A large-scale replenishment of soil nutrients to smallholder farmers on lands with nutrient-depleted soils.

At the end of this initial phase, roughly in 2009 (with variation across the sites) the MVP evolved from a demonstration of quick wins to focus more on commercializing the gains in agriculture and on designing local service delivery systems in health, education, infrastructure, agriculture and business development.
4.2.1 MV Study Site Selection

The project grew organically at the start. It began as a single site, Sauri, Kenya and then expanded to 10 countries by 2007. By 2007, there were a total of 14 MV sites. The criteria for selecting these as MV sites were as follows:

- All sites were located in ‘hunger hotspots’, defined as areas with more than 20% of underweight children under the age of five (Sanchez et al., 2005).

- The MV sites were selected to represent ten different agroecological zones in sub-Saharan Africa, each with distinctive agronomic, health and economic challenges.

- The sites were selected with the agreement and commitment of national governments to partner with MVP’s design and implementation of the projects model.

Of the 14 MV sites, 12 were selected to be research sites (See Figure 4.1). We define research sites as those where baseline and at least one follow-up household survey data was collected. The two MV sites not part of the 12 research sites are: Toya, Mali, and Gumuliira, Malawi. These two sites were not selected as part of the MV research sites due to two main reasons: 1) Two MV research sites (Tiby, Mali, and Mwandama, Malawi) were selected as already representing these particular agroecological zones, 2) Toya and Gumuliira have populations less than 10,000 inhabitants preventing them from becoming sites with reasonable economies of scale to operate the full MVP package of interventions.

Ikaram, Nigeria, and Dertu, Kenya, stopped operating interventions because of financing shortages and were only funded for the first phase of the MVP project period. Since then, the Ikaram MV has been under the administration of the local Nigerian government. Dertu, Kenya, faced civil war in addition to financing problems. There is no longitudinal data being collected from these four sites. One can consider our estimates of program impact as estimates for the superpopulation of villages in which MVP treatment would not have been disrupted by financing shortages or political instability.
Ikaram, Nigeria, and Dertu, Kenya, stopped operating interventions because of financing shortages and were only funded for the first phase of the MVP project period. Since then, the Ikaram MV site has been under the administration of the local Nigerian government. The Dertu MV site operations were disrupted by civil war in 2010, in addition to financing problems. All four of these sites have not carried out any data collection since 2008. There are no plans to collect household survey from these four sites when the project finishes its operations at Year 10. Maybe we should say something about TOT (treatment on treated) versus ITT (intention to treat) here? Or just this: One can consider our estimates of program impact as estimates for the super population of villages in which MVP treatment would not have been disrupted by financing shortages or political instability.

We restrict this evaluation to include the ten research sites still in operation: 1) Pampaida, Nigeria, 2) Tiby, Mali, 3) Potou, Senegal, 4) Bonsaaso, Ghana, 5) Sauri, Kenya, 6) Ruhiira, Uganda, 7) Mayange, Rwanda, 8) Mbola, Tanzania, 9) Koraro, Ethiopia, and 10) Mwandama, Malawi. See Table 4.1 for the project start dates of each research site.

In these ten clusters, there is an average population of approximately 45,000 inhabitants per cluster. In each cluster, interventions commenced in an area of approximately 5000 inhabitants (roughly 1000 households). See Table 4.1 for a more detailed description of the ten clusters. This area, referred to as the research village, or the MV1, receives the most MVP interventions. Over time, as additional resources became available, the MVP expanded to surrounding villages, referred to as the MV2, which receives a subset of the interventions implemented in MV1. The MV1 and MV2 combined constitute the MV cluster.
Table 4.1: Description of the ten MV’s covered in this evaluation. These population counts were collected in 2010-2012 via a census in MV1, and household counts in MV2 (2010-2013).

<table>
<thead>
<tr>
<th>MV</th>
<th>Agroecological Zone</th>
<th>Start date</th>
<th>DHS dates</th>
<th>Number of Households in MV1 (research village)</th>
<th>Population in MV1 (research village)</th>
<th>Number of Households in MV1+MV2 (cluster)</th>
<th>Population in MV1+MV2 (cluster)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonsassou, Ghana (GB)</td>
<td>Tree Crop</td>
<td>Q3</td>
<td>2001, 2006, 2010</td>
<td>6049</td>
<td>31,756</td>
<td>90,382</td>
<td>37,153</td>
</tr>
<tr>
<td>Mwandama, Malawi (MM)</td>
<td>Cereal-Root (Southern miombo)</td>
<td>Q3</td>
<td>2004, 2009, 2009</td>
<td>1204</td>
<td>6049</td>
<td>90,382</td>
<td>37,153</td>
</tr>
<tr>
<td>Tby, Mali (MT)</td>
<td>Cereal-Root (Sudan savanna)</td>
<td>Q3</td>
<td>2006, 2006, 2008</td>
<td>986</td>
<td>4924</td>
<td>37,153</td>
<td>37,153</td>
</tr>
<tr>
<td>Mbola, Tanzania (TM)</td>
<td>Maize Mixed</td>
<td>Q2</td>
<td>2004, 2006, 2006</td>
<td>717</td>
<td>3137</td>
<td>37,153</td>
<td>37,153</td>
</tr>
<tr>
<td>Ruhiira, Uganda (UR)</td>
<td>Highland Perennial</td>
<td>Q2</td>
<td>2000, 2006, 2011</td>
<td>9948</td>
<td>46,570</td>
<td>90,382</td>
<td>37,153</td>
</tr>
</tbody>
</table>
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Figure 4.1: Millennium Village Project study sites.
4.3 Evaluation Questions

While specific interventions within the MVP package have scientifically proven effect (Kremer and Holla, Cohen and Dupas, 2010; Schofield, 2014), the specific package of interventions and its implementation elicit many questions of interest:

1. Are the MDG targets met within each research village (MV1) site?

2. What are the MVP treatment effects on each of the primary MDG indicators of interest? In other words, what progress towards the MDGs is attributable to the program?

3. Does the MVP stay within the target of $120 annual per capita cost?

4. Which factors have most barred or best facilitated the implementation of integrated intervention packages? What are the biggest lessons learned?

Our evaluation aims to answer these questions using mixed methods outlined below. Section 4.15 discusses other big questions related to the MVP that will not be answerable by this evaluation.

4.4 Project Evaluation Components

The final evaluation uses mixed methods to answer the questions in Section 4.3.

1. Adequacy assessment: To assess the adequacy of reaching MDGs in the research villages (MV1).

2. Impact evaluation: To attempt to isolate the effect of the program in the research villages (MV1). In other words, to answer the question of causality.
3. **Cost assessment**: To compute all annual on-site costs of carrying out MVP interventions and activities in each of the sites - by sector, year, stakeholder, and MV1 versus MV2. It will assess the costs relative to the projects $120 annual per capita cost-sharing model.

4. **Process evaluation**: To document and assess the design and implementation of the multi-sector MVP approach, generating new insights regarding project feasibility by documenting the content of interventions, their timing and sequence, and key barriers and facilitators to their introduction - providing lessons and highlighting challenges for maintenance of the MVP delivery systems and interventions, and transfer to other contexts.

We elaborate on each of these components in Sections 4.8, 4.9, 4.10, and 4.11, respectively.

### 4.5 MDG Primary Outcomes

The primary outcomes of interest, for both the adequacy assessment and impact evaluation (see Sections 4.8 and 4.9), are a subset of fifteen MDG indicators. These primary outcomes are listed in Table 4.2 with definitions from standard UN MDG guidelines and 2015 targets.

Excluded indicators are provided in Appendix A.6 These include indicators inapplicable in the context of the villages (e.g. proportion of seats held by women in national parliament, proportion of urban population living in slums or the official development assistance and global market access indicators); indicators that are too difficult or costly to measure (e.g. CO2 emissions, total, consumption of ozone-depleting substances, or HIV prevalence among population aged 15-24 years); indicators that are not part of the core MVP interventions (e.g. literacy rates of 15-25, since MVP education related interventions focus on primary aged children). Finally, some indicators are excluded because
there are insufficient sample sizes to capture the indicator (e.g. maternal mortality), yet are tracked by the project.

To facilitate comparability, the MDGs are assessed using survey tools that draw directly from international assessment tools for program monitoring and evaluation including the USAID funded Demographic and Health Surveys (DHS), UNICEFs Multiple Indicator Clusters Surveys (MICS) and World Bank Living Standards Measurement Study (LSMS) survey.

Table 4.2: The Millennium Development Goal (MDG) indicators that constitute our primary outcomes. All indicators are defined in MDG (2014). Targets are defined by the UNDP (Group, 2003), unless otherwise indicated: (m) denotes a target defined by the MVP (MVP, 2009), for indicators without specific 2015 targets set by the UNDP; (u) indicates a target defined by UNESCO (UNESCO Institute for Statistics, 2010). A * on the indicator number labels those indicators measured by DHS. (f): The Foster-Greer-Thorbecke, or FGT, metric is a generalized measure of poverty within an economy. The general formula is $\text{FGT}_\alpha = \frac{1}{n} \sum_{i=1}^{q} \left( \frac{z - y_i}{z} \right)^\alpha$. We note that indicator 1.1 is $\text{FGT}_0$.

<table>
<thead>
<tr>
<th>#</th>
<th>Indicator</th>
<th>2015 Target</th>
<th>Definition, village-level</th>
<th>Variable in the Causal model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Proportion of population below 1.25 USD (PPP 2005) per day</td>
<td>Reduce to 50% of the level in 1990</td>
<td>proportion of all people that live below 1.25 USD (PPP 2005) per day</td>
<td>average USD (PPP 2005) per day people live on. At the individual-level, outcome is continuous.</td>
</tr>
<tr>
<td>1.2</td>
<td>Poverty Gap ratio</td>
<td>Reduce to 50% of the level in 1990</td>
<td>$\text{FGT}<em>1^{(f)} = \frac{1}{n} \sum</em>{i=1}^{q} \left( \frac{z - y_i}{z} \right)$ summing over all q people below the poverty line, $z = 1.25$ USD (PPP 2005), where $y_i$ is income of person $i$, and $n$ is the number of people sampled</td>
<td>use the above $\uparrow$</td>
</tr>
</tbody>
</table>

Continued on next page
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<table>
<thead>
<tr>
<th>#</th>
<th>Indicator</th>
<th>2015 Target</th>
<th>Definition, village-level</th>
<th>Variable in the Causal model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8*</td>
<td>Underweight among children under 5 years old</td>
<td>Reduce to 50% of the level in 1990</td>
<td>proportion of children under 5 years old who fall below minus two standard deviations of weight for age of the WHO standard</td>
<td>average weight for age z-score among children under 5. At the individual-level, outcome is continuous.</td>
</tr>
<tr>
<td>2.1*</td>
<td>Net attendance ratio in primary education</td>
<td>$\geq 90%^{(m)}$</td>
<td>proportion of children of primary school age who attend primary or higher education</td>
<td>$\Leftarrow$ same. At the individual-level, outcome is binary.</td>
</tr>
<tr>
<td>2.2</td>
<td>Proportion of pupils starting grade 1 who reach last grade of primary education</td>
<td>$\geq 90%^{(m)}$</td>
<td>estimated probability of a student in grade 1 advancing to the end of primary school, subject to retention rates in the year of the survey, estimated by the reconstructed cohort method (MDG, 2014)</td>
<td>$\Leftarrow$ same. No individual-level outcomes.</td>
</tr>
<tr>
<td>3.1*</td>
<td>Gender parity in primary education</td>
<td>$0.97 - 1.03^{(u)}$</td>
<td>ratio of girl gross attendance ratio to boy gross attendance ratio [gross attendance ratio = (# of people in primary school)/(# of children of primary school age), note that this can be greater than 1]</td>
<td>$\Leftarrow$ same. No individual-level outcomes.</td>
</tr>
</tbody>
</table>

MDG Goal 2: Achieve universal primary education

MDG Goal 3: Promote gender equality and empower women

MDG Goal 4: Reduce child mortality

Continued on next page
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<table>
<thead>
<tr>
<th>#</th>
<th>Indicator</th>
<th>2015 Target</th>
<th>Definition, village-level</th>
<th>Variable in the Causal model</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1*</td>
<td>Under-5 mortality rate</td>
<td>Reduce to 33% of the level in 1990</td>
<td><strong>estimated probability</strong> of a child dying before age 5 years subject to survival rates in the 5 year window preceding the survey (assumption: constant survival rate in that 5 year window); usually reported as deaths per 1000 live births</td>
<td>⇐ same. Survival analysis at individual-level, using birth histories, see Appendix A.7.3</td>
</tr>
<tr>
<td>4.2*</td>
<td>Infant mortality rate</td>
<td>Reduce to 33% of the level in 1990</td>
<td><strong>estimated probability</strong> of a child dying before age 1 year subject to survival rates in the 1 year window preceding the survey (assumption: constant survival rate in that 1 year window); usually reported as deaths per 1000 live births</td>
<td>⇐ same. Survival analysis at individual-level, using birth histories, see Appendix A.7.3</td>
</tr>
<tr>
<td>4.3*</td>
<td>Measles immunization rate of 1 year-old children</td>
<td>$\geq 90%^{(m)}$</td>
<td><strong>proportion</strong> of children aged 12-23 months who received measles vaccine before their first birthday</td>
<td>⇐ same. At individual-level, outcome is <strong>binary</strong>.</td>
</tr>
<tr>
<td>5.2*</td>
<td>Skilled birth attendance</td>
<td>$\geq 70%^{(m)}$</td>
<td><strong>proportion</strong> of women age 15-49 years with a live birth in the last 2 years who were attended by a skilled health personnel during their most recent live birth</td>
<td>⇐ same. At individual-level, outcome is <strong>binary</strong>.</td>
</tr>
<tr>
<td>#</td>
<td>Indicator</td>
<td>2015 Target</td>
<td>Definition, village-level</td>
<td>Variable in the Causal model</td>
</tr>
<tr>
<td>-----</td>
<td>----------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>5.3</td>
<td>Modern contraception use</td>
<td>an absolute increase of 25% from the MVP Baseline per site (m)</td>
<td>proportion of women age 15-49 years who are currently married or in a union where she or her partner is using a modern contraceptive method</td>
<td>(\Leftarrow) same. At individual-level, outcome is binary.</td>
</tr>
<tr>
<td>5.5</td>
<td>Antenatal care coverage - at least four (4) visits with any provider</td>
<td>(\geq 70% (m))</td>
<td>proportion of women age 15-49 years with a live birth in the last 2 years who received antenatal care at least four times during their last pregnancy (with any provider)</td>
<td>average number of antenatal care visits per woman. At individual-level, outcome is a count.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

**MDG Goal 6: Combat HIV/AIDS, malaria and other diseases**

| 6.7 | Children under 5 sleeping under insecticide-bed nets | \(\geq 80\% (m)\)                                                        | proportion of children under 5 years old who slept under an insecticide treated mosquito net the night prior to the survey | \(\Leftarrow\) same. At individual-level, outcome is binary. |

**MDG Goal 7: Ensure environmental sustainability**

| 7.8 | Access to improved drinking water | Reduce proportion without access to 50% of the level without access in 1990 | proportion of all persons who use an improved source of drinking water | \(\Leftarrow\) same. At individual-level, outcome is binary. |

| 7.9 | Access to Improved sanitation       | Reduce proportion without access to 50% of the level without access in 1990 | proportion of all persons who use improved sanitation facilities | \(\Leftarrow\) same. At individual-level, outcome is binary. |
4.6 Secondary Outcomes

While the 15 primary outcomes are MDG indicators, some non-MDG indicators may be of interest, including:

- fertility rate,
- assets (Filmer and Pritchett [2001]; Michelson et al., 2013),
- agricultural output,
- stress and mental health,
- occupation types,
- stunting,
- ownership (as opposed to use of) bed nets, and
- malaria mortality.

4.7 Survey data collection

Data for analyses are derived from population-based surveys at multiple points in time, routine monitoring systems, qualitative data, and economic cost data. Surveys are collected from the MV1 research villages. Qualitative process data and costing data are collected at the cluster-level (MV1 and MV2 as well). Here we describe survey data collection since baseline (2005). These survey methods will be mirrored within comparison villages at end-line (2015). For sample size calculations for the end-line survey, see Section 4.9.6. Economic costing data and qualitative process data are described in Sections 4.10 and 4.11, respectively.
4.7.1 Household surveys

Household selection: Within each MV1, a detailed household mapping was conducted at baseline (2005-2006), prior to the initiation of interventions. This process included a household and population census, Global Positioning System (GPS) readings, and household wealth ranking. Following this process, proportional sampling was used to randomly select 300 geographic and wealth-stratified households within the MV1 to undergo detailed periodic assessments.

Consenting households are followed longitudinally over two assessment rounds (Year 3, Year 5, and Year 10). Before each survey, a census is conducted. In the event of refusals or household attrition, a replacement household, present at baseline and from a similar baseline wealth strata, is chosen at random to maintain the sample size. In addition, households not present at baseline are added so that the fraction of new households in the sample equals the fraction of new households in the MV1 population at the time of the survey. This way, we can estimate progress towards the MDGs either among households present at baseline, or among a changing group of households that are present in the village. We note that the age distribution of households present at baseline may be skewed towards older people, so the cross section at end-line may be more relevant.

The Household Survey is administered to all household heads of sampled households (and/or other knowledgeable household member) capturing information on household demography, education, employment, malaria bed net usage, land ownership and use, agricultural and non-agricultural sources of income, assets, expenditure, consumption and access to basic services including water and sanitation, and energy, transport and communication.
In and Out Migration

At each survey round, the project does a census of MV1, and asks household (HH) heads whether each member from a previous round was:

- still living in HH,
- deceased,
- moved to another HH within the village,
- moved to another HH outside of the village,
- left HH to go to school outside of the village,
- child born to HH Member while member living in HH,
- moved into this HH from within the village, or
- moved into this HH from outside the village.

With the questions above, someone who leaves and returns at a later survey round would get counted twice, once in the out-migration and once in the in-migration. In the 2015 surveys, we propose to include questions to ask each surveyed individual if they have lived in either the cluster, or specifically MV1, since baseline. These questions combined with the above should allow us to compute statistics on in and out migration from the clusters, or more specifically, from the MV1 research sites.

For the impact and adequacy assessments, we propose to analyze those present since birth or baseline (whichever came first) separately from the cross-section of those present in 2015. This is likely more relevant that the separate analyses of houses present since baseline or not.

We will compute 2010 and 2015 statistics for:
• % of people who left MV1 since 2005,
• % who left the cluster since 2005,
• % of residents currently in the cluster who moved to the cluster since 2005,
• % of residents of MV1 who moved to MV1 since 2005.

4.7.2 Adult surveys

Within each participating household, all household members age 15-49 are given the adult survey. Household members are defined as those who have lived in the household for at least 3 of the past 12 months, and who ‘normally eat from the same pot.’ Additionally, the main provider for the household and newlyweds are given the adult survey as well, if they are age 15-49.

The survey examines health-related MDGs, nutrition and food security, and health seeking behavior.

4.7.3 Reproduction and pregnancy surveys

Birth histories are collected for all women in MV1 in each survey round, in order to estimate under five and infant mortality.

4.7.4 Biological and Anthropometric data

**Biological testing:** Tests for malaria (thick and thin smears) and anemia using a HemoCue point-of-care device ([HemoCue Worldwide](https://www.hemo-cue.com)) is conducted among all children under 5 years of age, within sampled households.

**Anthropometric data:** Weight, height and mid-upper arm circumference is assessed using standard protocols among all children under 5 years of age, within sampled house-
Quantitative data collection and management

Enumerators have been hired and trained prior to previous survey rounds. For the final evaluation, two weeks of refresher training will be conducted. Surveys will be administered after an informed consent process and will be administered verbally. All questionnaires will be checked for quality three times post-enumeration and sent back to the field as needed. Random household visits will be undertaken by field supervisors to ensure quality control.

Data entry uses a template developed in CSPro (US Census Bureau, 2013) containing a series of pre-programmed range, skip, and logic checks to minimize errors in data capture. Double data entry will be undertaken for key indicators to reduce errors in data capture. Data cleaning will be conducted concurrent to data entry, using CSPros batch edit functionality that allows an additional series of data checks to be performed. Basic tabulation of MDG indicators will take place using CSPro, with data exported to Stata (StataCorp, 2011) employed for more complex analyses.

4.8 Adequacy Assessment

Adequacy evaluations assess how well a program met the expected objectives (Habicht et al., 1999). They require no control groups, and only depend on comparison with previously established adequacy criteria. The MDGs serve as the established adequacy criteria for the MVP. From its inception, the project’s standard was “adequacy” in achieving the MDGs, rather than optimality (McArthur et al., 2011). The standard was decided upon because of the project’s standing as one of the only (if not the only) projects attempting to achieve all MDGs in a large and varied rural sub-Saharan African setting. Therefore, an adequacy assessment will be conducted in each of the MVP villages, to measure
progress towards pre-determined MDG targets established by the project. Measurement of the MDG outcomes will take place in 2015, at the end of the project, following 10 years of intervention exposure.

The extent to which progress towards the MDGs is attributable to the project will be assessed in the next section.

4.8.1 Targets

See Table 4.2 for the explicit numerical targets and by whom they were established. Seven targets are defined by the UNDP (Group 2003), seven targets defined by MVP (MVP 2009), and one by UNESCO (UNESCO Institute for Statistics 2010). Seven targets were set relative to country-specific national rural 1990 baselines. Seven were defined as absolute targets. One target (for modern contraception use) is defined relative to the MVP baseline per site.

For the country baselines, we use the national rural averages for 1990, or a data point closest to the year 1990, whenever 1990 data are not available, see Table A.7 in Appendix A.5. If there is no separate breakdown of rural and urban, we simply use the national average. Reference data were compiled from a variety of sources, including the World Bank, World Health Organization, the Demographic Health Surveys (DHS), and United Nations Statistics Division databases, see Table A.7. See Table A.8 for the village-specific targets.

4.8.2 Sample sizes

For sample size recommendations we use the power calculations from the impact evaluation, see Section 4.9.6 below.
4.8.3 Data analysis

For each research village (i.e. MV1), point estimates and 95% confidence intervals will be computed and reported for each indicator, using data collected in 2015. These intervals will be compared against the targets defined in Table A.7.

4.9 Impact Evaluation

In this section we describe the impact evaluation for the MVP. By impact evaluation, we mean a measurement of the program’s effect with great attention to determining true causal relationships. An impact evaluation attempts to prove that the stated “effect”, “result”, “impact”, or “achievement” of a program represents the difference between what happened with the program and what would have happened without that program (Clemens and Demombynes, 2011). The MVP was not designed as a controlled evaluation. This controversial decision was justified on the basis of a focus on adequacy and feasibility, and logistical and ethical complexities including how to present the study to communities not receiving the interventions. Rigorous impact evaluation was overlooked while launching the complex, multi-country intervention.

But there has been a continuing call for such an evaluation (Clemens and Demombynes, 2011; Clemens et al., 2012; Butler, 2012; Nature editorial, 2012; The Economist, 2012; Starobin, 2013; Clemens and Demombynes, 2013). We believe an evaluation will be useful not only for assessing “statistical significance” of each treatment effect, but for estimating the magnitude of those effects. We hope to learn which indicators are most affected by the program. Additionally, methodology developed to overcome the challenges of this evaluation may inform the design of future evaluations.

In this section we discuss the challenges of such an evaluation, the design we have chosen, and the range of findings we anticipate. We first discuss the history of the project and mid-term reports. Then we outline the design, and in subsequent sections go into the
data sources in candidate comparison areas, the matching procedure, candidate causal models, power calculations, and identification of externalities and treatment synergies. Appendix A.7 goes into the technical details of the proposed impact evaluation.

**History of the project’s design**

The project is a village-level intervention, and could not be randomized to individuals. However, randomization to *villages* was theoretically possible (Clemens and Demombynes, 2011). The project was not assigned to a random subset of candidate villages, producing the possibility that the MVs differ in observed and unobserved characteristics from other potential villages.

The project’s gradual expansion from one village to ten was uncertain at the start, as it was unclear how much funding would be available. Randomizing one village to treatment and one to control does not create treatment and control groups similar enough to provide reliable causal inference without additional assumptions.

With ten treatment villages, as was the eventual size of the project, a design better equipped to identify a causal effect would have been: at baseline, select groups of areas within each country that match as closely as possible on geographic and poverty characteristics (possibly using some baseline surveys to assess comparability of areas), and randomly assign treatment to one area per country. This would have freed us from some untestable assumptions, and would have provided good baseline data in control areas. Operations of other NGOs and government programs could have been documented in the control areas. “Control” does not imply denial of any government programs, for example, bednet distribution. Rather, “control” refers to the fact that those areas do not (yet) get the full package of services provided by MVP. In this protocol, we use the terms “comparison” and “control” areas interchangeably.

We hope to produce the most credible analysis given the project’s history, using expert-recommended statistical methods, and being clear about assumptions.
4.9.1 Mid-term Reports

Various articles about the evaluation of the MVP include [MVP (2010), Clemens and Demombynes (2011), Pronyk et al. (2012), and Wanjala and Muradian (2013)]. Each leaves unanswered questions and critiques.

The project released its first public report in June 2010 [MVP, 2010]. The report computed after-minus-before comparisons at the MVs. Despite the fact that the estimates were descriptive and not an attempt at impact evaluation, regrettably the report used the word “impact”, which understandably caused confusion. The question of interest, what impact has the project had, is answered only under the assumption that the trend in outcomes in the absence of the intervention would have been flat. Though the report did stress that the results were preliminary, it did not state this assumption as a strong caveat.

[Clemens and Demombynes (2011)] contrasted the reported effects with estimates from a difference-in-differences analysis. They looked at three MVs, using rural households in the region where the MV is located as a comparison group, whose before and after data was obtained from the DHS. [Clemens and Demombynes (2011)] do not provide intervals of uncertainty for the difference-in-differences estimates, and the analysis adjusts for no covariates. The crucial assumption of additivity is needed with this strategy: in the absence of the MVP intervention, the differences in outcome over time would be the same across MVs and comparison areas [Gelman and Hill, 2007]. This assumption can be made more believable by adjusting for covariates through matching and regression, see Appendix A.7.3.

[Pronyk et al. (2012)] also used difference-in-differences methods (for outcomes for which retrospective questions could provide baseline data), with adjustment for covariates via both matching and regression. However, there were concerns about the usefulness of the comparison villages, due to possible differences between comparison villages and MVs in political buy-in and the unclear selection procedure [Clemens and Demombynes, 2011].
This evaluation will make the selection of comparison areas rigorous and transparent, see below.

Wanjala and Muradian (2013) used a method related to ours (see Section 4.9.2), combining propensity score methods with regression estimation to look at the treatment effect in the Sauri, Kenya MV. They appear to adjust for variables that may be affected by treatment, which may be a source of bias, see Rosenbaum (1984). Their analysis assumes no village effects, attributing differences between the MV and comparison areas only to the treatment (we revisit this point in Appendix A.7.3).

These reports are all from the first half of the project, whereas the final evaluation will be the first to consider the project in its entire 10-year context.

### 4.9.2 Design

The project operates in ten village clusters in ten distinct countries in sub-Saharan Africa. The project has not systematically collected data in comparison areas. Comparison areas are key to defining and estimating the causal effect of the MVP. At end-line, in 2015, funding is available for surveying comparison areas. Each of the ten countries containing an MV is divided into districts (with local names used for the comparable term “district”), and each district contains several villages. Relevant comparison villages may be likely to be in the same district, as this will help control for local government, critical features of ecology, national markets, disease epidemiology, and other covariates.

In the absence of randomization to MVP treatment, establishing causal claims about the impact of the MVP relies on untestable assumptions. One of the most common assumptions in observational studies is that the distribution of potential outcomes (outcomes that would have happened for each village with MVP or without) be the same for MVs and comparison villages, once we control for confounding variables. This key assumption is known as (strong) ignorability, unconfoundedness, no unmeasured confounders, or selection

To make unconfoundedness as plausible as possible, we want to control for many variables which are not affected by treatment (Rosenbaum, 1984)). For our design, we follow matching with regression, following the advice of Rubin (1973); Rubin and Thomas (2000); Gelman and Hill (2007); Ho et al. (2007); Kreif et al. (2011); Abadie and Imbens (2011). The combination of the two methods is more robust than each alone (methods that use both treatment and outcome models are sometimes referred to as “doubly robust”, see Robins et al. (2000); Robins and Rotnitzky (2001); Bang and Robins (2005); Imbens and Rubin (2014)). Matching serves to make the treatment and control groups more similar, with more overlap in covariates. This avoids using the regression to extrapolate to areas of poor overlap, which would rely heavily on the correctness of the linear model.

We want to select comparison villages that match, as closely as possible, the MVs at baseline. As mentioned above, funding limits us to surveying comparison villages within one district per country. To inform our selection, we need measures of variables in candidate comparison areas at baseline (and possibly post-treatment variables we are confident cannot be affected by MVP, such as rainfall). In Section 4.9.3 we discuss available data sources.

In Section 4.9.4 we propose to use propensity scores to select, for each MV, good comparison villages within the same country (Rosenbaum and Rubin, 1983b). After the matching procedure, we will have groups of treatment villages (the MVs) and matched comparison villages. We will then analyze the data using multilevel regression, adjusting for variables used in the matching.

Our regression models will either adjust for baseline outcome (often known as ANCOVA methods), or regress the difference in outcomes over time on other baseline covariates (difference-in-differences methods). We will compare these methods in Appendix A.7.3.
regression in combination should do well to approximate results from a randomized experiment (Dehejia and Wahba, 1999; Dehejia, 2005; Shadish et al., 2008).

Outcomes

Our primary outcomes are the indicators defined in Table 4.2, using the variables defined in the rightmost column of that table. In total, we have 14 primary outcomes of interest.

We alter some of the indicators, taking the raw form of the data rather than a dichotomized version, so as not to lose power (Rosyton et al., 2006; Gelman and Park, 2008). For the first two indicators, we prefer to use the raw data on income per day. For indicator 1.8, we prefer to use the weight for age z-score, rather than its dichotomized version. Lastly, for indicator 5.5 we take the number of antenatal care visits, rather than dichotomizing it. We will also report results from dichotomized versions using logistic regressions.

MV1 only

For the primary impact evaluation, we consider only the MV1, the core research village in each MV that receives the full set of interventions. Each MV1 contains roughly 1000 households.

4.9.3 Data in candidate comparison areas

We require baseline (2005) variables in the ten countries, measured at a fine enough geographic scale to be able to identify good comparison villages. Of particular importance are geographic data (agroecological zones, distance to a main road, distance to a town) and the primary outcomes of interest, 12 of which are measured by the Demographic and Health Surveys (DHS). Most of the indicators collected by MVP are also collected by the DHS, see Table 4.2, using similar survey tools (Muniz et al., 2011; Rutstein and Rojas, 2008).
Combining census and DHS data - small area estimation

DHS provides Global Positioning System (GPS) data for each surveyed cluster, usually a census enumeration area (EA). However, the disadvantage of DHS data is that it is geographically sparse, with roughly 350-900 EAs sampled out of 8000-600,000 EAs per country. Within each EA, about 20-40 households are sampled. On average, each EA has a population of 50-250 households. Thus, each MV1 is roughly the size of 4-20 EAs.

For a given country, if we have access to census data, we can combine census and DHS data in a small area model that estimates variables of interest at the EA or other small area level (Elbers et al., 2003; Rao, 2003; Balk et al., 2004; 2005) linked GPS clusters from DHS data in African countries to geographical databases in analyses of child mortality and malnutrition. Fujii (2005) combined data from the 2000 Cambodian DHS with the 1998 census to do small area estimation (SAE) to estimate the child malnutrition prevalence at the commune-level. Simler (2006) combined the 1991-92 Tanzanian DHS, 1988 census, and geographical variables to do small area estimation to estimate the height-for-age and weight-for-age z-scores at the district-level in Tanzania. Johnson et al. (2010) combined data from the 2003 Ghanaian DHS with the 2000 census to do small area estimation to estimate the proportion of institutional births at the district level. Mansour et al. (2012) explore spatial uncertainty in the DHS to census linkage. We propose to draw on the experience of these studies in our small area estimation procedures.

Beyond the primary outcomes of interest, we will identify additional variables collected by the DHS and censuses to use in the selection of comparison villages. For all these variables, for each of the ten countries, we will fit small area models (Ghosh and Rao, 1994; Ghosh and Natarajan, 1999; Nadram, 2000; Rao, 2003; Jiang and Lahiri, 2006). See Appendix A.7.1 for the small area models we propose and additional complications surrounding the use of small area estimates for selection of comparison areas.
Other surveys

Besides DHS, other survey data sources include UNICEFs Multiple Indicator Clusters Surveys (MICS) and World Bank Living Standards Measurement Study (LSMS) survey. In 2006, there is MICS data for Malawi and Ghana, and in 2007 there is data for Nigeria. In 2004-5 there is LSMS data for Malawi, and in 2004, LSMS data is available in the Kagera region of Tanzania (not the same region as the MV but may include some areas in the same agroecological zone).

Unlike DHS, MICS and LSMS do not report GPS coordinates of the sampled EAs, they only identify the district. Thus, they are not usable as survey data for small area estimation. However, it is possible to include district-level aggregates from these data sources as district-level covariates in models 4.1 and 4.2 in Appendix A.7.1.

Geographical data

In addition to survey data, we will collect, for the ten countries: geographical data including agroecological zones, soil type, rainfall, elevation, and distance to roads and towns from 2005.

4.9.4 Selecting comparison villages

If assignment to treatment is unconfounded given covariates, then assignment is unconfounded given the propensity score, the average assignment probabilities for subpopulations with a common value of the covariates (Rosenbaum and Rubin, 1983b). It is often simpler to find close matches using a scalar (the propensity score) rather than all covariates jointly. We want to match exactly on country and agroecological zone. Thus, for each MV, we will look at the estimated propensity scores for areas within the same country and agroecological zone. The areas in this group with estimated propensity scores close to the estimated propensity scores of the MV will be defined the “best matches”.
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First, we require estimates of propensity scores. We follow the conventional approach in the literature and use logistic regression on our baseline covariates (Imbens and Rubin, 2014). See Appendix A.7.2 for the proposed propensity score model.

In addition to these analyses, we will attempt to meet with the people who decided which villages would be MVs. Their reasoning will be reported alongside the propensity scores described above. We will also research which development programs operate in these candidate areas. These sources of information will guide the discussion of the choice of comparison areas, which we will open up to the scientific community, as we discuss in Section 4.12, below.

Without census data

If there are countries for which we are unable to obtain georeferenced census data, the propensity score model will be fit without estimates from small area models. Variables from geographical databases will still be included in the model. If census data exist for a subset of countries, we can do small area estimation in those countries for the outcome indicators measured by DHS. If we see good balance between MV and comparison area indicators from the countries with available census data, we can be more confident about the validity of our impact estimate, even though our candidate causal models discussed below would not be able to adjust for these indicators at baseline. This would hurt the efficiency of the procedures, increasing our posterior uncertainty. Thus, we will make acquiring georeferenced census data a priority.

4.9.5 Candidate Models for Causal Inference

We suggest a few types of causal models in Appendix A.7.3 that we propose to fit to the end-line outcome data. The analysis will fork in many ways, with different modeling choices. In the end-line evaluation we will report and compare all results to reduce the scope for fishing (i.e. deciding to report a model based on the realization of the conclu-
Causal inferences can be biased if we adjust for variables affected by treatment \cite{Rosenbaum1984}, so we restrict to adjusting for baseline variables or variables such as rainfall, which cannot be affected by the MVP. We have panel data in the MVs, but not in comparison areas. Due to anonymizing in the external (i.e. not MVP-conducted) surveys, we will not be able to identify the individuals who were surveyed at baseline in order to resurvey them at end-line. Therefore, we are limited to adjusting for aggregate baselines. See Appendix A.7.3 for the proposed models.

4.9.6 Power Calculations and Sample Size recommendations

See Appendix A.7.4 for power calculations, which were done using simulation methods. For the mortality outcomes, all women in the research villages (MV1) and comparison villages will be surveyed to provide a birth history. For other outcomes measured by the household and adult surveys, we turn to the simulations in Figures A.19, A.20, and A.21 of Appendix A.7.4, while keeping in mind the simplifications outlined in A.7.4. Almost always, when more data are available, more can be learned, without any sharp cutoffs that point to a specific optimal choice.

4.9.7 Externalities

As outlined by ITAD \cite{ITAD2013}, there are three potential types of externalities. The first is a spread of services to nearby areas, reduction of infection risk, and externalities through local markets. Second, spending within the district containing the MV may shift from the MV to other areas in the district. Third, imitation of MVP interventions and adoption of policies such as bednet and fertilizer distribution.

To quantitatively estimate the first type of externality, we would want to sample within
the MV district at a walkable distance to the MV, but outside of it. If we sample close enough to the MV, we may be able to assume that the baseline would closely match that of the MV. In particular, though no baseline surveys were done in MV2, if we are willing to assume baseline was similar to baseline in MV1, we can estimate the treatment effect in MV2. This treatment effect would combine externalities from MV1 with the subset of interventions implemented in MV2.

The treatment effects estimated by the impact evaluation can be interpreted as the effect of the program beyond externalities such as policy changes. These effects inform whether the MVP package of interventions should be scaled up in settings where policies such as bednet and fertilizer distribution are already in place.

4.9.8 Estimating Treatment Synergies

In the absence of an experimental design including arms with all possible treatment combinations, it is very difficult to establish synergistic treatment interactions. [TAD (2013)] propose to compare cost effectiveness for each component intervention of the MVP with cost effectiveness for similar interventions by other programs. A synergistic effect should imply that each component of the MVP is more effective per dollar than for the singular intervention of another project.

There are serious challenges with this approach. Differences in cost effectiveness could result from program design and implementation rather than synergies. The extent to which such comparisons can be made will also depend on how precisely we can estimate the MVP treatment effects for different outcomes, and how precisely the comparison programs can estimate their treatment effects. There will likely be too much noise to get a meaningful result.

We will not embark on this quantitative assessment of synergies.
### 4.9.9 Software

All multilevel models will be fit using the `lme4` package and Stan in R, ([LME4 Authors, 2013]; [Stan Development Team, 2013]; [R Development Core Team, 2014]).

### 4.10 Cost Assessment

A fundamental hypothesis of the project is that the MVP package of interventions can be delivered at a modest cost. The needs assessment conducted by the UN Millennium Project estimated that achieving the MDGs would require local service delivery and community-based investments of approximately $US 120 per person per year (in 2005 USD) during the 10-year period from 2005 to 2015 ([Sanchez et al., 2005]; [World Health Organization, 2003]).

It is important to understand that the $120 is not an increment above a baseline level of spending. Rather it is the estimated total cost of the MDG package of interventions, some part of which is in place without the MVP. The MVP is therefore providing a financial “top up” to existing funds, with the aim of reaching a total of around $120 per person per year. The incremental “cost” of the MVP, is therefore not the full $120, but only the top up. Will we not know how big the top up is relative to the full $120, unless we do costing in the comparison areas, which at the moment is not included in our evaluation budget. We do know that the roughly $60 per person per year that the project spends is part of the top up.

It is also important to underscore that this $120 annual per capita figure does not reflect the entire cost of the MVP project. The $120 includes the costs of service delivery, implementation, and on-site management, including estimated values of in-kind donations. Off-site costs, comprising salaries and overhead for all scientific and support staff at the Earth Institute and Millennium Promise staff based in New York and at the regional MDG Centers in Dakar and Nairobi, are excluded from this cost assessment. These excluded
off-site staff are primarily involved in project design, implementation research, monitoring and evaluation, logistics, and fundraising. They are not involved in direct operations, so their costs should be considered a one-time cost to design and operate the project, rather than an ongoing cost of running an MVP-style project in a scale-up context.

4.10.1 Methodology

Costs are collected for the entire project area (MV1 and MV2), but a distinction between MV1 and MV2 costs will be drawn, allowing for the costs in the research village (MV1), where investments have been more heavily concentrated, to be distinguished and analyzed separately. Due to the varying degree of detail in external stakeholders expenditure records, as well as the spillover effect of certain investments and the difficulty of isolating beneficiary groups, it will not be possible to distinguish perfectly between MV1 costs and MV2 costs for every intervention. In cases where estimations are necessary, all assumptions made will be recorded and clearly outlined in the final evaluation.

Of the estimated $120 per capita annual cost, the project (Millennium Promise) supplies $60 per capita, while national and local governments, external donors (including NGOs, multilateral organizations, and private donors), and the local community (mainly in kind as labor and material inputs) supply the rest (Figure 4.2) (UN Millennium Project, 2005). Understanding these inputs is critical to evaluating the success of the project in relation to the $120 per capita annual project target, and to assess scalability of project interventions (Sanchez et al., 2007). The nature and intensity of inputs is likely to differ substantially between clusters due to community needs, local disease profile, and local economic base.

A full economic costing assessment, in line with established methods of social and health policy interventions (Catterall, 1985; Ahren, 1976; Pushpangadan, 1997; Rahman and Alam, 1987; Hutchinson, 1969) is underway in each project cluster. The aim of the assessment is to document the annual on-site costs of the project by site, stakeholder (see Figure 4.2), sector (see Figure 4.3), year, and within the MV1 only as well as the entire
Figure 4.2: Costing model by stakeholder (2005 USD) (Sanchez et al., 2005).

Figure 4.3: Costing model by sector (2005 USD) (Sanchez et al., 2005).
Core project investments and external stakeholder investments are tracked via two complementary mechanisms. Core project expenditures (those made with funds that flow through the Millennium Promise bank account) are tracked and reported quarterly via the projects internal cost-tracking system. Expenditures made by external stakeholders (government, community, and other donors) within the sectors of education; health; agriculture, animal husbandry, business development, and environment; and infrastructure, are collected periodically by local site team members.

A series of data collection templates have been created for each stakeholder operating within each project cluster (including both MV1 and MV2). There are approximately 20 government, donor, and community stakeholders per project cluster. All costs within the defined project sectors (see above) are collected. The costing data collected via these individual stakeholder templates are amalgamated with the core project costing data collected via the internal tracking system to form a single comprehensive costing database for each project cluster.

For contributions made in kind, all prices are documented using the standard cost imputation method recommended for multi-center interventions (Grieve et al., 2009; Schulenburg, 2000; Wordsworth et al., 2005). This method involves establishing local unit costs for each in-kind contribution (e.g. daily wage rate in the case of labor contributions). These unit costs are then used along with qualitative data collected during key informant interviews to calculate a total cost for each contribution (e.g. daily wage rate × number of laborers × number of days worked) (Grieve et al., 2009; Schulenburg, 2000; Wordsworth et al., 2005).
4.10.2 Data management and analysis

After the costing data from all stakeholders have been collected and aggregated, the data will be archived and available for analysis. For the purposes of cross-site comparison, compatibility with core project expenditures, and measurement against the MVP costing model, all expenditure amounts will be converted to 2005 US dollars using average annual exchange rates for each project year. Annual per capita expenditures will be calculated for each project cluster, research village (MV1), sector, and stakeholder, using the total cluster population (MV1 and MV2) as well as the research village population (MV1 only).

Analysis of the data will be focused around questions of sustainability, replicability, and scalability. Per capita costs by sector and stakeholder are essential to planning any project scale-up or replication.

4.11 Process Evaluation

Program evaluations necessitate the inclusion of qualitative data in a mixed methods design to fully understand the effects of complex projects such as the MVP. Process Evaluations (PE), also known as implementation science, is the qualitative data component of the monitoring and evaluation platform of the MVP. For implementation projects, such as MVP, PEs are designed to address issues that impede the achievement of program objectives and the implementation of activities. Understanding the process of implementation is particularly relevant to the MVP. While the individual components of the package are of proven value, the systems necessary to support their integrated delivery in a diversity of settings are poorly understood. To address this, a portfolio of implementation science (or process evaluation) is conducted alongside the quantitative household impact surveys. These evaluations also help to distinguish between interventions that are inherently faulty (failure of intervention concept or theory) and those that were simply badly
delivered (implementation failure). Such assessments are increasingly recommended for evaluations of complex interventions (Guba and Lincoln, 1989; Oakley et al., 2004; Shiell et al., 2008).

The qualitative data from the PE serves 3 main objectives:

1. To document and describe the delivery systems developed over the 10 year project period, including sequencing of the core interventions undertaken in in each sector;
2. To outline major barriers and facilitators to implementation of the core interventions aimed to achieve MDGs;
3. To describe the learning vis-a-vis the implementation of MVP interventions over the 10 year project period.

4.11.1 Methodology

We will use two approaches in addressing the aforementioned PE objectives: Key informant interviews and Community Focus Group Discussions (FGDs), which will be carried out with three levels of stakeholders. Sector-specific questionnaires for focus groups and individual interviews have been developed for the following informants:

1. MVP project staff and field implementers: Agriculture, Health, Education, Infrastructure, Community and Business Development Coordinators.
2. Village communities: Adult men and women, opinion leaders, teachers, local suppliers, village-based committee members.
3. Government partners: District and sub-district-level government officials, seconded government employees to MVP, field facilitators, and planning officers.
An estimated 20-25 key informant interviews will be conducted per MV study site with the aim to: 1) understand the major implementation barriers and facilitators of the interventions, 2) describe the MV delivery systems and their functionalities, 3) explore issues related to intervention synergies, externalities, and 4) explore issues related to transitioning to government. In addition to key informant interviews, a series of community focus group discussions (FGDs) will be conducted with the aim to: 1) understand the community’s experience of the MVP model of development over the 10 year project period, 2) obtain their opinions on the projects successes and failures, and 3) to assess their ability to adopt and maintain MVPs delivery systems and interventions after 2015.

The implementation of a complex project such as the MVP lends itself to questions related to its externalities via policy impacts and spread of services to nearby areas, the effects of its multi-sectoral synergies, and the effect of extra government attention. With regard to this, we will attempt to document these effects qualitatively through detailed interviews with communities within the MV project area and the district-level government. We will attempt to assess the local governance and the community organizational structure at the MV sites.

4.11.2 Recruitment and Sampling

We will sample using a criteria that aims to capture a diverse group of communities in terms of demographics, tribal and linguistic diversity, and those who live in the outer reaches of the project zone, as well as, those within the MV1 research zone. Due to limited resources, we will not conduct the PE in the comparison district areas and focus only on the clusters population to obtain participants. Ages of participants range from 16-59 years old. An informed consent process is administered verbally.
4.11.3 Data management and analysis

The content of qualitative interviews will be translated as necessary and transcribed. Analysis of qualitative data will involve thematic content analysis as well as critical appraisal where appropriate. A system of coding and memoing, will be facilitated by the use of qualitative analysis software (QSR International, 2008). Documentation templates will also serve to capture qualitative data and will allow for the inclusion of daily field notes from non-participatory observation in the community. From these data, the PE will generate a detailed description of the MVPs delivery systems, complemented by a mapping of the structural, financial and managerial components that were created in order to carry out the integrated package interventions; a description of the process of implementation alongside barriers and facilitators; a description of MVPs collaboration, in terms of planning, implementing and the process of handing over to governments and communities, and; finally a series of lessons learned that are inclusive of MVPs success and failures in its 10 year implementation.

4.11.4 Interpretation with Quantitative Data

Coupled with the survey results, the qualitative data better explains how interventions were designed and carried out, highlight implementation challenges and successes, and collate lessons learned in order to assist in replication and scale-up of the MVP. These combined quantitative and costing data will provide insights and lessons for replicability, scale-up and transfer of the MVP model to other contexts.

4.12 Transparency

We will post (via The Lancet) our small area estimation models, our propensity score model, and any additional information we have about the selection of MVs. We will post our ranking of candidate comparison areas, and ask the economic development and im-
pact evaluation communities to scrutinize our models and to comment on the candidate comparison villages. Though we may not be able to take all suggestions into account (as they may conflict), we will synthesize the feedback and come to a decision through an interactive process of external critique (Clemens and Demombynes, 2013).

Before end-line outcome data are available, but after the selection of candidate comparison villages, in the spirit of Humphreys et al. (2013) and Gelman and Carlin (2013), we will prepare and publicly release a design analysis using simulated fake data. This will help to set expectations regarding the final report. This design analysis will avoid some of the simplifying assumptions we make in our power calculations in Section 4.9.6.

We will make the analysis code and data public, so it can be reproduced and inspected by the scientific community.

4.13 Evaluation Timeline

The final 2015 MVP evaluation will consist of 4 major components with staggered releases of its findings. In July 2016, an MDG evaluation which will consist of an adequacy assessment of the MVP: “Did the MVP achieve the MDGs? will be made public. The findings from the remaining three evaluation components: 1) Impact Evaluation 2) Cost Assessment and 3) Process Evaluation will be released within a year, following the July 2016 adequacy assessment. These findings will be disseminated in high impact, peer-reviewed publications, project reports, implementation reviews, and presentations.

In addition to the MDG evaluation, the MVP will be releasing in 2016, a package of outputs of Lessons Learned from the project, including: books, articles, policy briefs, MV tools and the MV Field Guide. These outputs will also contain description of MVP’s policy impacts, sustainability, replicability, and scalability of the MVP concept. Data from the cost assessment and process evaluation will be used to inform these subsequent outputs.
The survey data sets, costing datasets, and process evaluation summaries used in the final evaluation will be released through an online data archive. The datasets and analysis codes for all of the MVP data will be made available by January 1, 2017. A series of data analysis and dissemination workshops will be organized in the countries where the MVs are located to facilitate data sharing and utilization.

### 4.14 Ethical Issues

A number of important ethical issues have been addressed for the purposes of the study protocol:

1. **IRB approval**: All survey modules, questions and procedures employed as part of this assessment have undergone prior review and approval at Columbia University’s Institutional Review Board (Protocol number AAAA8202) as well as approval by all host country IRBs.

2. **Community-level Informed consent**: Village leadership will be consulted prior to conducting assessments in all communities.

3. **Individual-level informed consent**: Informed consent will be obtained from all participating subjects. In the event of illiteracy witnessed verbal consent will be obtained prior to questionnaire administration. However, for all biological specimen collection (anemia and malaria) a signature or other form of written consent or mark will be obtained.

4. **Minors**: As per the MVP protocol, adults will consent on behalf of survey respondents under 18 years old. Adults will give signed consent for blood specimens taken among under 5s.

5. **Non-coerced**: Explicit mention is made on the informed consents that assessments are not linked to any particular intervention being made available to individuals or
households at the time of survey or in the future.

6. **Confidentiality:** Confidentiality will be ensured through a number of mechanisms as per the existing quality assurance and data storage plans including: all source documents will be kept in locked cabinets at the villages; all data sent from the villages will be encrypted when transferred or stored; data will only be stored on limited access password protected computers; all database managers and investigators will have undergone IRB-approved training; all data will be anonymized prior to dissemination.

7. **Referral of the seriously ill:** All under 5s with fever, who are malnourished (by MUAC or child health cards) or who have moderate to severe anemia (Hemoglobin < 110g/l) will be immediately referred to the nearest health center for assessment.

8. **Stopping rules:** As this is not an assessment of unproven interventions, and as most interventions are delivered at the village rather than individual level, there are no stopping rules for the study.

### 4.15 Study Protocol Limitations and Future Areas of Research

There are a number of limitations that are important to underscore. These include:

1. **Study design:** As discussed in Sections 4.9.2 and A.7.3, the impact evaluation is severely weakened by the nonrandom design and lack of comparison area data at baseline. We believe we have outlined an approach that makes the best use of available data, adjusting for observable differences between treatment and control groups. The impact evaluation will be unavoidably subject to errors that will not be entirely quantifiable, but with all assumptions made clear, we hope that they can
be discussed transparently. Power is also a concern, because treatment is assigned at the cluster-level and no panel data in comparison areas prohibits adjustment for individual-level baselines.

2. **Both the intervention recipients and evaluation team are un-blinded to the intervention.** This has the potential to introduce interviewer or reporting bias and has been cited as a common challenge to community intervention trials (Donner and Klar 2004; Sorenson et al. 1998). The use of standardized training of study personnel with clear standard operating procedures for field and data management systems is intended to minimize errors in survey enumeration, data capture, cleaning and analysis. During the informed consent procedure, it is made clear to respondents that participation in the evaluation has no bearing on the delivery of interventions at the household level.

3. **Lost to follow-up.** It is likely that those who leave a community may differ from those that do not. Random household replacement from baseline has been used to minimize the effect on statistical power. ITAD (2013) notes that high income earners may move to urban areas, which might cause us to underestimate program impact.

4. **There are no systems in place to monitor a number of important MDG outcomes.** These include HIV infection levels, TB incidence or malaria death rates. In addition, given the evaluation design, sample sizes are insufficient to detect cluster-level (i.e. MV-level) changes in other important indicators such as maternal mortality or adolescent fertility.

5. **Potential for Recall Bias.** Some indicators, such as child mortality rates, are themselves susceptible to recall bias. The longer back in history one measures, the greater the potential for error. In addition, non-surviving births are thought to be more frequently omitted than surviving births (Bicego and Ahmad 1996). While this would cause mortality decline to be masked or underestimated, provided these errors are randomly distributed between intervention and comparison villages, we feel that
the overall effect of these errors on final risk ratios will be limited.

6. **Interviewee fatigue.** Those surveyed may get tired of answering survey questions, causing a deterioration in data quality.

7. **Definitive statements regarding mechanism of action will be difficult to make.** The process evaluation described in Section 4.11 will try to qualitatively reveal some of the mechanisms of action by studying differences between faulty intervention concepts and poor delivery (implementation failure). We believe that measuring these mechanisms (i.e. mediation analysis) is likely to be very difficult with this design. The regression framework proposed by Baron and Kenny (1986) relies on many strong assumptions (Green et al., 2010). Instead, we believe that measuring these causal mechanisms requires a separate causal study for each hypothesized mediator along the causal pathway from the MVP to outcomes. For example, if we are interested in the effect of the number of clinics built on health outcomes, we would want to design an experiment that randomly assigns different numbers of clinics to comparable areas, or to look for a natural experiment where the number of clinics vary. Examining separate causal studies is a large undertaking outside the scope of the final evaluation, so we leave it to future areas of research. Additionally, two very interesting questions remain largely unanswerable by this evaluation:

- **We are unable to estimate synergistic effects.** As mentioned in Section 4.9.8, in the absence of an experimental design including arms with all possible treatment combinations, it is difficult to establish synergistic treatment interactions. It is also difficult to establish which component interventions are most effective, though it may be possible to find variables that are likely to be affected by one intervention and not the other, teasing apart which interventions work best (Duflo et al., 2008). This work will not be included in the this final evaluation, but may be in subsequent analyses. Moreover, it will be difficult and insufficient to survey the community to determine whether their perceived benefits were due to synergies that have taken place over the project’s 10 year period.
While anecdotal evidence may be presented, this is insufficient to reliably assess synergistic effects. Estimating synergistic effects would answer one of the most important questions underlying the MVP: is the whole integrated package better than the sum of its parts? See Blattman (2007, 2009, 2010). It is an ambitious question, with sample size a major concern. It will be easier to meet the sample size requirements with individual-level randomization, for programs similar to the Ultra Poor Graduation program.

- **We are unable to attribute success to interventions versus institutions.** In addition to the interventions, institutions also play a key role in a population’s ability to thrive. Attributing MV success to interventions versus institutions will be difficult. The process evaluation described in Section 4.11 will attempt to assess the extra government attention towards the project areas, and the governance at the sites. The cost assessment in Section 4.10 will highlight how government financial investments have trended over the project’s duration - whether or not more spending has been covered by local government as the project winds down.

8. **External validity.** Extrapolating program effects beyond the villages operating thus far is problematic for a number of reasons. First, it is difficult to get estimates of the impact of the MVP at increasing scales. It seems likely that increasing the size of the population receiving health care would have a more positive effect on each individual in the society. Conversely, if a primary reason for success of the MVs is related to institutional accountability, scaling up may prove difficult, because the attention that enforces accountability is limited. In addition, extrapolating to time periods beyond 2005-2015 is difficult both because of global changes, and because lessons were learned in 2005-2015 that would likely be used in the next implementation of the MVP model.
9. **Externalities are difficult to assess.** In Section 4.9.7 we discuss the difficulty of measuring some types of externalities. We hope that the process evaluation described in Section 4.11 will be able to trace some of the externalities from the MVP.

10. **Sustainability is difficult to assess.** Without measurements in years following the MVP intervention, it will be difficult to assess the sustainability of its impacts. ITAD (2013) proposes assessment of sustainability via measurements 5 years after the end of the intervention. They also mention examining variables that have lasting impacts, such as child stunting. A definitive claim about sustainability of the impact in the years following implementation cannot be made with the data available in 2015-2016. The costing and process evaluations in Sections 4.10 and 4.11, respectively, will assess the ability of the sites to maintain MVP’s delivery systems and interventions after 2015.

11. **Comparison to other projects with the same budget will be difficult to make.** An interesting, but largely unanswerable question given available data, is whether the MVP model is the best use of development money. For example, comparing the MVP to giving everyone in a village a cash transfer of equivalent value to running the whole project, including interventions and management (Haushofer and Shapiro, 2013; Blattman et al., 2013) To try to answer this question, one must find comparable areas (ideally via random assignment) and assign the MVP intervention to some, and the others receive a cash transfer. This would require a budget roughly double that of the MVP, to look at, for example, 20 villages, with ten randomly assigned to MVP and ten to cash transfers of equal value.
A. Appendices
A.1 A comparison of marginal and conditional models for capture-recapture data with application to human rights violations data

A.1.1 Model Fitting

To fit models considered in this paper we use Joseph Lang’s R program mph.fit. (For documentation see: http://www.divms.uiowa.edu/~jblang/mph.fitting/mph.fit.documentation.htm) The program computes maximum likelihood estimates and model assessment statistics for the broad class of multinomial-Poisson homogeneous (MPH) and homogeneous linear predictor (HLP) models for contingency tables, (Lang, 2004, 2005).

For all models we assume a full multinomial sampling plan. We specify the temporary addition of a non-negative constant to the original data cell counts ($\epsilon = 0.1$) to avoid non-convergence problems caused by zero counts. At iteration five, after the algorithm has had time to move toward a non-boundary solution, the original counts are again used.

For the base simulations, the temporary addition of $\epsilon = 0.1$ is sufficient to alleviate the issue of sparsity (zero cell counts). However, in fitting the models to real Casanare data and the Casanare-inspired simulations, the issue of sparsity is severe and leads to more fitting difficulty. When maximum likelihood fitted values are non-existent due to zero counts, the log-scale moves toward negative infinity. Thus, the distance between the log-fitted values from iteration to iteration does not converge to zero, instead leveling off to some constant positive value. In this case, we instead use the distance between the score vector and zero to assess convergence. We also add a larger positive value ($\epsilon = 0.5$) to each cell count to avoid the boundary conditions in the beginning of the fitting algorithm.

For most of our simulation conditions, sparsity caused very few failures to fit models. However, for varied completeness, zero counts are very likely for all recording patterns where a list with low completeness has a capture, but the master list with high complete-
ness does not. This sparsity results in failures to fit models 1M and 1C in roughly 25% of simulations performed for varied completeness.

For fitting HLP models, the program `mph.fit` takes as input observed cell counts \( n \), whose expectations are \( \mu \), and fits a model of the form \( L(\mu) = X\beta \). The models considered in this paper all specify links through the table probabilities \( \pi \). In most reasonable cases, GLLMs are HLP models \((\text{Lang, 2005})\). All models considered in this paper are HLP models.

### Conditional model fitting

For the conditional models considered in this paper, we can separate the unobserved cell probability \( \pi_o \) from the observed cells and specify the model with only the \( 2^J - 1 \) observed cell probabilities by deleting the first row of the design matrix \( X \), obtaining \( L(\pi_{obs}) = \log(\pi_{obs}) = X[-1, J]\lambda \). To compute the MLE for \( N \), we first compute the MLE for the missing cell probability as \( \exp(\lambda_0) = \tilde{\pi}_o \), and then \( \tilde{N}_C = n/(1 - \tilde{\pi}_o) \), the conditional model’s estimate for the total population size.

### Marginal model fitting

For the marginal model, the \( A \) and \( C \) of the GLLM formulation described in section\(^*\) 3.3 are not identity matrices, as they are in the conditional model. The link is of the form
\[
L(\pi) = C \log A \pi = X\beta,
\]
where \( A \) selects margins from \( \pi \) and \( C \) sets up contrasts to create marginal log odds and log odds ratios. Unlike in the conditional model, the unobserved cell probability does not separate into a distinct component of the design matrix \( X \). Thus, we must specify the model with the complete table of \( 2^J \) cells. We use the expectation maximization (EM) algorithm, where \( n_o \) is missing data (?).

To ensure convergence of the EM algorithm, we require it to run at least 50 iterations, and stop only when the deviance from the model fit stays stable (changing by at most 0.0005)
Table A.1: Casanare data results: interaction parameter estimates [model fit].

<table>
<thead>
<tr>
<th>Killings, n = 2629</th>
<th>QS models</th>
<th>QS2/QS3 models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Marginal</td>
<td>Conditional</td>
</tr>
<tr>
<td>3 NGOs, ω = 1.0, λ = 0.7</td>
<td>ωNGO = 3.9, ωgovt = 1.7, ωmix = 0.6</td>
<td>λNGO = 2.7, λgovt = 1.1, λmix = 0.1</td>
</tr>
<tr>
<td>4 govt</td>
<td>2M</td>
<td>2C</td>
</tr>
<tr>
<td>Collapsed NGOs, ω = 1.5, λ = 0.7</td>
<td>ωgovt = 1.8, ωmix = 0.6</td>
<td>λgovt = 1.1, λmix = 0.2</td>
</tr>
<tr>
<td>4 govt</td>
<td>4M</td>
<td>4C</td>
</tr>
</tbody>
</table>

Disappearances, n = 867

<table>
<thead>
<tr>
<th>QS models</th>
<th>QS2/QS3 models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Marginal</td>
</tr>
<tr>
<td>2 NGOs, ω = 0.7, λ = 0.6</td>
<td>ωNGO = 2.2, ωgovt = 0.7, ωmix = 0.4</td>
</tr>
<tr>
<td>5 govt</td>
<td>2M</td>
</tr>
<tr>
<td>Collapsed NGOs, ω = 0.7, λ = 0.6</td>
<td>ωgovt = 0.8, ωmix = 0.6</td>
</tr>
<tr>
<td>5 govt</td>
<td>4M</td>
</tr>
</tbody>
</table>

for at least three iterations. If this stabilization fails to be achieved within 600 iterations, we report a failure of the algorithm. As a starting value for the missing cell count, we use the predicted missing cell count from the conditional model.

### A.1.2 Casanare Data Analysis

Here we include tables to display the interaction parameter estimates and goodness of fit statistics from models [2M, 2C, 3M, 3C, 4M, 4C, 5M, 5C] fit to the Casanare data.

### A.1.3 Simulation conditions

For low, medium and high completeness, we take logit(p1), ..., logit(pJ) from α − σ to α + σ evenly spaced, with σ = 1. For low completeness α = −1.5, for medium α = 0,
Table A.2: Casanare data results: deviance ($G^2$) and degrees of freedom (df) [model fit].

<table>
<thead>
<tr>
<th>Killings, $n = 2629$</th>
<th>QS models</th>
<th>QS2/QS3 models</th>
<th>two-way model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Marginal</td>
<td>Conditional</td>
<td>Marginal</td>
</tr>
</tbody>
</table>

| Collapsed NGOs      | $G^2 = 459, df = 24$ | $G^2 = 492, df = 23$ | $G^2 = 349, df = 23$ | $G^2 = 375, df = 15$ | $G^2 = 31, df = 15$ |

<table>
<thead>
<tr>
<th>Disappearances, $n = 867$</th>
<th>QS models</th>
<th>QS2/QS3 models</th>
<th>two-way model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Marginal</td>
<td>Conditional</td>
<td>Marginal</td>
</tr>
</tbody>
</table>

| Collapsed NGOs          | $G^2 = 1020, df = 54$ | $G^2 = 1004, df = 54$ | $G^2 = 1017, df = 54$ | $G^2 = 997, df = 41$ | $G^2 = 51, df = 41$ |

and for high $\alpha = 1.5$. Note that the logit’s symmetry around zero makes list completeness values in the medium case symmetric around 0.5. We see symmetry in the three-way odds ratios (ORs) because each three-way OR has a “mirror image” by taking the three lists with completeness values reflected over 0.5. Also, because the $\alpha$ for low and high completeness are opposite in sign, for $j = 1, ..., J$, we have that $	ext{logit}(p^{\text{low}}_j) = -1.5 - 2\sigma/J = -\text{logit}(p^{\text{high}}_{j-j+1})$, so in fact the set of completeness values for low are $\{1 - p^{\text{high}}_j\}$. We see that three-way ORs for low completeness are the mirror image across zero of the three-way ORs for the high, while the two-way ORs are exactly identical for the low and high completenesses.

For $J = 4$, list recording probabilities, i.e. completeness values, are $p = (0.08, 0.14, 0.24, 0.38)$ for low, $(0.27, 0.42, 0.58, 0.73)$ for medium, $(0.62, 0.76, 0.86, 0.92)$ for high, and $(0.08, 0.18, 0.38, 0.88)$ for varied. For $J = 6$, list recording probabilities are $(0.08, 0.11, 0.15, 0.21, 0.29, 0.38)$ for low, $(0.27, 0.35, 0.45, 0.55, 0.65, 0.73)$ for medium, $(0.62, 0.71, 0.79, 0.85, 0.89, 0.92)$ for high, and $(0.08, 0.12, 0.18, 0.27, 0.38, 0.88)$ for...
varied. For our Casanare-inspired simulations we use list completeness values $p = (0.03, 0.04, 0.06, 0.08, 0.10, 0.14, 0.18)$, using $\alpha = -2.5$. From $p$ we compute $\theta = (\theta_1, ..., \theta_J)$ using the multivariate normal distribution.

For base simulations, we generate data from the tetrachoric correlation model with exchangeable correlation $d$. We explore possible $d$ values such that the correlation matrix remains positive-definite. This restricts $-1/(J - 1)d < 1$. We avoid exploring values of $d$ near the boundaries of this interval, as fitting difficulties increase when we approach non-positive-definite correlation matrices. Note that $d = 1$ represents $J$ identical lists, and for nearly identical lists, capture-recapture has limited use. For $J = 4$, we explore $d$ values ranging from $-0.23$ to $0.7$ and for $J = 6$ we explore $d$ values from $-0.11$ to $0.7$. Note that moving from 4 to 6 lists, we cannot have lists be as negatively correlated.

### A.1.4 More Simulation Results

In this section we include extra figures describing results from the simulations. To characterize the simulated data from the tetrachoric model, we plot information about cell means $\{\mu_k\}$ in Figures A.1 and A.2. All models we fit assume no three-way and higher marginal or conditional interactions. To assess model misspecification, we plot log three-way odds ratios (ORs) as boxplots. We plot two-way ORs, with heterogeneity in these ORs reflecting model misspecification in the QS models $2M$ and $2C$ that assume these ORs to be homogeneous across pairs of lists. For the conditional model, no three-way and higher interactions implies that for any pair of lists, their OR is homogeneous across recording patterns in other lists. QS and no higher-order interactions is equivalent to heterogeneous two-way conditional ORs being equal. However, in the marginal model, equal two-way marginal ORs does not imply no higher-order marginal interactions.

We see that both marginal and conditional two-way ORs are negative for negative correlation on the tetrachoric scale ($d$) and positive for positive $d$ values. For low and varied completeness, three-way ORs are mostly negative, for high completeness mostly positive,
and for medium they are symmetric about zero (see Section A.1.3). For $d$ values further from zero, magnitudes of three-way ORs are higher and there is more variation in two-way ORs. Patterns become more pronounced moving from $J = 4$ to $J = 6$ lists. In the bottom row of Figure A.2 we plot the mean cell count for the missing cell ($\mu_o$), which is larger when the lists are less complete or association between lists increases.

Figures A.3, A.4, A.5, and A.6 show $|\hat{N}_M - N| - |\hat{N}_C - N|$ and $\hat{N}_M - \hat{N}_C$ for estimates of $N$ from the marginal models $1M, 2M$ versus the conditional models $1C, 2C$ for $J = 4$ and $J = 6$.

Corresponding to Figure 2.2 in the main paper, in Figures A.7, A.8, and A.9 we plot the distribution of $\hat{N} - N$ as boxplots, and we plot the RMSE computed across the simulations. We use solid lines and filled black boxplots for QS conditional model $2C$ and the low sample coverage estimator, and dashed lines and empty gray boxplots for the QS marginal model $2M$ and high sample coverage estimator.

In Figures A.10 and A.11 we plot the coverage of the 95% profile likelihood intervals for our base simulations and Casanare-inspired simulations respectively. We discuss the results in Section 2.5.1 in the main paper.

Figures A.12 and A.13 show results from fitting the QS models $2M$ and $2C$ to the Casanare-inspired simulations, corresponding to Figures 2.3 and 2.4 in the main paper, which showed results from the QS3 models $3M$ and $3C$.

**A.1.5 Data Descriptives**

Here we include some summaries of the data.
Figure A.1: Plots show information about the generated data for $J = 4$ lists. We use filled black boxplots for the conditional ORs, and empty gray boxplots for the marginal ORs.
Figure A.2: Plots show information about the generated data for $J = 6$ lists across the exchangeable correlation on the tetrachoric scale ($d$). We use filled black boxplots for the conditional ORs, and empty gray boxplots for the marginal ORs. We plot the mean cell count for the missing cell ($\mu_o$) in the bottom row.
Figure A.3: Plots show $|\hat{N}_M - N| - |\hat{N}_C - N|$ and $\hat{N}_M - \hat{N}_C$ for estimates of $N$ from the marginal heterogeneous two-way model $1M$ versus the conditional heterogeneous two-way model $1C$ fit to simulated data. Data simulated have $N = 2000$, $J = 4$ lists, and an exchangeable tetrachoric correlation structure with correlation $d$.

Table A.3: Distribution of the number of times a record appears on the lists, i.e. the number of captures.

<table>
<thead>
<tr>
<th>Disappearances</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of captures</td>
<td>Frequency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>202</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>79</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Killings</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of captures</td>
<td>Frequency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1847</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>578</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>168</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure A.4: Plots show $|\hat{N}_M - N| - |\hat{N}_C - N|$ and $\hat{N}_M - \hat{N}_C$ for estimates of $N$ from the marginal heterogeneous two-way model $\hat{LM}$ versus the conditional heterogeneous two-way model $\hat{IC}$ fit to simulated data. Data simulated have $N = 2000$, $J = 6$ lists, and an exchangeable tetrachoric correlation structure with correlation $d$. 
Figure A.5: Plots show $|\hat{N}_M - N| - |\hat{N}_C - N|$ and $\hat{N}_M - \hat{N}_C$ for estimates of $N$ from the marginal QS model 2M versus the conditional QS model 2C fit to simulated data. Data simulated have $N = 2000$, $J = 4$ lists, and an exchangeable tetrachoric correlation structure with correlation $d$. 
Figure A.6: Plots show $|\hat{N}_M - N| - |\hat{N}_C - N|$ and $\hat{N}_M - \hat{N}_C$ for estimates of $N$ from the marginal QS model $2M$ versus the conditional QS model $2C$ fit to simulated data. Data simulated have $N = 2000$, $J = 6$ lists, and an exchangeable tetrachoric correlation structure with correlation $d$. 
Figure A.7: Results from the base simulations: $N = 2000$ true total population size, $J = 4$ lists, exchangeable correlation structure. In row one we plot the distribution of $\hat{N} - N$ across simulations (as boxplots), and in row two we plot the RMSE, where we note that almost all the MSE is attributable to the bias rather than variance. We use solid lines and filled black boxplots for heterogeneous two-way conditional model $1C$ and dashed lines and empty gray boxplots for the heterogeneous two-way marginal model $1M$. 
Figure A.8: Results from the base simulations: $N = 2000$ true total population size, $J = 6$ lists, exchangeable correlation structure. In row one we plot the distribution of $\hat{N} - N$ across simulations (as boxplots), and in row two we plot the RMSE, where we note that almost all the MSE is attributable to the bias rather than variance. We use solid lines and filled black boxplots for heterogeneous two-way conditional model $1C$ and dashed lines and empty gray boxplots for the heterogeneous two-way marginal model $1M$. 
Figure A.9: Results from the base simulations: $N = 2000$ true total population size, $J = 4$ lists, exchangeable correlation structure. In rows one and two, we plot the distribution of $\hat{N} - N$ across simulations (as boxplots), and in rows three and four we plot the RMSE, where we note that almost all the MSE is attributable to the bias rather than variance. We use solid lines and filled black boxplots for QS conditional model 2C and the low sample coverage estimator, and dashed lines and empty gray boxplots for the QS marginal model 2M and high sample coverage estimator.
Figure A.10: Coverage of the 95% profile confidence intervals for the base simulations. We use solid lines for the conditional models 1C and 2C and dashed lines for the marginal models 1M and 2M.
Figure A.11: Coverage of the 95% profile confidence intervals for the Casanare-inspired simulations. We use solid lines for the conditional models $2C$ and $3C$, and dashed lines for the marginal models $2M$ and $3M$. 
Figure A.12: The plot shows $\hat{N}_M - \hat{N}_C$ and $|\hat{N}_M - N| - |\hat{N}_C - N|$ for estimates of $N$ from the marginal QS model $[2M]$ versus the conditional QS model $[2C]$ fit to simulated data. Data simulated have $N = 2000$, $J = 7$ lists, and a block tetrachoric correlation structure by list type, where $b$ is government list association, $a$ is NGO association, and $c$ is association across type, which we set at $c = b/2$. 
Figure A.13: In row one we plot the distribution of $\hat{N} - N$ across simulations (as boxplots), and in row two we plot the RMSE, where we note that almost all the MSE is attributable to the bias rather than variance. We use solid lines and filled black boxplots for QS conditional model 2C and dashed lines and empty gray boxplots for the QS marginal model 2M. Data simulated have $N = 2000$, $J = 7$ lists, and a block tetrachoric correlation structure by list type, where $b$ is government list association, $a$ is NGO association, and $c$ is association across type, which we set at $c = b/2$. 
Table A.4: The total records column indicates how many records are in each list after de-duplication within lists. Next, we give totals in 1998-2007, totals in 1998-2007 where records without date or municipality information were dropped, then broken down by killings and disappearances. “Uniques” counts records found only on that list, not in any other. Finally, we include the type of list (government or non-government), notes, and abbreviation.

<table>
<thead>
<tr>
<th>Organization name</th>
<th>Total</th>
<th>1998-2007</th>
<th>with yr, muni</th>
<th>Kill</th>
<th>Disp</th>
<th>Uniques</th>
<th>type</th>
<th>Notes</th>
<th>abbrev</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Institute of Forensic Medicine Deaths</td>
<td>2168</td>
<td>2085</td>
<td>1878</td>
<td>1874</td>
<td>4</td>
<td>1420</td>
<td>govt</td>
<td></td>
<td>IMLM</td>
</tr>
<tr>
<td>Prosecutor General list of the Disappeared</td>
<td>1313</td>
<td>659</td>
<td>623</td>
<td>24</td>
<td>599</td>
<td>387</td>
<td>govt</td>
<td></td>
<td>FDC</td>
</tr>
<tr>
<td>Human Rights Observatory of the Vice Presidency</td>
<td>528</td>
<td>501</td>
<td>501</td>
<td>501</td>
<td>0</td>
<td>284</td>
<td>govt</td>
<td></td>
<td>VP</td>
</tr>
<tr>
<td>National Police - DIJIN</td>
<td>825</td>
<td>825</td>
<td>825</td>
<td>825</td>
<td>0</td>
<td>221</td>
<td>govt</td>
<td></td>
<td>PN0</td>
</tr>
<tr>
<td>CINEP</td>
<td>338</td>
<td>274</td>
<td>267</td>
<td>138</td>
<td>129</td>
<td>97</td>
<td>NGO</td>
<td></td>
<td>CIN</td>
</tr>
<tr>
<td>Fondelibertad</td>
<td>332</td>
<td>312</td>
<td>304</td>
<td>32</td>
<td>272</td>
<td>67</td>
<td>govt</td>
<td>manages money for Gaula</td>
<td>FON</td>
</tr>
<tr>
<td>Colombian Commission of Jurists</td>
<td>250</td>
<td>217</td>
<td>214</td>
<td>160</td>
<td>54</td>
<td>51</td>
<td>NGO</td>
<td></td>
<td>CCJ</td>
</tr>
<tr>
<td>Colombia-Europe-US Coordination</td>
<td>77</td>
<td>72</td>
<td>72</td>
<td>72</td>
<td>0</td>
<td>30</td>
<td>NGO</td>
<td></td>
<td>CCE</td>
</tr>
<tr>
<td>National Institute of Forensic Medicine Disappearances</td>
<td>193</td>
<td>172</td>
<td>153</td>
<td>7</td>
<td>146</td>
<td>10</td>
<td>govt</td>
<td></td>
<td>IMLD</td>
</tr>
<tr>
<td>Prosecutor General of Santa Rosa</td>
<td>169</td>
<td>163</td>
<td>151</td>
<td>5</td>
<td>146</td>
<td>4</td>
<td>govt</td>
<td></td>
<td>FSR</td>
</tr>
<tr>
<td>Families of Victims Organizations</td>
<td>52</td>
<td>51</td>
<td>51</td>
<td>4</td>
<td>47</td>
<td>1</td>
<td>NGO</td>
<td></td>
<td>FAM</td>
</tr>
<tr>
<td>Gaula (Anti-extortion Unit)</td>
<td>128</td>
<td>111</td>
<td>110</td>
<td>19</td>
<td>91</td>
<td>1</td>
<td>govt</td>
<td>navy</td>
<td>GAU</td>
</tr>
<tr>
<td>Technical Investigative Body of the Prosecutor Generals Office</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>5</td>
<td>31</td>
<td>0</td>
<td>govt</td>
<td></td>
<td>CTI</td>
</tr>
<tr>
<td>Equitas</td>
<td>28</td>
<td>23</td>
<td>22</td>
<td>1</td>
<td>21</td>
<td>0</td>
<td>NGO</td>
<td></td>
<td>EQU</td>
</tr>
<tr>
<td>Pais Libre</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>NGO</td>
<td></td>
<td>PL</td>
</tr>
</tbody>
</table>
Matching rules

From Guberek et al. (2010), the following rules were used to match the data by the Human Rights Data Analysis Group (HRDAG). HRDAG grouped together multiple records on the same victim into a “match group.” When the records were not exact matches on violation type, contradictions were resolved by the rules:

- If at least one record in the match group was a killing, the group was determined to be a killing.
- If at least one record was a disappearance and there was no killing record in the group, the group was considered a disappearance.
- Records of detentions, hostages and extortive kidnappings were only kept if they were matched with a record of killing or disappearance, the rest were dropped from the data.

The data were matched by two human matchers, who showed a high rate of agreement, with 280 pairs of records matched by the first matcher but not the second, 149 pairs matched by the second matcher but not the first, and 4,389 pairs of records matched by both of them (Guberek et al., 2010).
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A.2 Population Size Estimation with Inactive Lists: Hierarchical mixture models and Missing Data with Application to Armed Conflict Data

A.2.1 The MCMC Computation

Convergence was evaluated informally by looking at trace plots, and was obtained after around 10,000 samples.

Let $\Sigma_j(\gamma_j, \rho, \tau^2)$ be the variance of the prior distribution $\lambda_j | \gamma_j, \mu_j, \rho, \tau^2$ in 3.5, then $\Sigma_j(\gamma_j, \rho = 0, \tau^2) = \Sigma_j(\gamma_j, \tau^2)$ is the variance of the prior distribution $\lambda_j | \gamma_j, \mu_j, \tau^2$ in 3.3. We abbreviate both as $\Sigma_j$. For both models, the likelihood of the complete data is

$$L_{\text{complete}}(\lambda, \omega, N, \gamma) \equiv \prod_{t=1}^{T} \left( \frac{N^{(t)}}{\{n_k^{(t)}\}_{k}} \right) \prod_k \pi_k^{(t)}(\lambda_t, \omega, \gamma_t)^{n_k^{(t)}}. $$
The Gibbs sampling steps - Hierarchical mixture model

Then the joint distribution

\[
p\left(\{N^{(t)}\}_t, \{\lambda_{j,t}\}_{j,t}, \omega, \{\gamma_{j,t}\}_{j,t}, \{\mu_j\}_j, \tau^2, \{n^{(t)}_k\}_{k \neq o,t}\right)
\]

\[
= p\left(\{N^{(t)}\}_t, \{\lambda_{j,t}\}_{j,t}, \omega, \{\gamma_{j,t}\}_{j,t}, \{\mu_j\}_j, \tau^2, \{n^{(t)}\}_t\right)
\]

\[
= p\left(\{n^{(t)}\}_t \mid \{N^{(t)}\}_t, \{\lambda_{j,t}\}_{j,t}, \omega, \gamma, \{\mu_j\}_j, \tau^2\right)
\]

\[
p \left(\{\lambda_{j,t}\}_{j,t} \mid \{N^{(t)}\}_t, \omega, \gamma, \{\mu_j\}_j, \tau^2\right) \cdot \prod_{j=1}^J p(\mu_j) \cdot p(\tau^2) \cdot p(\gamma)
\]

\[
\prod_{j=1}^J p(\mu_j) \cdot p(\tau^2) \cdot (1/2)^J \cdot \prod_{t=1}^T 1/N^{(t)} \cdot p(\omega)
\]

Our Gibbs sampler will iterate through the following steps:

1. Sample \(\omega\) using a Metropolis-Hastings scheme,

\[
\left[\omega \mid \{N^{(t)}\}_t, \{\lambda_{j,t}\}_{j,t}, \{\gamma_{j,t}\}_{j,t}, \{\mu_j\}_j, \tau^2, \{n^{(t)}_k\}_{k \neq o,t}\right] \propto \mathcal{L}_{\text{complete}} \cdot p(\omega).
\]

Propose new values by \( sim \sim N_3(o, I) \) and

\[
\omega^* = \omega^{\text{curr}} + tun_\omega \cdot \Sigma^{\text{prop}} sim,
\]

where we take the square-root of the estimated covariance matrix for the MLE of the \(\omega\) from collapsing across years,

\[
\Sigma^{\text{prop}} = \sqrt{\hat{Cov} (\hat{\omega}^{\text{MLE}})^{1/2}},
\]
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and $tun_\omega$ can be adjusted to get an acceptance rate of about 25% \citep{Roberts1994}. This is a random walk by symmetry of the random noise, so the proposal distribution cancels and

$$R = \frac{L_{\text{complete}}(\lambda_{\text{curr}}, \omega^*, N_{\text{curr}}, \gamma_{\text{curr}}) p(\omega^*)}{L_{\text{complete}}(\lambda_{\text{curr}}, \omega_{\text{curr}}, N_{\text{curr}}, \gamma_{\text{curr}}) p(\omega_{\text{curr}})},$$

where we then accept the proposed value with probability $\min(1, R)$.

2. Sample $\left[ \{N(t)\}_t \mid \omega, \{\lambda_{j,t}\}_j, \{\gamma_{j,t}\}_j, \{\mu_j\}_j, \tau^2, \{n_k(t)\}_{k \neq o, t} \right]$ which by properties of the SOUP is independent Negative Binomials \citep{Meng2002}:

$$\left[ N(t) \mid \{N(t')\}_{t' \neq t}, \omega, \{\lambda_{j,t}\}_j, \{\gamma_{j,t}\}_j, \{\mu_j\}_j, \tau^2, \{n_k(t)\}_{k \neq o, t} \right]
\propto L_t(\lambda_t, \omega, N(t), \gamma_t) \times \frac{1}{N(t)}$$
$$\propto \frac{N(t)!}{\ldots n_k(t)! \ldots (N(t) - n(t))!} \frac{\pi_o(t)(\lambda_t, \omega, \gamma_t)^{N(t) - n(t)} \prod_{k \neq o} \pi_k(t)(\lambda_t, \omega, \gamma_t)^{n_k(t)} \frac{1}{N(t)}}{(n(t) - 1)! (N(t) - n(t))!}$$
$$\propto NegBin(n(t), 1 - \pi_o(t)(\lambda_t, \omega, \gamma_t)).$$

3. Sample each $\lambda_j$ using a Metropolis-Hastings scheme,

$$\left[ \lambda_j \mid \{N(t)\}_t, \omega, \{\gamma_{j,t}\}_j, \{\mu_j\}_j, \tau^2, \{n_k(t)\}_{k \neq o, t} \right]
\propto L_{\text{complete}}(\lambda, \omega, N, \gamma) \propto p(\lambda_j \mid \gamma_j, \mu_j, \tau^2).$$

Propose new values by $sim \sim N_T(0, I)$ and

$$\lambda_j^* = \lambda_j^{\text{curr}} + tun_\lambda \times \Sigma^{\text{prop}} \times sim,$$

where we take the square-root of the prior covariance matrix,

$$\Sigma^{\text{prop}}_\lambda = (\Sigma^{\text{curr}}_j)^{1/2},$$

and as above $tun_\lambda$ can be adjusted to get an acceptance rate of about 25% and the proposal distribution cancels so we construct $R$ similarly to above and accept the proposed value with probability $\min(1, R)$.
4. For $j = 1, ..., J$ and $t = 1, ..., T$, following logic similar to George and McCulloch (1993), we see that

$$
\begin{align*}
\gamma_{j,t} | \{\lambda_{j,t}\}_{j,t}, \{N^{(t)}\}_t, \omega, \{\gamma_{j',t'}\}_{-j,-t}, \{\mu_j\}_j, \tau^2, \{n_{k_j}^{(t)}\}_{k \neq o,t} & \propto L_t(\lambda_t, \omega, N^{(t)}, \gamma_{j,t}) * p(\gamma_{j,t} | \gamma_{j,t}, \mu_j, \tau^2), \\
\end{align*}
$$

so

$$
\begin{align*}
P[\gamma_{j,t} = 1 | \{\lambda_{j,t}\}_{j,t}, \{N^{(t)}\}_t, \omega, \{\gamma_{j',t'}\}_{-j,-t}, \{\mu_j\}_j, \tau^2, \{n_{k_j}^{(t)}\}_{k \neq o,t}] & \propto L_t(\lambda_t, \omega, N^{(t)}, \gamma_{j,t} = 1, \{\gamma_{j',t'}\}_{-j}) * p(\lambda_{j,t} | \gamma_{j,t} = 1, \mu_j, \tau^2) \\
& \equiv A
\end{align*}
$$

and

$$
\begin{align*}
P[\gamma_{j,t} = 0 | \{\lambda_{j,t}\}_{j,t}, \{N^{(t)}\}_t, \omega, \{\gamma_{j',t'}\}_{-j,-t}, \{\mu_j\}_j, \tau^2, \{n_{k_j}^{(t)}\}_{k \neq o,t}] & \propto L_t(\lambda_t, \omega, N^{(t)}, \gamma_{j,t} = 0, \{\gamma_{j',t'}\}_{-j}) * p(\lambda_{j,t} | \gamma_{j,t} = 0, \mu_j, \tau^2) \\
& \equiv B,
\end{align*}
$$

so we sample the $\gamma_{j,t}$ Bernoulli with probability $\frac{A}{A+B}$.

5. For $j = 1, ..., J$ sample

$$
\begin{align*}
\mu_j | \{\beta_{j,t}\}_{j,t}, \{N^{(t)}\}_t, \omega, \{\gamma_{j,t}\}_{j,t}, \{\mu_{j'}\}_{j' \neq j}, \{\tau_{j'}^2\}_j, \{n_{k_j}^{(t)}\}_{k \neq o,t} & \propto \prod_{t=1}^T \left[ p_{N(\mu_{\text{inactive}}, \tau_{\text{inactive}}^2)}(\beta_{j,t}) \right]^{1-\gamma_{j,t}} \left[ p_{N(\mu_j, \tau_j^2)}(\beta_{j,t}) \right]^{\gamma_{j,t}} * p(\mu_j) \\
& \propto \prod_{t=1}^T \prod_{\gamma_{j,t}=1}^T p_{N(\mu_j, \tau_j^2)}(\beta_{j,t}) * p(\mu_j) \\
& \sim N \left( \frac{\sigma^2_\mu \sum_{t=1}^T \beta_{j,t}}{\sum_{t=1}^T \gamma_{j,t}} \sigma^2_\mu + \tau_j^2, \frac{\sigma^2_\mu}{\sum_{t=1}^T \gamma_{j,t}} \sigma^2_\mu + \tau_j^2 \right).
\end{align*}
$$
6. Sample

\[ \tau^2 \left| \{ \beta_{j,t} \}_{j,t}, \{ N(t) \}_{t}, \omega, \{ \gamma_{j,t} \}_{j,t}, \{ \mu_j \}_{j}, \{ n_k^{(t)} \}_{k \neq o,t} \right| \]

\[ \propto \prod_{j=1}^{J} \prod_{t=1}^{T} \left[ \frac{1}{p_{N(\mu_{inactive},\tau^2_{inactive})}(\beta_{j,t})} \right]^{1-\gamma_{j,t}} \left[ \frac{1}{p_{N(\mu_j,\tau^2_j)(\beta_{j,t})}} \right]^{\gamma_{j,t}} \times p(\tau^2) \]

\[ \propto \prod_{j=1}^{J} \prod_{t=1}^{T} (\tau^2)^{-1/2} \exp\left(-1/2(\beta_{j,t} - \mu_j)^2/\tau^2 \right) \times (\tau^2)^{-a-1} \exp \left( -\frac{b}{\tau^2} \right) \]

\[ \propto (\tau^2)^{-\sum_{j=1}^{J} \sum_{t=1}^{T} \gamma_{j,t}/2} \exp \left( -\frac{b + \sum_{j=1}^{J} \sum_{t=1}^{T} (\beta_{j,t} - \mu_j)^2/\tau^2}{(\tau^2)^{-a-1}} \right) \]

\[ \sim IG \left( a + \left( \sum_{j=1}^{J} \sum_{t=1}^{T} \gamma_{j,t} \right) /2, b + \sum_{j=1}^{J} \sum_{t=1}^{T} (\beta_{j,t} - \mu_j)^2 / 2 \right). \]

7. If we are fitting the zeros from missing data model, we also sample,

\[ \left[ \{ n_k^{(t)} \}_{k \neq o,t}, \{ \beta_{j,t} \}_{j,t}, \{ N(t) \}_{t}, \omega, \{ \gamma_{j,t} \}_{j,t}, \{ \mu_j \}_{j}, \tau^2, \{ n_k^{(t)} \}_{obs} \right] \]

If in year \( t \), lists 3 and 4 are known to inactive, we use margins such as \( n_{01++0}^{(t)} \) or \( n_{00++0}^{(t)} = N(t) \), and sample

\[ \left( n_{01000}^{(t)}, n_{01010}^{(t)}, n_{01100}^{(t)}, n_{01110}^{(t)} \right) \]

\[ \sim Multi \left( n_{01++0}^{(t)}, \left\{ \pi_0^{(p,curr)}, \pi_0^{(p,curr)} \right\} \right) \]

The Gibbs sampling steps - Hierarchical AR1 model

The complete data likelihood \( L_{complete} \) is as in A.2.1 and the joint distribution is as in A.2.1, with the addition of the distribution for \( \rho, p(\rho) = I(\rho \in (0,1)) \), and \( \rho \) in the distribution
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\[ p(\lambda_j | \gamma_j, \mu_j, \tau^2, \rho), \]
\[ p \left( \{ N^{(t)} \}_t, \{ \lambda_{j,t} \}_j, \omega, \{ \gamma_{j,t} \}_j, \{ \mu_j \}_j, \tau^2, \rho, \{ n_{k}^{(t)} \}_{k \neq o,t} \right) \]
\[ = \prod_{t=1}^{T} L_t(\lambda_t, \omega, N^{(t)}, \gamma_t) \]
\[ \cdot \prod_{j=1}^{J} p(\lambda_j | \gamma_j, \mu_j, \tau^2, \rho) \cdot \prod_{j=1}^{J} p(\mu_j) \cdot p(\tau^2) \cdot I(\rho \in (0, 1)) \cdot (1/2)^{J+T} \]
\[ \cdot \prod_{t=1}^{T} \frac{1}{N^{(t)}} \cdot p(\omega). \]

Our Gibbs sampler will iterate through the following steps:

1. Same as step 1 above.

2. Same as step 2 above.

3. Same as step 3 above, replacing \( p(\lambda_j | \gamma_j, \mu_j, \tau^2) \) with \( p(\lambda_j | \gamma_j, \mu_j, \tau^2, \rho) \).

4. Almost the same as step 4 above, for \( j = 1, \ldots, J \) and \( t = 1, \ldots, T \)
\[ \gamma_{j,t} \mid \{ \lambda_{j,t} \}_j, \{ N^{(t)} \}_t, \omega, \{ \gamma_{j',t'} \}_{j',t'} - j, -t, \{ \mu_j \}_j, \tau^2, \rho, \{ n_{k}^{(t)} \}_{k \neq o,t} \] \[ \propto L_t(\lambda_t, \omega, N^{(t)}, \gamma_t) \cdot p(\lambda_j | \gamma_{j,t} = 1, \gamma_{j',t'} - j, \mu_j, \tau^2, \rho), \]

so
\[ P \left[ \gamma_{j,t} = 1 \mid \{ \lambda_{j,t} \}_j, \{ N^{(t)} \}_t, \omega, \{ \gamma_{j',t'} \}_{j',t'} - j, -t, \{ \mu_j \}_j, \tau^2, \rho, \{ n_{k}^{(t)} \}_{k \neq o,t} \right] \]
\[ \propto L_t(\lambda_t, \omega, N^{(t)}, \gamma_{j,t} = 1, \gamma_{j',t'} - j, \mu_j, \tau^2, \rho) \]
\[ \equiv A \]

and
\[ P \left[ \gamma_{j,t} = 0 \mid \{ \lambda_{j,t} \}_j, \{ N^{(t)} \}_t, \omega, \{ \gamma_{j',t'} \}_{j',t'} - j, -t, \{ \mu_j \}_j, \tau^2, \rho, \{ n_{k}^{(t)} \}_{k \neq o,t} \right] \]
\[ \propto L_t(\lambda_t, \omega, N^{(t)}, \gamma_{j,t} = 0, \gamma_{j',t'} - j, \mu_j, \tau^2, \rho) \]
\[ \equiv B, \]

so we sample the \( \gamma_{j,t} \) Bernoulli with probability \( \frac{A}{A+B} \).
5. For $j = 1, ..., J$, sample

$$\mu_j \mid \{\lambda_{jt}\}_{j,t}, \{N(t)\}_t, \omega, \{\gamma_{jt}\}_{j,t}, \{\mu_{jt}'\}_{j,t}, J, \tau^2, \rho, \{\eta_{k}^{(t)}\}_{k \neq o,t}$$

$$\propto p(\lambda_j \mid \gamma_j, \mu_j, \tau^2, \rho) \ast p(\mu_j)$$

$$\propto \exp \left( -\frac{1}{2} \mu_j^2 \frac{1}{\sigma^2} - \frac{1}{2} (\lambda_j - (1 - \gamma_j) \mu_{inactive} - \gamma_j \mu_j) \Sigma^{-1}_j (\lambda_j - (1 - \gamma_j) \mu_{inactive} - \gamma_j \mu_j) \right)$$

$$\propto \exp \left[ -\frac{1}{2} \left( \mu_j^2 \frac{1}{\sigma^2} + (\lambda_j - (1 - \gamma_j) \mu_{inactive} - \gamma_j \mu_j) \Sigma^{-1}_j (\lambda_j - (1 - \gamma_j) \mu_{inactive} - \gamma_j \mu_j) \right) \right]$$

$$\propto \exp \left[ -\frac{1}{2} a (\mu_j - b/(2a))^2 \right]$$

$$\sim N \left( b/(2a), 1/a \right)$$

6. Sample $\tau^2$ using a Metropolis-Hastings scheme,

$$\tau^2 \mid \{\lambda_{jt}\}_{j,t}, \{N(t)\}_t, \omega, \{\gamma_{jt}\}_{j,t}, \{\mu_{jt}'\}_{j,t}, \rho, \{\eta_{k}^{(t)}\}_{k \neq o,t}$$

$$\propto \prod_{j=1}^{J} p(\lambda_j \mid \gamma_j, \mu_j, \tau^2, \rho) \ast p(\tau^2)$$

$$\propto \exp \left( -\frac{1}{2} \sum_{j=1}^{J} (\lambda_j - (1 - \gamma_j) \mu_{inactive} - \gamma_j \mu_j) \Sigma^{-1}_j (\lambda_j - (1 - \gamma_j) \mu_{inactive} - \gamma_j \mu_j) \right)$$

$$\ast \prod_{j=1}^{J} \left[ 2\pi \Sigma_j \right]^{-1/2} \ast (\tau^2)^{-a-1} \exp \left( -\frac{b}{\tau^2} \right).$$

Propose new values by $sim \sim N_1(0, 1)$ and

$$\log(\tau^2^*) = \log(\tau^2, curr) + tun_\tau * sim$$

$$\tau^2^* = \exp(\log(\tau^2, curr) + tun_\tau * sim)$$

and as above $tun_\tau$ can be adjusted to get an acceptance rate of about 45% and the proposal distribution cancels so we construct $R$ similarly to above and accept the proposed value with probability $\min(1, R)$ (Roberts et al., 1994).
7. Sample $\rho$ using a Metropolis-Hastings scheme,

$$\begin{align*}
\rho, \{\lambda_j, \omega, \gamma_j, \mu_j, \tau_j^2, \{n_k^{(t)}\}_{k \neq o,t}\} \\
\propto \prod_{j=1}^{J} p(\lambda_j \mid \gamma_j, \mu_j, \tau_j^2, \rho) \cdot p(\rho) \\
\propto \exp \left( -\frac{1}{2} \sum_{j=1}^{J} (\lambda_j - (1 - \gamma_j)\mu_{inactive} - \gamma_j \mu_j)'\Sigma_j^{-1}(\lambda_j - (1 - \gamma_j)\mu_{inactive} - \gamma_j \mu_j) \right) \\
\cdot \mathcal{I}(\rho \in (0,1)).
\end{align*}$$

Propose new values by $sim \sim N_1(0,1)$ and

$$\rho^* = \rho^{curr} + tun_\rho \cdot sim$$

and as above $tun_\rho$ can be adjusted to get an acceptance rate of about 45% and the proposal distribution cancels so we construct $R$ similarly to above and accept the proposed value with probability $\min(1, R)$.

SOUP prior un informativeness

The single observation unbiased prior (SOUP) was developed by [Meng and Zaslavsky (2002)] for $\pi_o$ (probability of being unrecorded) known, and extended for capture-recapture in [Stuart and Zaslavsky (2005)]. With the SOUP, the posterior mean of the total number of events is unbiased,

$$E[N^* \mid N, \pi_o] = E_{n \sim Bin(N,1-\pi_o)} \left[ E_{N^* \sim NegBin(n,1-\pi_o)} (N^* \mid n, \pi_o) \mid N, \pi_o \right] = N.$$  

Here we extend the work in [Stuart and Zaslavsky (2005)] to our situation, with multiple years and more than two lists. We take the yearly population total priors to be independent $\pi(N_t) \propto 1/N_t$. We show that the SOUP is uninformative for the cell probabilities by integrating out $\{N^{(t)}\}_t$ from the posterior to show that we get the same inference as on
the observed cells only. The posterior is

\[
p\left(\left\{N^{(t)}\right\}_t, \left\{\lambda_{j,t}\right\}_{j,t}, \omega, \left\{\gamma_{j,t}\right\}_{j,t}, \{\mu_j\}_j, \tau^2, \rho, \left\{n^{(t)}_k\right\}_{k \neq o,t}\right) \\
\propto p\left(\left\{N^{(t)}\right\}_t, \left\{\lambda_{j,t}\right\}_{j,t}, \omega, \left\{\gamma_{j,t}\right\}_{j,t}, \{\mu_j\}_j, \tau^2, \rho, \left\{n^{(t)}_k\right\}_{k \neq o,t}\right) \\
= p\left(\left\{N^{(t)}\right\}_t, \left\{\lambda_{j,t}\right\}_{j,t}, \omega, \left\{\gamma_{j,t}\right\}_{j,t}, \{\mu_j\}_j, \tau^2, \rho, \left\{n^{(t)}_k\right\}_t\right) \\
= \prod_{t=1}^{T} \left(\frac{N^{(t)}}{n^{(t)}_k}\right) \prod_{k} \pi^{(t)}_k(\lambda_t, \omega, \gamma_t)^n_k \\
* \prod_{j=1}^{J} p\left(\lambda_j | \gamma_j, \mu_j, \tau^2, \rho\right) * \prod_{j=1}^{J} p(\mu_j) * p(\tau^2) * 1 * (1/2)^{J+T} \\
* \prod_{t=1}^{T} \frac{1}{N^{(t)}} * p(\omega_{NGO}) p(\omega_{govt}) p(\omega_{mix}).
\]
Integrating out \( \{N^{(t)}\}_t \),

\[
p\left(\{\lambda_{j,t}\}_{j,t}, \omega, \{\gamma_{j,t}\}_{j,t}, \{\mu_j\}_j, \tau^2, \rho, \{n^{(t)}_k\}_{k \neq o,t}\right)
\]

\[
\propto \sum_{N^{(1)}=n^{(1)}}^{\infty} \cdots \sum_{N^{(T)}=n^{(T)}}^{\infty} p\left(\{N^{(t)}\}_t, \{\lambda_{j,t}\}_{j,t}, \omega, \{\gamma_{j,t}\}_{j,t}, \{\mu_j\}_j, \tau^2, \rho, \{n^{(t)}_k\}_{k \neq o,t}\right)
\]

letting \( \pi^{(t)}_k(\lambda, \omega, \gamma) = \pi^{(t)}_k \),

\[
= \sum_{N^{(1)}=n^{(1)}}^{\infty} \cdots \sum_{N^{(T)}=n^{(T)}}^{\infty} \prod_{t=1}^{T} \left(\frac{N^{(t)}}{n^{(t)}_k}\right) \prod_k \pi^{(t)}_k n^{(t)}_k \ast \frac{1}{N^{(t)}}
\]

\[
\ast \{ \text{priors for log-linear parameters and hyperparameters} \}
\]

\[
= \prod_{t=1}^{T} \sum_{N^{(t)}=n^{(t)}}^{\infty} \left(\frac{N^{(t)}}{N^{(t)}-n^{(t)}}\right)^{n^{(t)}_k} \prod_k \pi^{(t)}_k n^{(t)}_k \ast \frac{1}{N^{(t)}}
\]

\[
\ast \{ \text{priors for log-linear parameters and hyperparameters} \}
\]

\[
= \prod_{t=1}^{T} \prod_{k \neq o}^{\infty} \pi^{(t)}_k n^{(t)}_k \frac{1}{\prod_{k \neq o} n^{(t)}_k} \sum_{N^{(t)}=n^{(t)}}^{\infty} \frac{(N^{(t)}-1)!}{(N^{(t)}-n^{(t)})!} \pi^{(t)}_o n^{(t)}_o
\]

\[
\ast \{ \text{priors for log-linear parameters and hyperparameters} \}
\]

\[
= \prod_{t=1}^{T} \prod_{k \neq o}^{\infty} \pi^{(t)}_k n^{(t)}_k \frac{1}{\prod_{k \neq o} n^{(t)}_k} \sum_{N^{(t)}=n^{(t)}}^{\infty} \frac{(N^{(t)}-1)!}{(N^{(t)}-n^{(t)})!} \pi^{(t)}_o n^{(t)}_o \times \frac{(1 - \pi^{(t)}_o)^{n^{(t)}}}{(1 - \pi^{(t)}_o)^{n^{(t)}}} \frac{(n^{(t)}-1)!}{(n^{(t)}-1)!} \frac{(n^{(t)}-1)!}{(n^{(t)}-1)!}
\]

\[
\ast \{ \text{priors for log-linear parameters and hyperparameters} \}
\]

which is an independent multinomial on observed cells for each year. Thus, the SOUP prior is uninformative for the cell probabilities.

**A.2.2 Data Descriptives**

Here we include some summaries of the Casanare data and details about the matching algorithm.
Table A.5: Distribution of the number of times a record appears on the lists, i.e. the number of captures.

<table>
<thead>
<tr>
<th>Killings</th>
<th>Number of captures</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1871</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>571</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>157</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table A.6: We display for each list the number of recorded killings between 1998 and 2007, the type of list (government or non-government organization) and abbreviation used in the paper.

<table>
<thead>
<tr>
<th>Organization name</th>
<th>Recorded Killings</th>
<th>Type</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Institute of Forensic Medicine</td>
<td>1874</td>
<td>govt</td>
<td>IMLM</td>
</tr>
<tr>
<td>Deaths</td>
<td>1874</td>
<td></td>
<td></td>
</tr>
<tr>
<td>National Police - DIJIN</td>
<td>825</td>
<td>govt</td>
<td>PN0</td>
</tr>
<tr>
<td>Human Rights Observatory of the Vice Presidency</td>
<td>501</td>
<td>govt</td>
<td>VP</td>
</tr>
<tr>
<td>Colombian Commission of Jurists</td>
<td>160</td>
<td>NGO</td>
<td>CCJ</td>
</tr>
<tr>
<td>CINEP</td>
<td>138</td>
<td>NGO</td>
<td>CIN</td>
</tr>
<tr>
<td>Colombia-Europe-US Coordination</td>
<td>72</td>
<td>NGO</td>
<td>CCE</td>
</tr>
</tbody>
</table>
Matching rules

From Guberek et al. (2010), the following rules were used to match the data by the Human Rights Data Analysis Group (HRDAG). HRDAG grouped together multiple records on the same victim into a “match group.” When the records were not exact matches on violation type, contradictions were resolved by the rules:

- If at least one record in the match group was a killing, the group was determined to be a killing.
- If at least one record was a disappearance and there was no killing record in the group, the group was considered a disappearance.
- Records of detentions, hostages and extortive kidnappings were only kept if they were matched with a record of killing or disappearance, the rest were dropped from the data.

The data were matched by two human matchers, who showed a high rate of agreement, with 280 pairs of records matched by the first matcher but not the second, 149 pairs matched by the second matcher but not the first, and 4,389 pairs of records matched by both of them (Guberek et al.) (2010).

A.2.3 Extra Posterior Predictive Checks for the Casanare Data

Figures [A.14, A.15, A.16] show graphical/visual assessments of the fit of models H-ZS, AR1-ZS and H-ZM to the Casanare data. Each box of gray-scale rectangles represents a table of cell counts, with years as the columns and rows as the capture histories. The top row represents a capture history \( k = 000000 \), and the bottom row \( k = 111111 \), with capture histories in between listed in increasing order as binary numbers. The grayscale represents the cell count, with darker indicating a higher count and white indicating a
zero cell. We visually inspect the boxes for the similarity of simulated data to the true cell counts from Casanare.

Figure A.14: Posterior predictive check for the H-ZS model: graphical/visual assessments of the fit of models H-ZS, AR1-ZS and H-ZM to the Casanare data. Each box of gray-scale rectangles represents a table of cell counts, with years as the columns and rows as the capture histories. The top row represents a capture history $k = 000000$, and the bottom row $k = 111111$, with capture histories in between listed in increasing order as binary numbers. The grayscale represents the cell count, with darker indicating a higher count and white indicating a zero cell. We visually inspect the boxes for the similarity of simulated data to the true cell counts from Casanare.
Figure A.15: Posterior predictive check for the AR1-ZS model: graphical/visual assessments of
the fit of models H-ZS, AR1-ZS and H-ZM to the Casanare data. Each box of gray-scale rectangles
represents a table of cell counts, with years as the columns and rows as the capture histories. The
top row represents a capture history $k = 000000$, and the bottom row $k = 111111$, with capture
histories in between listed in increasing order as binary numbers. The grayscale represents the cell
count, with darker indicating a higher count and white indicating a zero cell. We visually inspect
the boxes for the similarity of simulated data to the true cell counts from Casanare.

A.2.4 Extra Simulation Results

The fraction of the simulation where estimates $\hat{N}^{(t)}$’s are higher than the population of
Casanare, when generating data from the H-ZS model:
Figure A.16: Posterior predictive check for the H-ZM model: graphical/visual assessments of the fit of models H-ZS, AR1-ZS and H-ZM to the Casanare data. Each box of gray-scale rectangles represents a table of cell counts, with years as the columns and rows as the capture histories. The top row represents a capture history $k = 000000$, and the bottom row $k = 111111$, with capture histories in between listed in increasing order as binary numbers. The grayscale represents the cell count, with darker indicating a higher count and white indicating a zero cell. We visually inspect the boxes for the similarity of simulated data to the true cell counts from Casanare.

<table>
<thead>
<tr>
<th>Year</th>
<th>1998</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-ZS</td>
<td>0.19</td>
<td>0.2</td>
<td>0.24</td>
<td>0.37</td>
<td>0.60</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>Separate each year</td>
<td>0.19</td>
<td>0.2</td>
<td>0.01</td>
<td>0.03</td>
<td>0.25</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
</tbody>
</table>
The fraction of the simulation where estimates $\hat{N}^{(t)}$'s are higher than the population of Casanare, when generating data from the AR1-ZS model:

<table>
<thead>
<tr>
<th>Year</th>
<th>1998</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-ZS</td>
<td>0.18</td>
<td>0.2</td>
<td>0.17</td>
<td>0.27</td>
<td>0.69</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.08</td>
<td>0</td>
</tr>
<tr>
<td>H-ZS</td>
<td>0.17</td>
<td>0.2</td>
<td>0.00</td>
<td>0.03</td>
<td>0.18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>AR1-ZS</td>
<td>0.00</td>
<td>0.0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>U-ZM</td>
<td>0.17</td>
<td>0.2</td>
<td>0.00</td>
<td>0.03</td>
<td>0.18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>H-ZM</td>
<td>0.00</td>
<td>0.0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
</tbody>
</table>

The fraction of the simulation where estimates $\hat{N}^{(t)}$'s are higher than the population of Casanare, when generating data from the H-ZM model:

<table>
<thead>
<tr>
<th>Year</th>
<th>1998</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-ZS</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td>0.41</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>H-ZS</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>AR1-ZS</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>U-ZM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>H-ZM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
</tr>
</tbody>
</table>
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Figure A.17: Results from simulations, generating data from the AR1-ZS model, with $\rho = 0.5$, using $\mu_j$, $\tau^2$, $\omega$, $N(t)$, and $\gamma_{jt}$ from posterior means of Casanare data. We show results from all years, and from 1998 and 1999 alone. We do 100 simulations from the AR1-ZS model.
A.3 The Millennium Villages Project: A protocol for the final evaluation

A.4 Timeline of Key Interventions
<table>
<thead>
<tr>
<th>MVP Model: Key Interventions</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Community Development</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consultation &amp; Priority Mapping with Communities</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Agriculture &amp; Environment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fertilizers and Seeds Inputs Support Program</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain Storage Warehouses Constructed &amp; Operational</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crop Diversification: Nutritional &amp; High Value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agronomic Training Delivery</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Livestock Introduction &amp; Improvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Irrigation Systems for Dry Season</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture Installment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agro-processing for Higher Value Products</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Business Development</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Skills Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cooperatives Development</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market Linkages Establishment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microfinance Institution Partnering</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schools Constructed &amp; Operational</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schools Equipped with Desks, Chairs, textbooks and school materials</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additional Teaching Staff Recruited</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher Living Quarters Constructed &amp; Operational</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher Training &amp; Curriculum Improvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Meals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender-Sensitive Activities</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parent Teacher Association/School Management Committee Formation &amp; Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computers Utilized in Schools</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outreach/Vocational Education Programs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Infrastructure</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Road Constructed &amp; Operational (main and feeder)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schools and Clinics Electrification Constructed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household Electrification Infrastructure Constructed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved Water Points Constructed &amp; Operational</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile Phone Infrastructure Partnerships</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved Cook Stoves Coverage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schools and Clinics Latrines Constructed &amp; Operational</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household Latrines Constructed &amp; Operational</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functioning Clinics (at least 1/cluster)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinic Staff Housing Constructed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additional Clinic Staff Recruited</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Referral Hospital Supported</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functioning Lab (at least 1/cluster)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absence of User Fees</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ambulance (24 hour)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaria Bednet Coverage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaria Indoor Residual Spraying</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaria Indoor Residual Spraying</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV/AIDS &amp; Tuberculosis: Testing, Treatment and Referral</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immunizations: Clinic-based and Campaigns Support</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community Health Worker Program: Malaria, Diarrhea &amp; Nutrition Surveillance and Treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family Planning: Campaigns Coupled with Supplies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

0 MV Sites
1-3 MV Sites
4-6 MV Sites
7-9 MV Sites

Figure A.18: Timeline of Key Interventions.
A.5 MDG Targets per MVP village

Data sources used for Table A.7 include:


(WN) WHO NLIS: http://apps.who.int/nutrition/landscape/search.aspx?dm=52&countries=

(W) WHO: http://apps.who.int/ghodata/?theme=country

(D) DHS: http://www.measuredhs.com/data/available-datasets.cfm or http://www.statcompiler.com/


(M) MICS: http://www.unicef.org/statistics/index_24302.html
<table>
<thead>
<tr>
<th>#</th>
<th>Indicator</th>
<th>Koraro, Ethiopia</th>
<th>Bonsasso, Ghana</th>
<th>Sauri, Kenya</th>
<th>Mwandama, Malawi</th>
<th>Tiby, Mali</th>
<th>Pampaida, Nigeria</th>
<th>Mayange, Rwanda</th>
<th>Potou, Senegal</th>
<th>Mbola, Tanzania</th>
<th>Ruhira, Uganda</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1 (U)</td>
<td>Gender parity in primary education</td>
<td>0.66 (1991)</td>
<td>0.86 (1991)</td>
<td>0.97 (1991)</td>
<td>0.87 (1991)</td>
<td>0.61 (1991)</td>
<td>0.81 (1991)</td>
<td>0.99 (1991)</td>
<td>0.73 (1991)</td>
<td>0.98 (1991)</td>
<td>1.81 (1991)</td>
</tr>
<tr>
<td>#</td>
<td>Indicator</td>
<td>Koraro, Ethiopia</td>
<td>Bonsasso, Ghana</td>
<td>Sauri, Kenya</td>
<td>Mwandama, Malawi</td>
<td>Iby, Mali</td>
<td>Pampaida, Nigeria</td>
<td>Mayange, Rwanda</td>
<td>Potou, Senegal</td>
<td>Mbola, Tanzania</td>
<td>Ruhiira, Uganda</td>
</tr>
<tr>
<td>----</td>
<td>---------------------------------------------------------------------------</td>
<td>------------------</td>
<td>-----------------</td>
<td>--------------</td>
<td>-----------------</td>
<td>----------</td>
<td>-------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>1.1</td>
<td>Proportion of population below 1.25 USD (PPP 2005) per day</td>
<td>30.3%</td>
<td>25.6%</td>
<td>19.2%</td>
<td>41.6%</td>
<td>43.1%</td>
<td>31.0%</td>
<td>37.3%</td>
<td>32.9%</td>
<td>36.3%</td>
<td>35.0%</td>
</tr>
<tr>
<td>1.2</td>
<td>Poverty Gap ratio</td>
<td>10.6</td>
<td>9.2</td>
<td>7.7</td>
<td>23.0</td>
<td>26.6</td>
<td>15.6</td>
<td>18.5</td>
<td>17.2</td>
<td>14.9</td>
<td>15.2</td>
</tr>
<tr>
<td>1.8</td>
<td>Underweight among children under 5 years old</td>
<td>21.8%</td>
<td>11.3%</td>
<td>10.6%</td>
<td>12.8%</td>
<td>17.0%</td>
<td>19.1%</td>
<td>12.4%</td>
<td>13.7%</td>
<td>13.0%</td>
<td>10.0%</td>
</tr>
<tr>
<td>2.1</td>
<td>Net attendance ratio in primary education</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
</tr>
<tr>
<td>2.2</td>
<td>Proportion of pupils starting grade 1 who reach last grade of primary education</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
</tr>
<tr>
<td>3.1</td>
<td>Gender parity in primary education</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
<td>0.97 – 1.03</td>
</tr>
<tr>
<td>4.1</td>
<td>Under-5 mortality rate (per 1000 births)</td>
<td>64</td>
<td>50</td>
<td>32</td>
<td>81</td>
<td>91</td>
<td>69</td>
<td>54</td>
<td>61</td>
<td>51</td>
<td>33</td>
</tr>
<tr>
<td>4.2</td>
<td>Infant mortality rate (per 1000 births)</td>
<td>38</td>
<td>27</td>
<td>22</td>
<td>46</td>
<td>48</td>
<td>32</td>
<td>30</td>
<td>29</td>
<td>32</td>
<td>29</td>
</tr>
<tr>
<td>4.3</td>
<td>Measles immunization rate of 1 year-old children</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
<td>≥ 90%</td>
</tr>
<tr>
<td>5.2</td>
<td>Skilled birth attendance</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
</tr>
<tr>
<td>5.3</td>
<td>Modern contraception use</td>
<td>39.3%</td>
<td>38.5%</td>
<td>54.2%</td>
<td>68.7%</td>
<td>31.1%</td>
<td>28.4%</td>
<td>39.1%</td>
<td>29.2%</td>
<td>50.8%</td>
<td>39.6%</td>
</tr>
<tr>
<td>5.5</td>
<td>Antenatal care coverage</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
<td>≥ 70%</td>
</tr>
<tr>
<td>6.7</td>
<td>Children under 5 sleeping under insecticide-bed nets</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
<td>≥ 80%</td>
</tr>
<tr>
<td>7.8</td>
<td>Access to improved drinking water</td>
<td>54%</td>
<td>68.5%</td>
<td>66%</td>
<td>66.5%</td>
<td>61%</td>
<td>65%</td>
<td>85%</td>
<td>71.5%</td>
<td>73%</td>
<td>69.5%</td>
</tr>
<tr>
<td>7.9</td>
<td>Access to Improved sanitation</td>
<td>50.5%</td>
<td>52%</td>
<td>63.5%</td>
<td>70.5%</td>
<td>61.5%</td>
<td>68%</td>
<td>61%</td>
<td>61%</td>
<td>61.5%</td>
<td>70%</td>
</tr>
</tbody>
</table>
### A.6 Excluded MDG Indicators

Table A.9: Excluded MDG Indicators

<table>
<thead>
<tr>
<th>#</th>
<th>Indicator</th>
<th>MDG Goal 1: Eradicate extreme poverty and hunger</th>
<th>MDG Goal 2: Achieve universal primary education</th>
<th>MDG Goal 3: Promote gender equality and empower women</th>
<th>MDG Goal 5: Improve maternal health</th>
<th>MDG Goal 6: Combat HIV/AIDS, malaria and other diseases</th>
<th>MDG Goal 7: Ensure environmental sustainability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>Share of poorest quintile in national consumption</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>Growth rate of GDP per person employed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>Employment-to-population ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>Proportion of employed people living below $1 (PPP) per day</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>Proportion of own-account and contributing family workers in total employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.9</td>
<td>Proportion of population below minimum level of dietary energy consumption</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3</td>
<td>Literacy rate of 15-24 year olds, women and men</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>Share of women in wage employment in the non-agricultural sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td>Proportion of seats held by women in national parliament</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.1</td>
<td>Maternal mortality ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>Adolescent birth rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>Antenatal care coverage (at least one visit with skilled health professional)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.6</td>
<td>Unmet need for family planning</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.1</td>
<td>HIV prevalence among population aged 15-24 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2</td>
<td>Condom use at last high risk sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3</td>
<td>Proportion of population aged 15-24 years with comprehensive correct knowledge of HIV/AIDS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.4</td>
<td>Ratio of school attendance of orphans to school attendance of non-orphans aged 10-14 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.5</td>
<td>Proportion of population with advanced HIV infection with access to antiretroviral drugs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.6</td>
<td>Incidence and death rates associated with malaria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.8</td>
<td>Proportion of children under 5 with fever who are treated with appropriate antimalarial drugs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.9</td>
<td>Incidence, prevalence, and death rates associated with tuberculosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.10</td>
<td>Proportion of tuberculosis cases detected and cured under directly observed treatment short course</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>#</th>
<th>Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.5</td>
<td>Proportion of total water resources used</td>
</tr>
<tr>
<td>7.6</td>
<td>Proportion of terrestrial and marine areas protected</td>
</tr>
<tr>
<td>7.7</td>
<td>Proportion of species threatened with extinction</td>
</tr>
<tr>
<td>7.10</td>
<td>Proportion of urban population living in slums</td>
</tr>
<tr>
<td>8.1</td>
<td>Net ODA, total and to the least developed countries, as percentage of OECD/DAC donors’ gross national income</td>
</tr>
<tr>
<td>8.2</td>
<td>Proportion of total bilateral, sector-allocable ODA of OECD/DAC donors to basic social services (basic education, primary health care, nutrition, safe water and sanitation)</td>
</tr>
<tr>
<td>8.3</td>
<td>Proportion of bilateral official development assistance of OECD/DAC donors that is united</td>
</tr>
<tr>
<td>8.4</td>
<td>ODA received in landlocked developing countries as a proportion of their gross national incomes</td>
</tr>
<tr>
<td>8.5</td>
<td>ODA received in small island developing States as a proportion of their gross national incomes</td>
</tr>
<tr>
<td>8.6</td>
<td>Proportion of total developed country imports (by value and excluding arms) from developing countries and least developed countries, admitted free of duty</td>
</tr>
<tr>
<td>8.7</td>
<td>Average tariffs imposed by developed countries on agricultural products and textiles and clothing from developing countries</td>
</tr>
<tr>
<td>8.8</td>
<td>Agricultural support estimate for OECD countries as a percentage of their gross domestic product</td>
</tr>
<tr>
<td>8.9</td>
<td>Proportion of ODA provided to help build trade capacity</td>
</tr>
<tr>
<td>8.10</td>
<td>Total number of countries that have reached their HIPC decision points and number that have reached their HIPC completion points (cumulative)</td>
</tr>
<tr>
<td>8.11</td>
<td>Debt relief committed under HIPC and MDRI Initiatives</td>
</tr>
<tr>
<td>8.12</td>
<td>Debt service as a percentage of exports of goods and services</td>
</tr>
<tr>
<td>8.13</td>
<td>Proportion of population with access to affordable essential drugs on a sustainable basis</td>
</tr>
<tr>
<td>8.14</td>
<td>Fixed telephone lines per 100 inhabitants</td>
</tr>
<tr>
<td>8.15</td>
<td>Mobile cellular subscriptions per 100 inhabitants</td>
</tr>
<tr>
<td>8.16</td>
<td>Internet users per 100 inhabitants</td>
</tr>
</tbody>
</table>
A.7 Impact Evaluation - Technical Details

A.7.1 Small area estimation

There are many types of small area models (Ghosh and Rao, 1994; Ghosh and Natarajan, 1999; Nadram, 2000; Rao, 2003; Jiang and Lahiri, 2006). For continuous variables, we can fit a unit-level linear model,

\[
y_i \sim N \left( u_i^T \beta + \eta_{a[i]} \right), \sigma_y^2 \quad \text{for individuals } i
\]

\[
\eta_a \sim N \left( x_a^T \gamma + \kappa_{d[a]} \right), \sigma_a^2 \quad \text{for EA } a
\]

\[
\kappa_d \sim N \left( z_d^T \delta + \omega_{r[d]} \right), \sigma_d^2 \quad \text{for districts } d
\]

\[
\omega_r \sim N \left( 0, \sigma_r^2 \right) \quad \text{for regions } r,
\]

where \( u_i \) are covariates available in both census and survey, \( x_a \) are EA-level variables, including the size of the EA and population density, \( z_d \) are district-level variables, including size of the district, and information about political institutions and ethnic composition. Geographical variables (e.g. distance to the coast, rainfall, distance to urban areas, distance to a main road) can be included at various levels of the model. We can include more levels between EA and district (e.g. counties or parishes). We need to include all variables used in the sample design, such as the EA size, in order to guarantee ignorability of the data collection mechanism. We may include household effects, or define the households
as the units $i$. For binary variables, an analogous model to model 4.1 can be fit,

$$y_i \sim \text{Bern}(p_i) \text{ for individuals } i$$

$$\text{logit}(p_i) = u_i^T \beta + \eta_{a[i]} \text{ for individuals } i$$

$$\eta_a \sim N(x_a^T \gamma + \kappa_{d[a]}, \sigma_a^2) \text{ for EA } a$$

$$\kappa_d \sim N(z_d^T \delta + \omega_{r[d]}, \sigma_d^2) \text{ for districts } d$$

$$\omega_r \sim N(0, \sigma_r^2) \text{ for regions } r.$$

Alternatively, instead of unit-level models we can fit a [Fay and Herriot (1979)] model, where the lowest level of the model is approximated by a non-Bayesian calculation without a complete model for the complex survey data structure [Zaslavsky (2011)]:

$$\hat{y}_a \sim N(\bar{Y}_a, v_a) \text{ for EA } a$$

$$\bar{Y}_a \sim N(x_a^T \gamma + \kappa_{d[a]}, \sigma_a^2) \text{ for EA } a \quad (4.2)$$

$$\kappa_d \sim N(z_a^T \delta + \omega_{r[d]}, \sigma_d^2) \text{ for districts } d$$

$$\omega_r \sim N(0, \sigma_r^2) \text{ for regions } r,$$

where $\hat{y}_a$ is the standard design-based estimate of the mean in EA $a$ and $v_a$ its sampling variance. Here the $v_a$ account for the sampling design. The $x_a$ can include EA-level means from the census. For binary variables, an analogous model to model 4.2 can be fit,

$$y_a \sim \text{Bin}(n_a, p_a) \text{ for EA } a$$

$$\text{logit}(p_a) \sim N(x_a^T \gamma + \kappa_{d[a]}, \sigma_a^2) \text{ for EA } a$$

$$\kappa_d \sim N(z_d^T \delta + \omega_{r[d]}, \sigma_d^2) \text{ for districts } d$$

$$\omega_r \sim N(0, \sigma_r^2) \text{ for regions } r,$$
where $y_a$ is the total number of “successes” in area $a$, and $p_a$ the finite population proportion of successes in area $a$, which in fact equals $\bar{Y}_a$ for binary $y$.

Comparing models 4.1 and 4.2, it may be easier to extend 4.2 to jointly model variables (DeSouza, 1992; Datta et al., 1998; Raghunathan et al., 2007; Li and Zaslavsky, 2010), because different variables apply to different individuals, $i$. We may be more comfortable with the normality assumption in model 4.2 because of the central limit theorem. In either model we may consider transforming the variables to more closely approximate normality (Rao, 2003).

For indicator 3.1 (ratio of girl to boy school attendance), we will model the fraction of school children who are girls, which is a sample mean and more easily modeled than a ratio. An analogous model to model 4.2 can be fit for indicators 2.2 (estimated probability of a student in grade 1 reaching the end of primary school), and the mortality rates 4.1 and 4.2. Instead of $\bar{Y}_a$, we use the estimated probability or mortality rate, call these $\theta_a$. We will make transformations, if necessary, so that the normal approximation is most reasonable.

In model 4.1 if the sampling fraction in area $a$ is small, the finite population mean in area $a$, $\bar{Y}_a$, is $\bar{U}_a^T \beta + \eta_a$, where $\bar{U}_a$ is the population mean of covariates $u_i$ in EA $a$, and $\eta_a$ is estimated as draws of $\eta_a$ from the posterior if there is survey data in the EA, as $x_a^T \gamma + \kappa_{d[a]}$ if there is survey data only in the district and not in the EA, and as $x_a^T \gamma + z_{d[a]}^T \delta + \omega_{r[d[a]]}$ if there is survey data only in the region and not in the district. Similarly, in model 4.2, if there is survey data in the EA, the finite population mean is estimated with draws of $\bar{Y}_a$ from the posterior, otherwise if there is survey data only in the district, it is estimated with draws of $x_a^T \gamma + \kappa_{d[a]}$, and if there is only survey data in the region, it is estimated with draws of $x_a^T \gamma + z_{d[a]}^T \delta + \omega_{r[d[a]]}$. We can also use the model to get population means at coarser granularities, combining EAs.

We will perform posterior predictive checks and adjust these models appropriately (Gel-
man et al., 2014) Chapters 6 and 7). We may also consider a conditional autoregression (CAR) spatial model to relax our assumptions of exchangeability of EAs within districts and districts within regions (You and Zhou, 2011; Rao, 2003, p.86). We may extend the models by allowing the slope parameters to vary by area or larger region.

**Complications**

Our problem is more complicated than described above, for several reasons.

For privacy reasons, the DHS reports displaced latitude and longitude of the EAs it samples, by up to 5 km in rural areas (Measure DHS/ICF International, 2012; DHS, 2014). We should be able to identify that the sampled EA is one of a few EAs from the census, since the average size of an EA is 5-20 km$^2$ (from a crude computation of country area divided by total number of EAs). We can modify the models above by defining a small area to be a group of a few nearby EAs. If the census data shows a smoothness across nearby EAs, with neighboring EAs having similar values for the census variables, the DHS displacement is not problematic. Alternatively, we may be able to get access to some non-displaced DHS data, depending on privacy restrictions.

We may not be able to get access to census data that is georeferenced at the EA-level, but rather, only at larger sub-district administrative area (called by different names in different countries). In this case, the $x_{ni}$ variables would be constant for all EAs within the same administrative area.

Another complication is that in general, censuses were not done at the same times as the DHS, and neither at the same time as the project start dates, see Table A.10.

For example, in Kenya, censuses were done in 1999 and 2009, and DHS in 2003 and 2008. In the unit-level small area model 4.1, this is problematic because the DHS covariates $u_i$
<table>
<thead>
<tr>
<th>MV</th>
<th>Start date</th>
<th>DHS dates</th>
<th>census dates</th>
</tr>
</thead>
</table>

are from a different time than the census averages $\bar{U}_a$. In the area-level model \[4.2\] this is not a problem, but the further in time the census is from the DHS, the less predictive census variables are likely to be. One option is to linearly interpolate census data between 1999 and 2009 to get 2003 or 2008 values for the covariates (this interpolation can be assessed using DHS data in 2003 and 2008). Alternatively, we could use the 1999 or 2009 data as the covariates. We propose to do both, and compare results.

**Use of small area estimates in the selection of comparison areas**

In the selection of comparison areas, we have two options. The first is to match comparison areas to MVs using only estimates from the small area models, based on DHS and census data. The second is to match estimates from the small area models to MV project data collected at baseline.

The first approach avoids a possible lack of comparability between DHS data and project data. For example, in Kenya, we would match on 2003 estimates from the small area models. We can also match on 1999 census data alone, avoiding the noise from small area estimation. The disadvantage to using only 1999 census data is that several key variables
are not recorded by censuses, and changes between 1999 and 2005 may turn good-looking matches in 1999 into poor matches in 2005. Matching on small areas estimates in 2003, we will have noisy estimates for both the MVs and comparison areas.

We can avoid noisy estimates in the MVs by relying on project data, using the second approach. In this approach, in Kenya we would linearly interpolate 2003 and 2008 small area estimates to get 2005 estimates in comparison areas, and match these to MV project data at baseline. This method is less robust than the first because it relies both on the linear interpolation and on the comparability of DHS to project data. We can assess the comparability of DHS to project data most easily in countries for which the DHS was done near project baseline. We can assess the linear interpolation on variables collected by both the census and DHS by fitting a curve to the time points from a few DHS and census rounds.

Another possible objection to the second approach is the use of post-treatment data. However, we do not condition on post-treatment data, but rather, we condition on a function of it, as recommended by Liu and Meng (2014). In fitting small area models with post-treatment data, we leave out the MV and nearby areas, because those areas are not exchangeable with other areas in the country.

In addition to matching treatment and control areas on pre-treatment levels, we would ideally also match on trends. We want to match MVs on an upswing with areas also on an upswing. We can get an approximate trend in comparison areas from the slopes from the linear interpolations discussed above. For the MVs, we can compute the slope between the MV baseline and an SAE estimate from a pre-baseline DHS (for example, in 2003), assuming we believe in the comparability of DHS and project data. Otherwise, if there are multiple pre-treatment DHS, we can compute slopes from those.
A.7.2 Propensity Score Model

We require estimates of propensity scores. We follow the conventional approach in the literature and use logistic regression on our variables unaffected by MVP (Imbens and Rubin, 2014). The procedures in A.7.1 give small-area-level baselines (and possibly also trends) of indicators measured by the DHS. There will be substantial uncertainty in these baselines, which we will address in A.7.3. For the MVs, we also have baselines, which may come from small area estimates or from project data (see A.7.1). We will fit a propensity score model,

$$\logit(P(Z_a = 1)) = x_a \delta + \kappa_{d[a]}$$ for EA $a$

$$\kappa_d \sim N(z_d^T \delta + \omega_{r[d]}, \sigma_d^2)$$ for districts $d$

$$\omega_r \sim N(0, \sigma_r^2)$$ for regions $r$,

where $Z_a$ is a treatment indicator for area $a$, $x_a$ is a vector including the baselines from the small area models in A.7.1 and geographical variables, and the $z_d$ are district-level variables. Covariates can include those mentioned above, in A.7.1. Model specification will be guided by an iterative process of improving the model using posterior predictive checks (Gelman et al. 2014, Chapters 6 and 7).

A.7.3 Candidate Models for Causal Inference

Here we suggest a few types of causal models that we propose to fit to the end-line outcome data. Let $j$ index a village, either an MV or a comparison village. These are nested into ten countries, indexed by $c$. Let $Z_j$ be the indicator of treatment for village $j$. Let $\theta_j^{(k,t)}$ denote the village-level indicator for outcome $k$ at time $t$. For the binary and continuous
outcomes, this is the finite population mean, $\overline{Y}_j^{(k,t)}$, of individual-level outcomes $y_i^{(k,t)}$. For indicator 2.2, $\theta_j^{(k,t)}$ is the probability of completing primary school, for indicator 3.1 it is the ratio of girl to boy school attendance, and for indicators 4.1 and 4.2, the under-5 and infant mortality rates.

Let $x_j$ be a vector of village-level covariates, including estimated baseline variables from the models in A.7.1. Some villages may span more than one small area, so we will aggregate appropriately. The causal models are fit conditional on these baselines, whose substantial uncertainty we discuss in A.7.3.

Our models are similar to the multilevel models for matched-pair cluster designs suggested by Hill and Scott (2009). Where not otherwise specified, priors on parameters are non-informative.

Our estimands are superpopulation average treatment effects, conditional on covariates (Gelman et al., 2014, Chapter 8). Thus, we imagine that the villages were “sampled” from a population of villages with similar covariates (similar extreme poverty in 2005), with high levels of political buy-in, where MVP treatment would not have been disrupted by financing shortages or political instability (See Section 4.2.1 in the main body of the paper).

**Single-outcome models**

We consider a ladder of models, starting with simple models, and building to more complex models. The first few rungs of the ladder include only one outcome at a time, and treatment effects that do not vary across countries. The first rung of the ladder includes no covariates, and totally pools across countries. For each outcome $k$ that is continuous (income, weight-for-age-z-score, and number of antenatal care visits) we will fit a linear...
model,
\[ y_{i}^{(k,2015)} \sim N\left(\mu^{(k)} + \tau^{(k)} Z_{j[i]}, \sigma^2_y\right) \text{ for individuals } i. \]

The second rung of the ladder includes no covariates but does include partially-pooling over the countries:
\[ y_{i}^{(k,2015)} \sim N\left(\mu^{(k)} + \tau^{(k)} Z_{j[i]} + \alpha^{(k)}_{c[j[i]]}, \sigma^2_y\right) \text{ for individuals } i \]
\[ \alpha^{(k)}_{c[j]} \sim N(0, \sigma^2_{\alpha}) \text{ for countries } c = 1, \ldots, 10. \]

The third rung of the ladder includes covariates as well:
\[ y_{i}^{(k,2015)} \sim N\left(\mu^{(k)} + \tau^{(k)} Z_{j[i]} + x_{j[i]} \delta^{(k)} + \alpha^{(k)}_{c[j[i]]}, \sigma^2_y\right) \text{ for individuals } i \]
\( (4.4) \)
\[ \alpha^{(k)}_{c[j]} \sim N(0, \sigma^2_{\alpha}) \text{ for countries } c = 1, \ldots, 10. \]

For binary outcomes, we will fit analogous logistic models,
\[ \logit\left(P(y_{i}^{(k,2015)} = 1)\right) = \mu^{(k)} + \tau^{(k)} Z_{j[i]} + x_{j[i]} \delta^{(k)} + \alpha^{(k)}_{c[j[i]]} \text{ for individuals } i \]
\( (4.5) \)
\[ \alpha^{(k)}_{c[j]} \sim N(0, \sigma^2_{\alpha}) \text{ for countries } c = 1, \ldots, 10. \]

For the mortality outcomes (indicators 4.1 and 4.2), see the next section.

We can also fit village-level models. Let \( \tilde{\theta}^{(k,2015)}_{j} \) denote the estimated village-level indicator, and \( v_j \) its variance. Then we can fit a model:
\[ \tilde{\theta}^{(k,2015)}_{j} \sim N\left(\mu^{(k)} + \tau^{(k)} Z_{j} + x_{j} \delta^{(k)} + \alpha^{(k)}_{c[j]}, v_j\right) \text{ for villages } j \]
\( (4.6) \)
\[ \alpha^{(k)}_{c[j]} \sim N(0, \sigma^2_{\alpha}) \text{ for countries } c = 1, \ldots, 10. \]
We may need to transform some variables to make the normality assumption more plausible (e.g. logit transform the proportions). Without individual-level covariates, \( \tau^{(k)} \) has the same interpretation in either model 4.4 or 4.6. However, model 4.4 makes the assumption of normality of the individual outcomes rather than the aggregates.

We will also consider interactions between treatment and covariates to assess sensitivity to the assumption that the slopes \( (\delta^{(k)}) \) vary by treatment group. However, we may not have the precision to be able to estimate these interactions without some strong regularization via prior distributions.

**Mortality outcomes - Survival models**

For indicators 4.1 and 4.2, standard methods used by the DHS are described in Rutstein and Rojas (2006, p.99-101). We can use these standard methods to compute village-level mortality rates, and fit model 4.6. Alternatively, we can fit a survival model. For indicator 4.1 (under-5 mortality rate), the relevant end-line study period is 2010-2015, following the conventions in Rutstein and Rojas (2006); MDG (2014). Through women’s birth histories collected in 2015, we will have birth and death dates (if the child died) for any children age 0-5 years alive during this study period. The complications with considering under-5 mortality in 2010-2015 are: we want a child born before 2010 to contribute to the analysis only during the study period, and we want only ages 0-5 to contribute to the analysis. To accomplish this we propose the following method:

Let \( J_{0i} \) be child \( i \)'s joining time, which equals 2010 for children born before 2010, and equals the calendar year of birth for children born after 2010. Let \( A_{0i} \) be child \( i \)'s age adjustment, which equals the child’s age in 2010 for children born after 2010, and equals zero for children born after 2010. Let \( T_i^* \) be child \( i \)'s survival time, i.e. how many years child \( i \) lives in total. Then \( T_i = T_i^* - A_{0i} \) is the survival time since the joining time \( J_{0i} \). The censoring
time is \( C_i = \min(5 - A_{0i}, 2015 - J_{0i}) \) because children born before 2010 are censored when they reach age 5 and those born after 2010 are censored in 2015. The observed data are \((U_i, \delta_i, X_i)\) where \( U_i = \min(T_i, C_i) \), \( \delta_i = I(T_i \leq C_i) \), and \( X_i \) are covariates, including treatment indicator, country effect, and other variables.

Now, \( C_i \) may be dependent on \( T_i \) because both may depend on \( A_{0i} \): for people born before 2010, \( C_i = 5 - A_{0i} \) while \( T_i = T_i^* - A_{0i} \), and \( T_i \) can also be affected by \( A_{0i} \) through interaction with treatment because of prior beneficial effect of treatment leading to improved survival during the study period. Thus, we want to condition on \( A_{0i} \) in our analysis so that \( C_i \) and \( T_i \) are more likely to be independent. We also want to condition on \( J_{0i} \) because otherwise \((U_i, \delta_i, X_i)\) may not be i.i.d. (independent and identically distributed): for a child with a smaller value of \( J_{0i} \), the observation \((U_i, \delta_i, X_i)\) is more likely to be \((T_i, 1, X_i)\), while for a child with a larger value of \( J_{0i} \) (but same value of covariates \( X_i \)), the observation \((C_i, 0, X_i)\) is more likely. In addition to including \( A_{0i} \) and \( J_{0i} \) as covariates, we need to include the interaction of \( A_{0i} \) and treatment \((Z_{j[i]}\)) in order to account for the possible benefits that children born before 2010 may have had from getting the treatment for a few years prior to joining the study period.

Finally, we fit a survival analysis model (Cox, 1972; Ibrahim et al., 2001) adjusting for the variables mentioned above, with country effects as in the models in A.7.3. The coefficient of treatment, \( \tau^{(k)} \), represents a log hazard ratio, comparing the hazard of death among children in a treatment village to those in a comparison village, among children with the same covariates adjusted for in the model, ages 0-5 during 2010-2015. We can also use the model to compute other summaries of the treatment effect (including the difference or ratio of the probability of a child surviving to age 5 in treatment versus comparison villages) by estimating the baseline survivor function.
Joint-outcome models

If we wish to model all outcomes in a joint model, care is needed because the outcomes apply to different populations (e.g. children, infants, or women). One option is to fit village-level outcomes,

\[
\begin{pmatrix}
\hat{\theta}_{j}^{(1,2015)} \\
\vdots \\
\hat{\theta}_{j}^{(k,2015)} \\
\vdots \\
\hat{\theta}_{j}^{(14,2015)}
\end{pmatrix}
\sim N
\begin{pmatrix}
\mu^{(1)} + \tau^{(1)} Z_{j} + x_{j} \delta^{(1)} + \alpha_{c[j]}^{(1)} \\
\vdots \\
\mu^{(k)} + \tau^{(k)} Z_{j} + x_{j} \delta^{(k)} + \alpha_{c[j]}^{(k)} \\
\vdots \\
\mu^{(14)} + \tau^{(14)} Z_{j} + x_{j} \delta^{(14)} + \alpha_{c[j]}^{(14)}
\end{pmatrix}, \Sigma_{j}
\]

for villages \( j \)

\[
\begin{pmatrix}
\alpha_{c}^{(1)} \\
\vdots \\
\alpha_{c}^{(k)} \\
\vdots \\
\alpha_{c}^{(14)}
\end{pmatrix}
\sim N
\begin{pmatrix}
0 \\
\vdots \\
0 \\
\vdots \\
0
\end{pmatrix}, \Sigma_{country}
\]

for countries \( c = 1, \ldots, 10. \) (4.7)

We may add a level to assign a multivariate normal prior to \((\mu^{(k)}, \tau^{(k)}, \delta^{(k)})\), with some grouping of outcomes \( k \) to relax exchangeability assumptions. Both covariance matrices \( \Sigma_{j} \) and \( \Sigma_{country} \) will have block structures to reflect the different MDGs. Entries in matrix \( \Sigma_{j} \) contain the sampling variances of each \( \hat{\theta}_{j}^{(k,2015)} \), which account for household clustering.

We will perform posterior predictive checks on this model to assess its fit to the data ([Gelman et al., 2014], Chapters 6 and 7). We may need to transform variables, and consider latent variables or copulas.

We may also be able to fit an analogous individual-level model, with care given to the fact
that for each individual $i$, a different set of outcomes is defined. For example, if individual $i$ is a 45-year-old man, he does not have a bednet outcome.

Alternatively, we can also compute the average effect size (AES) estimates across outcomes, following O’Brien (1984); Clingingsmith et al. (2009).

**Difference-in-Differences methods**

Previous evaluations of the MVP, Clemens and Demombynes (2011) and Pronyk et al. (2012), as well at the proposal for the new northern Ghana MV evaluation, ITAD (2013), use the impact evaluation method of *difference-in-differences*. Difference-in-differences uses measurements at two time points, baseline and end-line (and possibly also time points in between), and an assumption of *additivity* to difference out time-invariant village effects and identify the effect of treatment. Additivity requires the potential gains over time to be the same across treatment and control groups, adjusted for covariates.

Instead of additivity, our models above, often known as *ANCOVA models*, assume unconfoundedness given the baseline outcome variables (at an aggregate village level), and other covariates. Difference-in-differences and ANCOVA models each make different assumptions, neither makes strictly fewer assumptions than the other (Imbens and Wooldridge, 2009, p.70). However, Imbens and Wooldridge (2009) do suggest that the unconfoundedness given baseline approach is, in general, more attractive. In order to test the sensitivity to these assumptions, we propose to fit difference-in-differences models analogous to our above models, for any outcome $k$ for which we have a baseline. If there are large discrepancies between the two types of models, we will have to conclude that we are uncertain which to trust.

Without enough reliable individual-level data at baseline, we cannot fit an individual-
level difference-in-differences model. Thus, we will use village-level baselines, \( \theta_j^{(k,2005)} \), whose uncertainty we discuss in A.7.3. For example, an analogous model to model 4.6 is

\[
\hat{\theta}_j^{(k,2015)} - \theta_j^{(k,2005)} \sim N(\mu^{(k)} + \tau^{(k)} Z_j + x_j^{(-k)} \delta^{(k)} + \alpha^{(k)}_c, \sigma^{2}_{y}) \text{ for villages } j
\]

\[
\alpha_c^{(k)} \sim N(0, \sigma^{2}_{\alpha}) \text{ for countries } c = 1, ..., 10,
\]

where \( x_j^{(-k)} \) is a vector including baseline outcomes for all \( k' \) not equal to \( k \).

In contrast, [ITAD (2013)] plans to gather panel data on individuals from the MV and the surrounding comparison areas. Panel data on individuals allows [ITAD (2013)] to difference out time-invariant individual effects (we can only difference out time-invariant village effects), and to adjust for individual-level covariates, which increase both efficiency and validity compared to our approach that only uses village-level information. Without individual-level panel data in comparison areas, we cannot adopt their approach.

**Varying Treatment Effects**

We plan to fit our above models allowing for treatment effects to vary by Millennium Village, with partial pooling ([Hill and Scott 2009]; Feller and Gelman 2014). For example, extending our model 4.4

\[
y_i^{(k,2015)} \sim N(\mu^{(k)} + \tau_c^{(k)} Z_j[i] + x_{j[i]} \delta^{(k)} + \alpha^{(k)}_{c[i]}, \sigma^{2}_{y}) \text{ for individuals } i
\]

\[
\begin{bmatrix}
\alpha^{(k)}_c \\
\tau^{(k)}_c
\end{bmatrix} \sim N\left(\begin{bmatrix} 0 \\ \tau \end{bmatrix}, \begin{bmatrix} \sigma^{2}_{\alpha} & \sigma_{\alpha\tau} \\ \sigma_{\alpha\tau} & \sigma^{2}_{\tau} \end{bmatrix}\right) \text{ for countries } c = 1, ..., 10.
\]

If we only have one matched comparison village per treatment village, each village’s treatment effect cannot be interpreted causally, because we cannot separately identify within-pair variation from treatment effect variation. However, we may want to test for
(and report) this extra heterogeneity, whatever its true source. In A.7.3 we discuss what can be done with more than one comparison village matched to a treatment village.

**Multiple Comparisons and Fishing**

We have fourteen primary outcomes of interest, discussed in Section 4.5 in the main body of the paper. Inevitably, with multiple comparisons, there will be some that reach the “statistical significance” threshold and some that do not. We will report all intervals of uncertainty and not focus on statistical significance as a summary. To avoid fishing, we will report and compare all results, not selecting only those that are significant and favorable (Humphreys et al., 2013).

Gelman et al. (2012) recommend jointly modeling outcomes of interest, as we discussed in A.7.3. This way, the treatment effects have a 95% probability of collectively being in their 95% intervals obtained by the model (we will be working within the Bayesian paradigm, where parameters have probability distributions). This helps to control the overall type I error rate, if this is a concern.

**Accounting for uncertainty in village-level baselines**

There will be substantial uncertainty in the village-level baselines, and we wish to propagate this uncertainty in our analysis so that our intervals for the treatment effects honestly reflect the uncertainty in our procedure. We propose to account for uncertainty in baseline value $\theta_{j}^{(k,2005)}$, by adding a level to the hierarchical propensity score and causal models: $\theta_{j}^{(k,2005)} \sim N \left( \hat{\theta}_{j}^{(k,2005)}, v_{j}^{(k,2005)} \right)$, where $v_{j}^{(k,2005)}$ is the posterior variance from the small area estimation procedures described in A.7.1 (see Gelman et al. (2014, p.474) for a similar example). If we choose to use project baseline data (see A.7.1), $v_{j}^{(k,2005)}$ is the
posterior variance from a simple model that reflects the sampling done within each MV at baseline. We may transform \( \theta_{j}^{(k,2005)} \) to make normality more plausible. For example, for binary indicators we may use a logit transformation.

For areas with a lot of baseline uncertainty, their propensity scores should exhibit a great deal of variability, making them a poor choice for a comparison area.

**Assessing Unconfoundedness**

Although unconfoundedness cannot be directly tested, there are analyses that can assess its plausibility (Altonji et al., 2005; Imbens and Rubin, 2014, Chap.12). As these tests are done before outcome data are available, we propose to include them in our publicly released design analysis discussed in Section 4.12 in the main body of the paper, if baseline data in comparison areas are sufficiently rich. Methods of assessment include estimating the effect of treatment on a pretreatment outcome, and estimating the causal effect of a treatment known not to have an effect, using multiple control groups.

In our final evaluation report, we propose to do a sensitivity analysis in the style of Rosenbaum and Rubin (1983a), Imbens (2003), Rosenbaum (2005).

**Multiple controls per treatment village**

If more than one decent comparison village can be identified within one district, and the funding exists, we propose to collect comparison data from a few comparison villages per treatment village. We propose to slightly modify our above regressions, because with multiple comparison villages per treatment village, we can now estimate the variability
in village effects. For example, instead of model 4.8, we would fit the following model:

\[
y^{(k,2015)}_i \sim N(v^{(k)}_{j[i]}, \sigma^2_y) \text{ for individuals } i
\]

\[
v^{(k)}_j \sim N(\mu^{(k)} + \tau^{(k)}_c Z_j + x_j^{(k)} \delta^{(k)} + \alpha^{(k)}_{c[j]}; \sigma^2_v) \text{ for villages } j
\]

\[
\begin{bmatrix}
\alpha^{(k)}_c \\
\tau^{(k)}_c
\end{bmatrix} \sim N\left(\begin{bmatrix} 0 \\ \tau \end{bmatrix}, \begin{bmatrix} \sigma^2_\alpha & \sigma_{\alpha \tau} \\ \sigma_{\alpha \tau} & \sigma^2_\tau \end{bmatrix} \right) \text{ for countries } c = 1, \ldots, 10.
\]

If \(\sigma_v\) is very small, might we feel comfortable interpreting \(\tau_c\) as the treatment effect for the Millennium Village in country \(c\), as opposed to in a matched pair design, as discussed in Section A.7.3.

In addition, we propose to explore, for each village, the creation of a synthetic control, a weighted average of comparison villages that serves as a better control than each village alone (Abadie et al., 2010). Synthetic control methods in Abadie et al. (2010) rely on multiple pretreatment measurements to (under some conditions) match unobserved village effects, enabling estimation of the treatment effect for each MV, separately. If enough georeferenced DHS and country censuses can be obtained for multiple pretreatment times, we propose to explore synthetic control methods. We will make a decision about whether these methods are appropriate before we view any outcomes, and release our recommendations in the report discussed in Section 4.12 in the main body of the paper.

Without multiple pretreatment time periods, but with multiple matched treatment and control villages, we should be able to estimate an average treatment effect across all the MVs, since the differences in unobserved village effects between treated and control villages are assumed to have mean zero under unconfoundedness.
A.7.4 Power Calculations

We perform power calculations using simulation-based methods recommended in Gelman and Hill (2007). We do power calculations for four variables: annualized consumption (a measure of income), weight for age z-score, measles immunization, and bednet usage.

We use data from years 0 and 5 (i.e. 2005 and 2010) in the MVs in order to create realistic simulated data as follows. First, we fit modifications of models in A.7.3. For continuous outcomes (annualized consumption, weight for age z-score), we fit a linear model,

\[ y^{(k,2010)}_i \sim N(\mu^{(k)} + x_{j[i]}\delta^{(k)} + \alpha_j^{(k)}\sigma^2_y) \text{ for individuals } i \]  

\( \alpha_j^{(k)} \sim N(0, \sigma_\alpha^2) \text{ for MVs } j = 1, ..., 10. \)

For the binary outcomes (measles immunization, bednet usage), we fit a logistic model,

\[ \logit(P(y^{(k,2010)}_i = 1)) = \mu^{(k)} + x_{j[i]}\delta^{(k)} + \alpha_j^{(k)} \text{ for individuals } i \]  

\( \alpha_j^{(k)} \sim N(0, \sigma_\alpha^2) \text{ for MVs } j = 1, ..., 10. \)

We do power calculations assuming only one matched comparison village per MV, to be conservative. For each pair, one MV and one comparison village, we simulate baselines values from a normal distribution, centered at the real MV data baselines, with standard deviation equal to 10% of the MV baseline, in order to simulate imperfect matching. In the power calculations here we do not account for the uncertainty in these baseline measurements. We take \( \sigma_\alpha \) to be the 50% posterior quantile from model 4.9 or 4.10 and \( \sigma_y \) to be the 50% posterior quantile from model 4.9. (Results for when \( \sigma_\alpha \) is set as the 80% posterior quantile were very similar to those included in this report.)
Using these values for the variance parameters, the simulated baselines, and the posterior 50% quantiles of parameters $\mu^{(k)}$, $\delta^{(k)}$ from fitting either model (4.9) or (4.10), we generate data for continuous outcomes from model (4.4) and for binary outcomes from model (4.5), taking $\tau^{(k)}$ to be a variety of plausible values for each outcome $k$. We compute, via simulation, the power (the probability that the estimated treatment effect is statistically significant) for each value of $\tau^{(k)}$ and either 20, 50, 100, or 300 individuals per village. To avoid adjusting for household clustering, we make the conservative assumption that each household provides an effective sample size of one individual, so our samples can be regarded as households (hhs) sampled per village. We run 200 simulations per set of parameter values and sample size.

For continuous outcomes, we look at treatment effects ranging from zero to the standard deviation of the outcomes in year five. For binary outcomes, we look at log odds ratios ranging from zero to 1.5. We fit models (4.4) and (4.5) to the data (generated from these same models) to obtain estimates of treatment effects in each simulation.

In Figure [A.19] we plot power as a function of treatment effect for four outcomes: annualized consumption, weight for age z-score, measles immunization, and bednet usage. In Figure [A.20], we plot the Type S error, the probability that the estimated treatment effect has the incorrect sign, if it is statistically significant. In Figure [A.21], we plot the Type M error, the expected absolute value of the estimate divided by the true effect size, if it is statistically significant. Type M error captures the error magnitude (Gelman and Carlin, 2013).

Results for the difference-in-differences version of models (4.4) and (4.5) yielded similar results. The usual gains in efficiency from ANCOVA models (as compared to difference-in-differences, see McKenzie (2012)) were not seen here, likely because the baselines are not at the individual level, but rather, at the village level.
Figure A.19: Power (the probability that the estimated treatment effect is statistically significant) as a function of treatment effect for four different outcomes: (a) annualized consumption, in USD (PPP 2005), (b) weight for age z-score, (c) measles immunization, (d) bednet usage; and four different sample sizes: 20, 50, 100, 300 households (hhs). We fit a model that assumes unconfoundedness given baseline outcomes.
(a) Type S error probabilities for annualized consumption.

(b) Type S error probabilities for weight for age z-score.

(c) Type S error probabilities for measles immunization.

(d) Type S error probabilities for bednet usage.

Figure A.20: Type S error probabilities (the probability that the estimated treatment effect has the incorrect sign, if it is statistically significant) as a function of treatment effect for four different outcomes: (a) annualized consumption, in USD (PPP 2005), (b) weight for age z-score, (c) measles immunization, (d) bednet usage; and four different sample sizes: 20, 50, 100, 300 households (hhs). We fit a model that assumes unconfoundedness given baseline outcomes.
Figure A.21: Type M errors (the expected absolute value of the estimate divided by the true effect size, if it is statistically significant) as a function of treatment effect for four different outcomes: (a) annualized consumption, in USD (PPP 2005), (b) weight for age z-score, (c) measles immunization, (d) bednet usage; and four different sample sizes: 20, 50, 100, 300 households (hhs). We fit a model that assumes unconfoundedness given baseline outcomes.
Simplifications

In this power analysis we simplify the real design in the following ways:

1. We assume fairly good matching on baseline variables.
2. We assume perfect measurement of baseline variables.
3. We assume data are generated from the same model that we fit, which assumes constant treatment effect across villages.
4. We assume a simple matched pair design with one comparison village matched to each research village (MV1). This does not take into account any use of multiple comparison villages per treatment village, as discussed in A.7.3.
5. We assume no nonresponse.
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