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Abstract

This dissertation presents the applications of state-of-the-art computation techniques and data analysis algorithms in three physical and biological problems: assembling DNA pieces, optimizing self-assembly yield, and identifying correlations from large multivariate datasets. In the first topic, in-depth analysis of using Sequencing by Hybridization (SBH) to reconstruct target DNA sequences shows that a modified reconstruction algorithm can overcome the theoretical boundary without the need for different types of biochemical assays and is robust to error. In the second topic, consistent with theoretical predictions, simulations using Graphics Processing Unit (GPU) demonstrate how controlling the short-ranged interactions between particles and controlling the concentrations optimize the self-assembly yield of a desired structure, and nonequilibrium behavior when optimizing concentrations is also unveiled by leveraging the computation capacity of GPUs. In the last topic, a methodology to incorporate existing categorization information into the search process to efficiently reconstruct the optimal true correlation matrix for multivariate datasets is introduced. Simulations on both synthetic and real financial datasets show that the algorithm is able to detect signals below the Random Matrix Theory (RMT) threshold. These three problems are representatives of using massive computation techniques and data analysis algorithms to tackle optimization problems, and outperform theoretical boundary when incorporating prior information into the computation.
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Introduction

Scientific computing\textsuperscript{60,46} is ubiquitous in physical\textsuperscript{65,17}, biological\textsuperscript{48,43} and engineering sciences\textsuperscript{58,78}. Recent advances in High Performance Computing (HPC)\textsuperscript{42,99} open new opportunities to tackle analytically complicated scientific problems, such as those in astrophysics and turbulence\textsuperscript{65,44}, with modern computation techniques. Due to the proliferation of data collection in almost every area of science, the enormous datasets now routinely encountered in sciences, or the so-called \textit{Big Data}\textsuperscript{66}, provide another
incentive to rely on computations, as well as its marriage with data analysis algorithms, to synthesize, interpret and give meaning to the data in the context of its scientific setting. In this dissertation, I present the applications of state-of-the-art computation techniques and data analysis algorithms in three representative physical and biological problems: assembling DNA pieces, optimizing self-assembly yield, and identifying correlations from multivariate datasets.

Chapter 1 is about the reconstruction algorithm in Sequencing by Hybridization (SBH)\textsuperscript{13,30,29,57}. SBH uses the binding characteristics of a library of short DNA probes, or oligonucleotides, to reconstruct a target DNA sequence. Traditionally, SBH has been carried out using microarrays\textsuperscript{27,41}, but recent advances in microfluidics have created the possibility of carrying out the hybridization reactions inside small droplets in high throughput\textsuperscript{6,5,gnu}. This creates new opportunities for using SBH creatively for sequencing. The reconstruction algorithm after collecting data from hybridization experiment is a critical part of SBH. Existing Algorithms\textsuperscript{33,18,22} have been focusing on accommodating biochemical errors. However, in these approaches, the length $n$ of a uniformly random sequence that can be unambiguously reconstructed with probes of length $l$ is limited to $n = \mathcal{O}(2^l)$ due to repetitive subsequences causing reconstruction degeneracies\textsuperscript{31,21}, while increasing the probe length exponentially increases the probe library size, and so forth the sequencing cost. This degeneracy essentially dims SBH from the fast growing sequencing industry. In our research, we however discover that although ambiguity emerges when sequencing long targets, there are finite number of possible reconstructed sequences which can be exhaustively enumerated, and incorporating some existing information later can identify the unique solution from a candidate solution set. Taking advantage of this discovery, this chapter presents a \textit{swarm intelligence}\textsuperscript{23} based SBH reconstruction algorithm\textsuperscript{87} that overcomes the theoretical
boundary without increasing the probe length or the need for different types of biochemical assays, and is robust to error. It opens the potential to sequence long DNAs with SBH.

Chapter 2 discusses optimizations in self-assembly\textsuperscript{100,101,102}, a process where simple building blocks spontaneously assemble into structures of higher complexity. Recent experimental advances have opened up the possibility of equilibrium self-assembly of functionalized nanoblocks with a high degree of controllable specific interactions\textsuperscript{88,89,81,96}. In recent years, researchers have been actively searching for design methods to optimize the assembly yield of specific structures\textsuperscript{50,43,68}, with the hope that one day we can manufacture large structures in batch with self-assembly. In this chapter, in light of examples from colloidal engineering where particles interact in short range\textsuperscript{69}, I explore two self-assembly optimization methods using massive Dissipative Particle Dynamics (DPD)\textsuperscript{49,40} simulation: controlling the short-ranged interactions between particles\textsuperscript{50}, or coloring, and controlling the concentrations of different types of particles in the system. In particular, a state-of-the-art parallel computing technique, the General-Purpose Graphics Processing Unit (GPU)\textsuperscript{75,79,80,24}, is applied to achieve efficient computation when simulating particle systems with numerous particles. As a result, a large particle system reaches equilibrium in significantly shorter computation time than its serial counterpart. Results show that the yield optimization are consistent with theoretical predictions\textsuperscript{50,70}. Leveraging the enormous computation capacity of GPUs, we are also able to uncover the nonequilibrium, or finite time behavior of a particle system when optimizing concentrations. This is achieved by simulating a large number of independent particle systems in parallel and aggregating data from all systems.

Chapter 3 presents an effort of identifying correlations from large multivariate
datasets. Technological advances enable the measurement of an ever increasing number of variables during an experiment. In biological settings this occurs, for example, when measuring the expression levels of all genes in a cell at different time points or when comparing gene expression levels between individuals. Examples from other fields include the time series of stock prices, weather patterns, and the study of networks. In these settings, the number of variables \( p \) is comparable to, or even larger than the number of samples \( n \). A critical question when analyzing such multivariate datasets is to understand the correlations between variables, and their clustering so forth. A common technique for identifying true correlations from sample correlation matrix is the Principal Component Analysis (PCA), where the largest eigenvalues of the sample correlation matrix are assumed to correspond to true correlations between sets of variables rather than spurious correlations caused by sampling noise. The Random Matrix Theory (RMT), on the other hand, provides a set of methodologies to facilitate interpretations of these eigenvalues, including determining a threshold to separate informative eigenvalues and noise. This chapter presents an algorithm based on simulated annealing to efficiently traverse the likelihood landscape and search for the optimal true correlation matrix of a particular pattern. Further comparison shows that its signal detection power is equivalent to RMT’s; however, when some existing information is incorporated into the algorithm, it is capable to identify signals below the RMT threshold. The efficacy of the algorithm is tested on both synthetic and real financial datasets.

The above mentioned three topics are superficially independent, yet intrinsically they share the same spirit of leveraging computation and data analysis techniques to tackle optimization problems, and outperform theoretical boundary when incorporating prior knowledge into the computation. The next three chapters elaborate these
three problems one by one. Chapter 4 Concludes the dissertation.
Breaking the Boundary of Sequencing by Hybridization

Sequencing by Hybridization (SBH)\textsuperscript{13,30,39,57} reconstructs an $n$-long target DNA sequence from its biochemically determined $l$-long subsequences. In the standard approach\textsuperscript{84}, the length of a uniformly random sequence that can be unambiguously reconstructed is limited to $n = O(l^2)$ due to repetitive subsequences causing recon-
struction degeneracies\textsuperscript{9,11}. In this chapter, I present a modified sequencing method\textsuperscript{87} that overcomes this limitation without the need for different types of biochemical assays and is robust to error.

The organization of the chapter is as follows. Section 1.1 gives an overview of SBH and its experimental methods; Section 1.2 introduces the reconstruction degeneracy of SBH; Section 1.3 presents the graph based reconstruction model which can accommodate moderate error rates; Section 1.4 thoroughly discusses the cause of the reconstruction degeneracy; Section 1.5 presents a modified reconstruction algorithm that overcomes the degeneracy; Section 1.6 shows simulation results on both random and natural DNA sequences, and Section 1.7 summarizes the chapter.
1.1 SBH Introduction

Figure 1.1 shows a schema of the SBH procedure. A single-strand target sequence is tested with each probe in a probe library, all 3-mers as an example, for hybridization possibilities. When a probe binds to the target, it means that its contrary exists as a sub-sequence of the target. Then we collect all probes that bind to the target, denoted as the *spectrum*, and use their overlap characteristics to reconstruct the target. Figure 1.2 shows two methods to carry out the SBH. Classically, SBH is carried out on microarray, where hybridization reactions between the target and different probes are performed at many microscopic DNA spots. Recent works in microfluidics, however, open the possibilities to wrap the target and probes inside microdroplets, and the hybridization reactions are triggered when two droplets coalesce. This technology could revolutionize SBH, and even the DNA sequencing industry, as the its cost to perform sequencing is dramatically lower than classical methods. Therefore, it is valuable to revisit the reconstruction algorithm of SBH.
Figure 1.1: A schema of the SBH procedure. A single-strand target sequence is tested with each probe in a probe library, all 3-mers as an example, for hybridization possibilities. When a probe binds to the target, it means that its contrary exists as a subsequence of the target. Then we collect all probes that bind to the target, denoted as the spectrum, and use their overlap characteristics to reconstruct the target.
Figure 1.2: Two methods to carry out SBH: the microarray method (A) and the microfluidic method (B). In the microarray method, hybridization reactions between the target and different probes are performed at many microscopic DNA spots. In the microfluidic method, target and probes are wrapped inside microdroplets, and the hybridization reactions are triggered when two droplets coalesce. The microfluidic method is significantly more efficient and economic than the microarray method. It opens the opportunities to revolutionize the DNA sequencing industry.

1.2 SBH Limitations

A fundamental limit to the length $n$ of the target sequence that can be sequenced by probes of length $l$ follows from an information theoretic bound: since there are $4^l$ probes in a standard probe library, each of which may or may not bind to a subsequence of the target, the probe library can give $2^{4^l}$ possible measurements; comparing this with the $4^n$ possible target sequences implies that for a unique measurement to be associated with every possible target sequence, we need $2^{4^l} \geq 4^n$, or $n \leq 4^{l/2}$. Hence, for probes of length $l = 7$, the maximum target sequence length is $n = 4^{7/2} = 8192$.

In fact, the maximum length of the target that can be sequenced is much below the above threshold due to repetitive subsequences. If, for example, two oligonucleotides in the spectrum, $b$ and $c$, have their ($l-1$)-mer prefixes both identical to the ($l-1$)-mer suffix of a third oligonucleotide $a$, then there are two possible target sequences, with either $b$ or $c$ as the successor of $a$, that are consistent with the probe binding character-
istics. Analysis of uniformly random target sequences shows that this results in an SBH reconstruction boundary $n \leq 2^{l_{\text{crit}}}$, reducing the maximum length of a target that can be sequenced with probes of length 7 to 128. The dramatic decrease in the length of sequenceable targets has severely limited the efficacy of SBH\textsuperscript{84}. To increase the length of sequenceable targets while fixing the size of the probe library, theoretical concepts have previously revolved around using optimized probe patterns involving non-specifically binding universal bases instead of standard oligonucleotide probes\textsuperscript{37}, which have been proven hard to implement.
1.3 Biochemical Errors and Graph Based Reconstruction

An additional challenge is biochemical errors in measuring the probe spectrum, including positive errors and negative errors. A common approach to accommodate moderate error rates is to model the SBH reconstruction as an optimization problem in a completely connected directed graph. As a simple example, suppose we sequence a target sequence

\[ t = ACTGACTC \]  

(1.1)

with probes of length \( l = 3 \). The ideal spectrum is

\[ S_i = \{ ACT, CTG, TGA, GAC, ACT, CTC \}. \]  

(1.2)

Since we can only read out a set of yes-or-no answers in the experiment, we will miss the duplicated \( ACT \). Besides, suppose there is a positive error \( TAA \) and a negative error \( CTG \), then the actual spectrum from the experiment is

\[ S_a = \{ ACT, TGA, GAC, CTC, TAA \}. \]  

(1.3)

We can build a completely connected directed graph based on the actual spectrum, where vertices represent probes in \( S_a \), and weights of the directed edges are the number of overlapping bases between the suffix of the starting probe and the prefix of the ending probe, as Figure 1.3A shows. The reconstruction of the target is then equivalent to seeking an optimal path \( p^* \) in the graph:

\[ p^* = \arg\max_p \left[ \text{len}(p) \right], \quad \text{s. t. } \text{len}(r(p)) = l \times \text{len}(p) - \sum_{i=1}^{\text{len}(p)-1} a_{p_{i+1}} \leq n, \]  

(1.4)
Figure 1.3: Graph based reconstruction. SBH reconstruction is modeled as an optimization problem in a completely connected directed graph, where vertices represent probes in the actual spectrum, and weights of the directed edges are the number of overlapping bases between the suffix of the starting probe and the prefix of the ending probe. A shows an example graph when reconstructing a target ACTGACTC with 3-mers, and there is one positive error TAA and one negative error CTG in the actual spectrum. Color red highlights the optimal path of the graph obtained by the optimization (1.4). B shows the reconstruction using the overlap characteristics of probes in the optimal path.

where \( p \) is a path in the graph; \( \text{len}(p) \) is the number of vertices in the path; \( \text{len}(r(p)) \) is the length of the reconstructed sequence; \( p_i \) is the \( i \)th vertex of \( p \); \( n \) is the target sequence length; \( l \) is the probe length, and \( o_{ij} \) is the number of overlapping bases from vertex \( i \) to \( j \). We can algorithmically determine the starting vertex of the path following a two-step procedure: first, find a set of vertices \( S_{bs} \subseteq S_a \), such that the highest-weighted outgoing edge of each vertex in \( S_{bs} \) is greater than or equal to the highest-weighted outgoing edges of all other vertices in \( S_a \); second, find a set \( S_{wp} \subseteq S_{bs} \), such that the highest-weighted incoming edge of each vertex in \( S_{wp} \) is less than or equal to the highest-weighted incoming edges of all other vertices in \( S_{bs} \). The vertex in \( S_{wp} \) is used as the starting point of the path. If there are more than one vertex in \( S_{wp} \), one of them is chosen randomly. In Figure 1.3A, color red highlights the optimal path of the graph obtained by the above optimization (1.4). Figure 1.3B shows the reconstruction using the overlap characteristics of probes in the optimal path.
It has been proved that SBH with errors is NP-hard \(^{21}\). Therefore, when the number of vertices becomes large, it is unpractical to solve the above optimization problem with exhaustive search. A number of heuristic algorithms has been developed \(^{33,18,22}\). The simplest heuristics is the greedy algorithm, which always follows the outgoing highest-weighted edge in each searching step after the first vertex is determined. However, this method is frail to biochemical error, and moreover, it will certainly encounter ambiguity at the search step where the number of outgoing highest-weighted edges is more than one. In later simulations, we use a more intelligent heuristics, the Ant Colony Optimization (ACO) algorithm \(^{22}\). It can overcome moderate positive and negative errors and perform close to the intrinsic reconstruction boundary, or \(n = z'\).

The ACO imitates the mechanism of a swarm of ants searching for food. Ants deposit *pheromone* on the path they pass to guide successive fellow ants. Eventually, the swarm of ants will converge to the shortest path between the nest and the food source, as the amount of pheromone on this path grows to become the largest. In ACO, the algorithm searches path in the graph for many iterations, indexed by \(x\). The edge from vertex \(i\) to \(j\) is not only weighted by the directed overlap \(o_{ij}\), but also by a pheromone value \(\tau_{ij}(x)\). The pheromone values of all edges are initialized to the same value \(\tau_{ij}(0)\). The algorithm then keep updating \(\tau_{ij}\) in each iteration according to a specified rule.

The weighting function \(\mu_{ij}\) on edge from \(i\) to \(j\) is given by

\[
\mu_{ij} = \left( \frac{o_{ij}}{\tau_{ij}(x)} \right)^{5} \tau_{ij}(x).
\]

The algorithm uses an nondeterministic strategy in each search step: for a user-specified probability \(q \in [0, 1)\), the next edge is chosen to be the highest-weighted outgoing edge; otherwise the next edge is randomly chosen from a candidate list of a user-
specified number of top-weighted outgoing edges. This strategy gives the search opportunities to switch from the highest-weighted but incorrect edge to less-weighted but correct edge. Therefore, the ACO is relatively robust to error and ambiguity.

In this chapter, we present a methodology that overcomes the problem of degeneracy due to multiple repeats, is robust to errors and only requires the use of standard oligonucleotide probes. The idea is to use the fact that although repeats cause the probe binding characteristics to correspond to multiple possible target sequences, the set of possibilities for a target sequence can be completely enumerated. By randomly fragmenting multiple copies of the target sequence the resulting probe binding data of the fragments can be combined to uniquely identify the target sequence. Numerical simulations demonstrate that this sequencing method outperforms the classical $n = 2^l$ boundary for random sequences, has excellent performance on natural sequences, and is robust to error.
1.4 A Closer Look at Failures Due to Subsequence Repeats

Reconstructing a target sequence from its subsequences in the presence of errors is a computationally complex problem, requiring the use of heuristic search algorithms which randomly find one of the possibly multiple solutions. We implement a reconstruction algorithm based on the ant colony optimization (ACO), and demonstrate that the failure of the classical SBH method is indeed correlated with the structure of subsequence repeats.

Using the \( l = 10 \)-mer spectrum, we simulate the reconstruction of natural DNA sequences of length \( n = 509 \), taken from a benchmark library. Figure 1.4 shows 10 independent simulated reconstruction attempts of three representative instances of the benchmark with random 1% positive and 1% negative errors added to each spectrum. Visualizing the repeat structure of the target DNA demonstrates that the existence of multiple solutions with degenerate spectra requires at least two pairs of 9-mer repeats, i.e. repeats one base shorter than the probes, arranged in an appropriate configuration. As a result, the single pair of 9-mer repeats in Figure 1.4A does not lead to any reconstruction errors, nor does the double pair of 9-mer repeats in Figure 1.4B, where the second pair of repeats directly follows the first. In contrast, Figure 1.4C shows that if the 9-mer repeats interlace each other, half of the reconstructions have significant reconstruction error of the same pattern right after a 9-mer repeat, but switches back to the correct solution exactly at the beginning of a second 9-mer repeat. This ‘wrong’ reconstruction is actually a second solution compatible with the same spectrum. These rules persist in our reconstructions of the entire benchmark library (see the online applet and instructions in the supporting information).

*The library that contains 10-mer repeats.
A symbolic representation further demonstrates that both the number of \((l - 1)\)-mer repeats and their aligning pattern are part and parcel for the non-uniqueness of solutions. Suppose we have a sequence with two pairs of \((l - 1)\)-mer repeats, with subequences denoted by \(A_i\) and \(A_j\), respectively. If the target sequence is \(BA_i CA_i DA_i EA_i F\), with \(B, C, D, E\) and \(F\) arbitrary (nonrepeating) subsequences, then another possible reconstruction of this sequence is \(BA_i EA_i DA_i CA_i F\). Note that this second reconstruction, which switches the subsequence \(A_i CA_i\) with \(A_i EA_i\), has exactly the same spectrum as the target sequence. In contrast, if two pairs of repeats are arranged in the target sequence as \(BA_i CA_i DA_i EA_i F\), then there is no rearrangement of the subsequences that leads to a reconstructed sequence with the same spectrum as the target.

In general, given repeats \(A_i\) and \(A_j\), if there exist two subsequences of the target sequence of the form \(A_i BA_j\) and \(A_i CA_j\), then interchanging these subsequences leads to a reconstruction with a consistent spectrum. In the case of a triple repeat, i.e. a target sequence of the form \(BA_i EA_i DA_i C\), a second sequence which matches the spectrum is \(BA_i DA_i EA_i C\).
1.5 Methods

Although a target sequence with a repeat structure that leads to multiple reconstructions cannot be uniquely identified with a single round of SBH, the set of target sequences compatible with the spectrum is finite. We now show that fragmenting multiple copies of a long target sequence and enumerating the complete sets of possible sequences for each fragment allows the unique identification of the target. Since all fragments have to be compatible with the same long target DNA, there is sufficient additional information to break the degeneracy, choose a specific fragment sequence and uniquely reconstruct a uniformly random target for $n > 2l$. The proposed method is summarized in Figure 1.5.

1.5.1 Solution enumeration

To enumerate all possible fragment sequences consistent with a given probe spectrum, we first determine one solution using a standard reconstruction algorithm. Figure 1.6 shows how the enumeration is done for a sequence containing a triple $(l - 1)$-mer repeat. After detecting the locations of the repeats, the algorithm starts from the beginning of the known solution and enumerates all possible extensions after the first repeat. Continuing along the sequence, the process of enumerating all possible extensions and permuting parts of the sequence accordingly is iterated. The search is terminated when it reaches the end of the known solution, and we discard any search that does not cover the full length. Since an exhaustive search over all possible permutations of the $(l - 1)$-mer repeats is performed, the set of solutions is complete.
1.5.2 Unique reconstruction

Since all fragments stem from the same sequence, we can uniquely determine the target by choosing specific solutions for the individual fragments. In order to find a target sequence consistent with all the candidate sets we use a variant of ACO, which starts by randomly selecting the solution sets of some fragments. For each candidate in these sets, the algorithm iteratively determines its left or right successors by heuristically choosing a candidate from one of the remaining candidate sets. The optimum is the reconstruction of the target sequence.
1.6 Simulation Results

1.6.1 Testing the method on random sequences

To test the method, we carry out simulations on 20 randomly generated 5000-mers, and attempt to sequence them using probes of length 7. We replicate each 5000-mer 8 times, randomly separate each replica into fragments of length $180 \leq n \leq 220$, whose locations in the target are unknown, and include 5% positive and 5% negative errors into the spectrum of each fragment. Therefore, roughly $5000/200 \times 8 = 200$ fragments need to be sequenced for each 5000-mer. Note that by choosing an average fragment length of 200 we are well above the traditional boundary for SBH, since $2^7 = 128$. In the assembly, we begin with 8 randomly selected solution sets. Figure 1.7A shows the performance comparison between the proposed method (blue circles) with a control method (red squares). The proposed method has an average similarity score of 94.4% over the 20 trials, including 2 accidental drops which are presumably due to errors in the spectra, whereas the control method has an average similarity score of 33.7%. In contrast, Figure 1.7B shows that only about half (45.3% on average) of the fragments are correctly reconstructed. Figure 1.7C and Figure 1.7D illustrate the number of candidate solutions for fragments used in the assembly. The average number of solutions ranges from 2 to 10, whereas the maximum exceeds 300. Despite these degeneracies, the accuracy of the reconstruction of the entire 5000-mer is nearly perfect.

1.6.2 Testing the method on natural sequences

The repeat distribution of natural sequences is not random, and hence, when sequencing with probes of length $l$, the expected length of a fragment for non-unique solu-
tions will be different than $2^l$. The present method will be useful when the fragment length is sufficiently long to have multiple interlacing repeats in the sequence, but not too long that prohibitively many replicas are needed to be analyzed to break the degeneracy. Unlike the case of random sequences, we do not know this length \textit{a priori}, therefore we need to find it as part of the reconstruction procedure.

To verify this, we carry out simulations on the 5000-mer prefix of three natural sequences from human RNA and bacterial DNA respectively (GenBank accession numbers JA638618, AEQT01000438 and AFZZ01000001). In the absence of detailed information about the statistics of their repeats as \textit{a priori}, we empirically change the fragment length $n$ by drawing it randomly from intervals ranging from $[90, 110]$ to $[190, 210]$, i.e. from $[100 - 10, 100 + 10]$ to $[200 - 10, 200 + 10]$, with step 10. We replicate each target 10 times, and sequence them with 7-mers. 5\% positive and 5\% negative errors are added to the spectrum of each fragment. Figure 1.8A, B and C respectively show the average similarity score over ten independent reconstruction attempts, using both the proposed method (blue circles) and the control method (red squares), as a function of the fragment length for the three 5000-mers. Figure 1.8D shows the average number of fragments need to be sequenced for different fragment length. With error bars representing the standard deviation, we can infer that the optimal fragment length for the sequences in Figure 1.8A and B are roughly 150 and 170, respectively, where sequencing 350 and 310 fragments give the proposed method larger than 95\% in similarity scores, which significantly outperforms the control method. Note that the optimal fragment length increases when sequencing with more replicas. For the sequence in Figure 1.8C, the optimal fragment length is unclear when sequencing with 10 replicas; 

\textsuperscript{†}From then on we will use the center of the interval as a representative when describing fragment length.
however, we can still see the significant performance gain for the proposed method. Since different natural sequences have different optimal fragment length when separating replicas of the target, the optimal length of a target must be determined adaptively.\footnote{For example, we can sequentially separate one replica, analyze its repeat pattern, and adaptively determine a better fragment length to separate the next replica.}

The computation time varies over sequences, since it depends on both the number and the aligning pattern of \((l - 1)\)-mer repeats in the target sequence at hand. For \(n = 150\), the average MATLAB computation time for the three 5000-mers are 1459s, 690s and 736s respectively on a Mac Pro with two 2.26GHz Quad-Core Intel Xeon processors.

The visualization in Figure 1.9 further demonstrates the efficacy of our sequencing method. It illustrates one simulation attempt of the human RNA sequence (JA638618) when using the optimal fragment length \((n = 150)\) to separate replicas. Each row represents one replica of the 5000-mer. Although only 40.5% fragments are correctly reconstructed before solution enumeration (green bars), fragments that are not correctly reconstructed but have the correct solution in their candidate solution sets (blue bars) help to bridge gaps in the final assembly step, leading to near-perfect reconstruction.
1.7 Summary

To summarize, this chapter has demonstrated how a variant of the classical SBH algorithm can significantly extend the length of target that can be sequenced with standard oligonucleotide probes. The simulations indicate that both random and natural sequences of length 5000 can be accurately sequenced with standard 7-mer probes, even in the presence of 5% positive and negative errors. This is significantly longer than the theoretical boundary of SBH. The proposed algorithm creates new opportunities to use SBH along with the state-of-the-art microfluidic technology in the next generation sequencing.
Figure 1.4: Sequencing failure due to degenerate solutions. Classical sequencing by hybridization of three representative (No. 21, 3 and 20) 509-mer target sequences taken from a benchmark library using 10-mer probes. For each target sequence, 10 independent reconstruction attempts using a state-of-the-art heuristic algorithm (ACO) are simulated and the results are visualized with grey (pink) color representing bases that are correctly (incorrectly) matched by the reconstruction. Reconstruction failures are correlated with the locations of 9-mer but not with 10-mer repeats within the target sequence, shown in the upper two rows of each figure. For two interlaced 9-mer repeats (C), two different solutions with Needleman-Wunsch similarity score between the target and the reconstruction of 509 and 128 are found. Both sequences have the same 10-mer probe spectrum and can thus not be distinguished using classical SBH. For reconstruction attempts of other target sequences see the online applet and instructions in the supporting information.
Figure 1.5: Schematic of the proposed sequencing method. The target sequence $X$ is replicated multiple times (A) and the different replicas $X_i = X$ with $i = 1, 2$ are randomly separated into fragments $X_{ij}$ (B). Sequencing each fragment using classical SBH yields one possible ‘candidate’ $A_1, B_1, \ldots$ for each fragment’s sequence (C). Using the repeat structure of the candidate, the complete set of possible fragment sequences is constructed (D). Aligning the candidates allows to uniquely determine the target sequence and choose one element of each candidate set (E). The method is robust against erroneous candidate sets resulting from errors in the determined probe spectra of fragments, indicated as grey bars in (D).
Figure 1.6: Constructing the complete candidate set. The algorithm first detects the locations of (1-1)-mer repeats in a single solution (leftmost column, repeats are shaded grey). Then we enumerate all possible extensions of the repeat (2nd column), continuing until we arrive at a set of candidate solutions that have the same length as the original sequence (3rd and 4th columns). Since all permutation of the subsequences between repeats are checked for consistency with the probe spectrum, all degenerate solutions are found.
Figure 1.7: Performance of the method for random sequences. 20 randomly generated 5000-mers are sequenced using 7-mer probes assuming 5% positive and 5% negative random errors in the probe spectrum. Each target is replicated 8 times and separated into fragments of length randomly within $[180, 220]$. (A) Similarity score comparison between the proposed method (blue circles) and a control method (red squares). The control method does not generate complete sets of possible sequences for fragments, i.e. each candidate solution set contains exactly one candidate. (B) In contrast, due to reconstruction degeneracy and biochemical errors, the proportion of correctly reconstructed fragments is less than one half on average. (C), (D) The average and maximum number of candidates of fragments used in the assembly. The proposed method significantly outperforms the control method and allows to uniquely choose one out of up to 300 degenerate solutions of a fragment.
Figure 1.8: Performance of the method on natural sequences. The average similarity score over ten independent simulation runs on the 5000-mer prefix of three natural sequences (GenBank accession numbers JA638618 (A), AEQT01000438 (B) and AFZZ01000001 (C)), as a function of the fragment length \( n \) used to separate replicas. The results of both the proposed method (blue circles) and a control method (red squares) without generating a complete set of possible sequences for each fragment are shown. Error bars represent the standard deviation. Each 5000-mer is replicated 10 times and sequenced with 7-mers. 5% positive and 5% negative errors are included in the spectrum of each fragment. (D) shows the average number of fragments need to be sequenced as a function of the fragment length \( n \).
Figure 1.9: Visualization of replicas of the 5000-mer prefix of sequence JA638618 in one simulation attempt. Each row represents one replica of the sequence. Green bars represent fragments that are correctly reconstructed before solution enumeration, while blue bars represent fragments that are not correctly reconstructed, but the correct solutions appear in their candidate solution sets. The number of consistent solutions are shown in each fragment.
We keep moving forward, opening new doors, and doing new things, because we’re curious and curiosity keeps leading us down new paths.

Walt Disney

Self-Assembly Optimization Method

Studies Using GPU Computing

Self-assembly\textsuperscript{100,101,102} is a process where simple building blocks spontaneously assemble into structures of higher complexity. In this chapter, in light of examples from colloidal engineering where particles interact in short range\textsuperscript{69}, I explore two self-assembly optimization methods with GPU computing\textsuperscript{75,79,80,24}: controlling the short-ranged
interactions between particles\textsuperscript{10}, and controlling the concentration of different types of particles in the system\textsuperscript{70}. The first method is simulated in canonical ensemble, and the second method in both canonical and grand canonical ensembles. Simulation results are consistent with theoretical predictions in both cases. When optimizing concentrations, the nonequilibrium behavior of the particle system is also unveiled thanks to the enormous computation capacity of GPUs.

The structure of the chapter is as follows. Section 2.1 presents the physical model of the simulation, including equations of forces, the Verlet integration algorithm, and the valence and crosstalk model. Section 2.2 gives an overview of the GPU computing technique, and elaborates two parallelization methods applied in the simulation. Section 2.3 discusses the calibration of the particle system. Section 2.4 and Section 2.5 present results of applying GPU computing to simulate two self-assembly optimization methods. Particularly, Section 2.4 discusses the method of controlling the interactions between particles, while Section 2.5 presents the method of controlling the concentrations of different types particles. Section 2.6 summarizes the chapter.
2.1 **The Physical Model**

The physical model of the simulation is inspired by an example in colloid engineering, where a particle system is composed of colloid and solvent particles, and the interaction between particles are short-ranged. If colloid particles are not charged, their Brownian motion does not depend on the molecular details of the solvent, but only on its temperature, density and viscosity. Therefore, we use Dissipative Particle Dynamics (DPD), a method usually used to simulate the dynamics of simple and complex fluids, to simulate the particle interactions. DPD is a coarse-grained Molecular Dynamics (MD) method, where solvent particles represent clusters of solvent molecules and interact with others through pair-wise forces. DPD resembles the Brownian Dynamics (BD) method. The main difference is that in BD, frictional and random forces do not conserve momentum, whereas in DPD they do. Figure 2.1A illustrates a schema of the DPD method, and Figure 2.1B shows a snapshot of our simulation where the system is composed of 6 identical colloid particles and ~ 400 solvent particles.

2.1.1 **Newton motion**

In DPD, the evolution of interacting particles is governed by Newton’s equations of motion

\[
\frac{dr_i}{dt} = v_i, \quad m \frac{dv_i}{dt} = f_i, \tag{2.1}
\]

where particle \(i\) could be either colloid or solvent particle. To simplify the model, the mass of all colloid and solvent particles are set equal (\(= m\)) in the simulation. The force
Figure 2.1: A illustrates the Dissipative Particle Dynamics (DPD). DPD is a coarse-grained Molecular Dynamics (MD) method, where solvent particles (green) represent clusters of solvent molecules (red) and interact with others through pair-wise forces. In the schema, colloid particles (blue) assemble as a result of the random kicks of the surrounding solvent particles. Note that colloid particles could also be clusters of some smaller elements. B is a snapshot of the actual DPD simulation, where the system contains 6 identical colloid particles (red) and ~400 solvent particles (transparent gray).
exerted on particle \( i \) is composed of three parts:

\[
f_i = \sum_{d_C} f_C + \sum_{d_D} f_D + \sum_{d_R} f_R,
\]

(2.2)

where \( f_C \), \( f_D \) and \( f_R \) are conservative force, dissipative force and random force respectively, and the summations are over particles inside cutoff distances, \( d_C \), \( d_D \) and \( d_R \) respectively, centered by particle \( i \). Since each particle is surrounded by both colloid and solvent particles, depending on the identity of particle \( i \) (colloid or solvent), the above formula can be expanded to

\[
f_{\text{c}}^i = \sum_{d_C} f_{\text{c}}^{iC} + \sum_{d_C} f_{\text{c}}^{iD} + \sum_{d_R} f_{\text{c}}^{iR} + \sum_{d_C} f_{\text{s}}^{iC} + \sum_{d_D} f_{\text{s}}^{iD} + \sum_{d_R} f_{\text{s}}^{iR},
\]

(2.3)

and

\[
f_{\text{s}}^i = \sum_{d_C} f_{\text{s}}^{iC} + \sum_{d_C} f_{\text{s}}^{iD} + \sum_{d_R} f_{\text{s}}^{iR} + \sum_{d_C} f_{\text{s}}^{iC} + \sum_{d_D} f_{\text{s}}^{iD} + \sum_{d_R} f_{\text{s}}^{iR},
\]

(2.4)

where \( c \) and \( s \) superscripts represent colloid and solvent respectively.

### 2.1.2 Conservative force

When two colloid particles are identical, we use a steep 96-48 Lennard-Jones potential to model the binding energy \( V_{ij} \) between them:

\[
V_{ij} = \begin{cases} 
\epsilon_a \left[ \left( \frac{r_m}{r_{ij}} \right)^{96} - 2 \left( \frac{r_m}{r_{ij}} \right)^{48} \right] & \text{if } r_{ij} < d_C^c \\
0 & \text{otherwise}
\end{cases}
\]

(2.5)

where \( r_{ij} = |r_i - r_j| \) is the distance between centers of particle \( i \) and \( j \), \( r_m \) is the distance between two particle centers at which the potential reaches its minimum,
Figure 2.2: The potential energies between colloid particles. When two colloid particles are identical, or coated with attracted DNA strands, we use the Lennard-Jones potential (green curve) to model their binding energy. The distance \( r_m \) where the potential reaches its minimum is set to 1, and the depth of the potential well \( \epsilon_a = 1 \). When the colloid particles are coated with repelled DNA strands, we use the repulsion part (red curve) of the Lennard-Jones potential to model the energy. The repelling strength \( \epsilon_r \) is set to 1 in the plot. The purple dashed line shows the cutoff distance \( d_{cc}^C = 1.05 \) used in the simulation.

and \( \epsilon_a \) is the depth of the potential well, or the attracting strength. The green curve in Figure 2.2 shows the Lennard-Jones potential. In the simulation, without loss of generality, we set \( r_m = 1 \). The conservative force between two identical colloid particles is then calculated by taking the first derivative of the potential:

\[
\rho_{C,ij}^{cc} = -\frac{dV_{ij}}{dr_{ij}} = \begin{cases} 
\frac{96\epsilon_a}{r_{ij}^{49}} \left( \frac{1}{r_{ij}^{48}} - 1 \right) e_{ij} & \text{if } r_{ij} < d_{cc}^C \\
0 & \text{otherwise}
\end{cases}
\]  

(2.6)

where \( e_{ij} = r_{ij}/r_j \) is the unit vector pointing from \( j \) to \( i \).

Technology is rapidly evolving to allow colored colloid particles, e.g. particles coated with DNA strands\(^{16}\), in the self-assembly so that their interactions are highly controllable. When two colloid particles are coated with attracting DNA strands, we use the same potential (2.5) and force (2.6) to model their interaction. On the other hand,
when two colloid particles are coated with repelled DNA strands, we use the repulsion part of (2.5) to model their potential energy:

\[
V_{ij} = \begin{cases} 
\varepsilon_r \left( \frac{r_m}{r_{ij}} \right)^6 & \text{if } r_{ij} < d_{cc}^C \\
0 & \text{otherwise}
\end{cases}
\] (2.7)

where \( \varepsilon_r \) is the repelling strength. The conservative force is then calculated as

\[
f_{cc}^{C,ij} = -\frac{dV_{ij}}{dr_{ij}} = \begin{cases} 
\frac{96\varepsilon_r}{r_{ij}} e_{ij} & \text{if } r_{ij} < d_{cc}^C \\
0 & \text{otherwise}
\end{cases}
\] (2.8)

The colloid-solvent and solvent-solvent conservative forces are simple elastic force:

\[
f_{cs}^{C,ij} = \begin{cases} 
\kappa_{cs} \left( 1 - \frac{r_{ij}}{d_{cs}^C} \right) e_{ij} & \text{if } r_{ij} < d_{cs}^C \\
0 & \text{otherwise}
\end{cases}
\] (2.9)

\[
f_{ss}^{C,ij} = \begin{cases} 
\kappa_{ss} \left( 1 - \frac{r_{ij}}{d_{ss}^C} \right) e_{ij} & \text{if } r_{ij} < d_{ss}^C \\
0 & \text{otherwise}
\end{cases}
\] (2.10)

where \( \kappa_{cs} \) and \( \kappa_{ss} \) are the elastic constants.

2.1.3 Dissipative and random forces

Dissipative and random forces together forms the thermostat of DPD. Dissipative force is the frictional force due to viscous resistance within the fluid. It reduces the relative velocity of particle pairs. On the other hand, random force represents the stochastic part of the dynamics. It compensates the eliminated degree of freedom due
to coarse-graining.

In the simulation, we set the range of dissipative and random force equal, denoted as $d_{DR} = d_D = d_R$. The dissipative and random forces between two colloid particles are

$$f^{cc}_{D,ij} = \begin{cases} \gamma \omega_{D,ij} (v_{ij} \cdot e_{ij}) e_{ij} & \text{if } r_{ij} < d_{DR} \\ 0 & \text{otherwise} \end{cases} \quad (2.11)$$

and

$$f^{cc}_{R,ij} = \begin{cases} \frac{1}{\sqrt{\Delta t}} \sigma \omega_{R,ij} \xi_{ij} e_{ij} & \text{if } r_{ij} < d_{DR} \\ 0 & \text{otherwise} \end{cases} \quad (2.12)$$

In the above formulas, $\Delta t$ is the integration time step, and $\xi_{ij}$ is a diagonal 3-by-3 matrix whose diagonal elements are independent random numbers uniformly distributed in $(-\sqrt{3}, \sqrt{3})$. The magnitude relation between the dissipative and random forces is determined by the Fluctuation Dissipation Theorem:

$$\sigma^2 = 2\gamma k_B T, \quad \omega_{D,ij} = (\omega_{R,ij})^2, \quad (2.13)$$

where $k_B$ is the Boltzmann constant, $T$ is the absolute temperature. The kinetic temperature $k_B T$ can be calculated from the mean kinetic energy of all particles in the system:

$$\frac{3}{2} k_B T = \frac{1}{2} m \overline{v^2}. \quad (2.14)$$

In the rest of this chapter, we use temperature to represent the kinetic temperature for simplicity. $\omega_{R,ij}$ is a linear function of the distance between particle $i$ and $j$:

$$\omega_{R,ij} = 1 - \frac{r_{ij}}{d_{DR}}. \quad (2.15)$$
The colloid-solvent and solvent-solvent dissipative and random forces have the same forms, except switching $d_{DR}^{cc}$ to $d_{DR}^{cs}$, $d_{DR}^{ss}$, and the integration time step $\Delta t$ to a larger time step $\Delta T$ (more on this in the next section).

### 2.1.4 Verlet Integration

Verlet integration is a numerical method used to integrate Newton’s equations of motion. It is frequently used to calculate trajectories of particles in molecular dynamics simulations and computer graphics. To integrate our system of colloid and solvent particles forward, we use a variant of the Velocity Verlet algorithm. In particular, to simulate the detailed motions of colloid particles while not significantly increase the computation complexity due to the large amount of solvent particles, we introduce two integration time steps: a small time step $\Delta t$ for colloid and a large time step $\Delta T \gg \Delta t$ for solvent. The integration steps of colloid is the standard Velocity Verlet algorithm:

1. $r_c(t + \Delta t) = r_c(t) + v_c(t) \Delta t + \frac{1}{2} a_c(t) \Delta t^2$;
2. $v_c(t + \frac{1}{2} \Delta t) = v_c(t) + \frac{1}{2} a_c(t) \Delta t$;
3. Derive $a_c(t + \Delta t)$ using $r_c(t + \Delta t)$ and $v_c(t + \frac{1}{2} \Delta t)$;
4. $v_c(t + \Delta t) = v_c(t + \frac{1}{2} \Delta t) + \frac{1}{2} a_c(t + \Delta t) \Delta t$. (2.16)

In the above steps, $r_c$, $v_c$ and $a_c$ respectively represent positions, velocities and accelerations of colloid particles. When deriving $a_c$, we only use forces between colloid particles, i.e. $f^{cc}_C$, $f^{cc}_D$ and $f^{cc}_R$. 
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The complete integration steps of both colloid and solvent particles are:

1. \[ v_{all}(t + \frac{1}{2}\Delta T) = v_{all}(t) + \frac{1}{2}a_{all}(t)\Delta T; \]

2. Iterate the above colloid integration cycle \((2.16)\) \(\Delta T/\Delta t\) times;

3. \[ r_s(t + \Delta T) = r_s(t) + v_s(t)\Delta T; \]

4. Derive \(a_{all}(t + \Delta T)\) using \(r_{all}(t + \Delta T)\) and \(v'_{all}(t + \frac{1}{2}\Delta T); \)

5. \[ v_{all}(t + \Delta T) = v'_{all}(t + \frac{1}{2}\Delta T) + \frac{1}{2}a_{all}(t + \Delta T)\Delta T. \] (2.17)

\(r_{all}, v_{all}\) and \(a_{all}\) are positions, velocities and accelerations of all particles respectively, including colloid and solvent particles. When deriving \(a_{all}\), we use forces \(f_{cs}^C, f_{cs}^D, f_{cs}^R, f_{ss}^C, f_{ss}^D\), \(f_{ss}^R\), excluding \(f_{cc}^C, f_{cc}^D\) and \(f_{cc}^R\). \(v'_{all}(t + \frac{1}{2}\Delta T)\) in step 4 and 5 is different from \(v_{all}(t + \frac{1}{2}\Delta T)\) in step 1 in that the velocities of colloid particles have been changed in step 2.

To summarize, the above integration algorithm makes solvent particles move in a large time step \(\Delta T\), while features a ‘slow motion’ of colloid particles with a smaller time step \(\Delta t\), i.e. step 2 in (2.17). This effectively simulates the interactions between all particles in the system, while prevents the simulation from being computationally complex due to large number of solvent particles. In the simulation, we set \(\Delta T/\Delta t = 70\).

2.1.5 Other settings

While most parameters in the simulation are user-defined, some parameters are inferred from others to ensure the physical correctness of the system.
Particle radiuses

The radius of colloid particle is set so that when two colloid particles \( i \) and \( j \) touch each other exactly, the Lennard-Jones potential reaches minimum, or \( r_{ij} = r_m = 1 \). Therefore, the radius of colloid particle is

\[
    r_c = \frac{r_m}{2} = 0.5.
\]  

(2.18)

The radius of solvent particle is set so that when two colloid particles are closed and start exerting dissipative and random forces on each other, one solvent particle can still fit between them. Therefore, the radius of solvent particle is

\[
    r_s = \frac{d_{DR}^{c} - 2r_c}{2}.
\]  

(2.19)

Force ranges

Depending on particle and force types, interactions happen either when particles are sufficiently closed, or only when they touch each other. The cutoff distances of conservative forces are set as follows:

\[
    d_C^C = 2.1r_c, \quad d_C^{C,i} = r_c + r_s, \quad d_C^{i,i} = 2r_s.
\]  

(2.20)

The cutoff distances of dissipative and random forces are

\[
    d_{DR}^{c} = 3r_c, \quad d_{DR}^{c,i} = 0.5d_{DR}^{c} + r_s, \quad d_{C}^{i} = 2r_s.
\]  

(2.21)
Box size and number of solvent particles

In the simulation, all particles are inside a cubic box. The number of colloid particles \( n_c \) and the volume fraction \( \phi \) are user-defined. The volume of the box \( V \) is calculated as

\[
V = \frac{4}{3} \pi r_c^3 n_c \phi.
\]  
(2.22)

The side length of the box is then \( b = V^{1/3} \). We also predefine the solvent density as \( \varrho \). Then the number of solvent particles is

\[
n_s = \frac{V \varrho}{m}.
\]  
(2.23)

Boundary condition

To prevent the boundary of the box from interfering with self-assembly, we use periodic boundary condition in the simulation. Assuming the center of the box is the origin, when any of the three coordinates of particle \( i \), \( r_{ix}, r_{iy} \) or \( r_{iz} \), is outside the box, it is added a multiple of the box side length \( b \) to set it back into the box:

\[
\text{If } |r_{i(x,y,z)}| > \frac{b}{2}, \quad r_{i(x,y,z)} \leftarrow r_{i(x,y,z)} + kb \quad (k \in \mathbb{Z}) \text{ s.t. } |r_{i(x,y,z)}| \leq \frac{b}{2}.
\]  
(2.24)

2.1.6 Canonical and grand canonical ensembles

In statistical mechanics, a canonical ensemble is the statistical ensemble that is used to represent the possible states of a mechanical system of particles, which is in thermal equilibrium with a heat bath \(^{38}\). The system can only exchange energy with the heat bath, while its composition, volume and shape are kept constant. To simulate a such
system, we can simply keep the number of particles unchanged, and the heat transfer is fulfilled through dissipative force.

A grand canonical ensemble is the statistical ensemble that is used to represent the possible states of a mechanical system of particles maintained in both thermal and chemical equilibrium with a reservoir. The system can exchange both energy and particles with the reservoir, so that various possible states of the system can differ in both their total energy and total number of particles, while the volume and shape of the system are kept unchanged in all possible states. Computation on grand canonical ensemble is highly expensive as the reservoir is assumed to be significantly larger than the system itself and therefore requires the coexistence of huge amount of particles in the simulation. To approximate the grand canonical ensemble, for every $t_{\text{add}}$ time steps, we add new colloid particles into the system to keep the concentrations of different types of monomers, or colloid particles without binding, roughly constant, while removing a fraction of all colloid particles from the system every $t_{\text{remove}}$ time steps to prevent the total mass of the system from growing. To ensure the removing is uniformly across all colloid particles, we implement a Breath-First Search (BFS) algorithm to identify all assembled structures and monomers currently in the system, and remove a fraction of them from the system according to a constant probability $p_{\text{remove}}$.

2.1.7 Valence and crosstalking interaction

Except for the binding preference induced by DNA coating, other local binding laws, such as binding sites and valence, could also exist. Valence is the maximum number of bonds a particle can form. If two particles with attracted colors come closed but any of them already reaches its valence, they will repel each other. In addition to strict attraction and repulsion, low-energy non-specific bindings, or crosstalking interactions,
ubiquitously exist between self-assembly components in both natural and synthetic systems. For example, weak bonds inevitably form between different types of proteins due to protein structure constraints. As a result, an exponential number of undesired structures could form in the system, which poses a challenge of assembling a specific structure.

In the simulation of controlling particle concentrations to optimize yield, we use a model where particles have both valence and crosstalking interactions. Figure 2.3 shows a simple example of such a model. There are three types of particles, denoted as A (blue), B (green) and C (red). A and C has valence 1, while B has valence 2. Figure 2.3A shows the adjacency matrix. Strong bonds with energy $E$ can form between A, B and B, C, while weak bond with energy $\epsilon \ll E$ can form between A and C due to crosstalk. Particles of the same type repel each other. Figure 2.3B enumerates all structures that can be formed in this model. Note that when B binds to two particles of the same type, the second bond is weak.
2.2 GPU Computing

Graphics Processing Unit (GPU) is a processor dedicated to 3D graphics rendering through its specialized multiprocessor architecture. It has been grown to become extremely powerful and significantly exceed Central Processing Unit (CPU) in raw computing power. In the 1999–2000 timeframe, scientists from various fields started using GPUs to accelerate a range of scientific applications, subject to the constraints of programming through graphics APIs. In November 2006, NVIDIA introduced the CUDA architecture\textsuperscript{74,89}, which includes new components designed strictly for GPU computing and aimed to alleviate many of the limitations that prevented previous graphics processors from being legitimately useful for general-purpose computing. It makes GPU fully programmable, and offers seamless experience for developers with familiar languages such as C, C++, and Fortran. Today, GPU computing momentum is growing faster than ever before. It has been applied to computational fluid dynamics\textsuperscript{25,26}, medical imaging\textsuperscript{93,91}, molecular dynamics\textsuperscript{92,8} and many other fields. Users achieve unprecedented performance by switching to GPUs, over 100x speedup compared to CPUs in some cases. All simulation results in this chapter are produced on a small server with three GPUs: two NVIDIA Tesla C2075 and one NVIDIA Quadro 6000.

The rest of this section presents two examples on how we use GPU parallelization to achieve fast DPD simulation. The first example elaborates how we efficiently perform computation over an ensemble of independent particle systems. The second example presents a simple GPU-specific solution for each particle to only iterate through its surrounding particles within a short range when computing the forces.
2.2.1 Computation on particle system ensemble

To statistically study the self-assembly of colloid, we sometimes need to collect data from an ensemble of independent particle systems, or configurations. More specifically, in the simulation, we have many particle systems started from different and independent random states, where particles are assigned uniformly random positions and normally random velocities. We let all systems run for the same number of time steps, then snapshot and collect their final states. This also resembles the experiment\(^6\), where colloid particles are placed in independent microwells to self-assemble. With data from many independent particle systems, we can statistically study e.g. under a certain temperature, what is the probability that the colloid particles assemble into a specific ground state structure. Figure 2.4 shows a schema of the strategy.

Notice that there are two layers of parallelization in the computation. On a large scale, all configurations are independent and *embarrassingly parallel*. On a small scale, in the Verlet integration process of each system, each particle independently iterates through its surrounding particles to calculate its resultant force, and moves forward using its own position, velocity and force information. We parallelize both of them to leverage the massive parallel architecture of GPU.

Our parallel force calculation strategy is illustrated in Figure 2.5. Particle data (positions, velocities and forces) are stored in consecutive memory. Particularly, colloid and solvent data are separated into two parts of the memory (the blue and orange bar). Since \(\Delta t \ll \Delta T\), the integration is in the *colloid cycle* (2.16) most of the time, where each colloid particle iterates through other colloid particles in the same configuration to calculate its force (step 3 of (2.16)). This is illustrated as the black arrow in the figure. When the simulation reaches step 4 of the *solvent cycle* (2.17), as the red arrows show,
Figure 2.4: Schema of computation over independent particle systems. Red spheres represent colloid particles. Solvent particles are not shown for visual purpose. In the simulation, we have many particle systems, or configurations, started from different and independent random states (first row), where particles are assigned uniformly random positions and normally random velocities. We let all systems run for the same number of time steps, then snapshot and collect their final states (second row). With data from many independent particle systems, we can statistically study e.g. under a certain temperature, what is the probability that the colloid particles assemble into a specific ground state structure.
Figure 2.5: Parallel force calculation for particle system ensemble. Particle data (positions, velocities and forces) are stored in consecutive memory (the vertical bar). More specifically, colloid (blue) and solvent (orange) data are separated into two parts. The simulation is in the colloid cycle (2.16) most of the time, where each colloid particle iterates through other colloid particles in the same configuration to calculate its force (black arrow). When the simulation reaches step 4 of the solvent cycle (2.17), to calculate the forces, each colloid particle needs to iterate through solvent particles in the same configuration, while each solvent particle should iterate through both colloid and solvent particles in the same configuration. In other steps of the integration, particles are completely parallel from each other – they simply use their own position, velocity and force information to move forward.
2.2.2 Spatial subdivision

If each particle must examine all other particles to calculate the forces, the time complexity of a serial DPD simulation is $\mathcal{O}(n^2)$, and $\mathcal{O}(n)$ for a parallel DPD, where $n$ is the total number of particles in a system. Since all forces in our simulation are short-ranged, we can use a spatial subdivision strategy to further reduce the time complexity to $\mathcal{O}(\hat{k})$, where $\hat{k}$ is the average number of surrounding particles of each particle. When the volume fraction $\phi$ is low so that $\hat{k} \ll n$, applying spatial subdivision can achieve significant speedup.

Figure 2.6 illustrates our spatial subdivision strategy in 2D. We use a uniform grid to subdivide the box into a grid of equal-side cells. The side length of the cell is equal to the longest force range, which is $d_{cc}^{DR}$ in our case. In each time step, we determine the cell each particle is located. Then, when calculating the forces, each particle only need to examine particles in its own and neighboring cells to determine which particles are inside the force ranges. The number of cells each particle needs to examine is $3 \times 3 = 9$ in 2D and $3 \times 3 \times 3 = 27$ in 3D. For example, when calculating the dissipative and random forces exerted on particle 3 in the figure, we notice that it is in cell 5, therefore, we should iterate through particles in cell 0, 4, 8, 2, 6 and 10 to determine if there is any particle within the cutoff distance $d_{cc}^{DR}$ from particle 3 (particle 4 and 5 inside the red dashed circle in the example). Note that the algorithm should take the periodic boundary condition into account. For example, particles in cell 3 should examine particles in cell 2, 6, 3, 7, as well as cell 0, 4, 12, 14, 15.

To implement this algorithm on GPU, a simple approach is to take advantage of the atomic operations, supported on GPUs with compute capability greater than or equal to 1.1. Atomic operations allow multiple GPU threads to update the same value.
Figure 2.6: The spatial subdivision strategy in 2D. We subdivide the box into a grid of equal-side cells, whose side length is equal to the longest force range, $d_{cc, DR}$ in our case. When calculating the forces, each particle only need to examine particles in its own and neighboring cells to determine which particles are inside the force ranges. For example, when calculating the dissipative and random forces exerted on particle 3 in the figure, particles in cell 0, 4, 8, 1, 5, 9, 2, 6 and 10 should be examined through, and eventually particle 4 and 5 within the cutoff distance $d_{DR}^c$ (red dashed circle) will be found.
in global memory simultaneously without conflicts. As Table 2.1 shows, we use two containers in the implementation: a counter array (2nd column) to store the number of particles in each cell so far, and an index array (3rd column) to store the particle indices of each cell. Note that when two particles happen to penetrate each other, the steep Lennard-Jones potential will force them apart. Therefore, we can empirically determine the maximum number of particles in each cell and preallocate sufficient memory for the index array. Both containers are updated in each time step. Specifically, the counter array is initialized to zero at the start of each time step. The simulation runs with one thread per particle. Each particle calculated which cell it is in, and uses the atomicAdd function to atomically increment the counter of this cell. It then writes its index into the index array at the corresponding position using a scattered global write.

There are other more efficient methods to perform spatial subdivision. We choose this approach mainly for its simplicity. Admittedly, the atomic operation is considered relatively expensive in GPU computing, as when multiple threads attempt to write to the same memory unit, the operations will be serialized. Therefore, we only use this algorithm when there are large number of particles and the volume fraction $\varphi$ is low. When the volume fraction is high, the speedup gain from applying spatial subdivision is comparable to the extra time in refreshing the counter and index arrays. In this case, we choose to iterate though all particles when calculating the forces.
<table>
<thead>
<tr>
<th>Cell index</th>
<th>Particle Count</th>
<th>Particle index</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>4, 5</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: In the implementation of spatial subdivision, we use two containers: a counter array (2nd column) to store the number of particles in each cell so far, and an index array (3rd column) to store the particle indices of each cell. Numbers in this table come from Figure 2.6. The counter array is initialized to zero at the start of each time step. The simulation runs with one thread per particle. Each thread computes which cell its particle is in, and uses the `atomicAdd` function to atomically increment the counter of this cell. It then writes its index into the index array at the corresponding position using a scattered global write.
2.3 Calibration

Before proceeding to simulate various self-assembly optimization methods, it is important to verify that our GPU program produces physically correct results. This section presents various data collected through both canonical and grand canonical ensemble simulations to prove the physical correctness of our program.

2.3.1 Canonical ensemble

To set the particle system to a specified temperature $k_B T$, we randomly initialize the velocities of all particles (colloid and solvent) according to standard normal distribution, and rescale these velocities so that

$$\frac{1}{2} m \bar{v}^2 = \frac{3}{2} k_B T,$$

where $\frac{1}{2} m \bar{v}^2$ is the mean kinetic energy of all particles. Initial positions of particles are uniformly random, subject to the constraint that colloid particles do not penetrate each other. Since we do not have constraints on the initial positions of solvent particles, it is possible that some solvent particles penetrate other particles at the starting, which results in strong repulsions and accelerations. Therefore, the temperature of the system is expected to increase drastically when the simulation starts. On the other hand, what we should confirm is that after this initial temperature pulse, whether the system is capable to cool down itself back to the predefined temperature, instead of keep diverging.

To verify this, we set up a canonical ensemble particle system with 100 identical colloid particles. The volume fraction is set to $\phi = 0.02^*$ and the input temperature

*In the rest of this chapter, we use $\phi = 0.02$ unless otherwise indicated.
Figure 2.7: The system temperature of a canonical ensemble particle system as a function of simulation time. There are 100 identical, or uncolored, colloid particles in the system. The volume fraction $\phi$ is set to 0.02, and the number of solvent particles is 7853 calculated from (2.22) and (2.23). The input temperature is set to 0.15 (red dashed line). After the initial temperature pulse, the system cools down towards the input temperature instead of keep diverging.

is 0.15. Figure 2.7 shows the system temperature as a function of the simulation time. It shows that after the initial temperature pulse, the system cools down towards the input temperature. Because of the finite integration time step, the system temperature never goes back exactly to the input temperature, but converges to a value ($\sim 0.164$) acceptably higher than the input.

We also need to confirm whether the bond breaking time is consistent with thermodynamics. In thermodynamics, under a certain temperature $k_B T$, the probability that a system jumps out from an energy well of depth $\epsilon_{as}$, or the probability for the bond between two colloid particles to break is

$$p_{\text{break}} \sim \exp \left( -\frac{\epsilon_{as}}{k_B T} \right). \quad (2.26)$$
Since the bond breaking frequency is

\[ \dot{f}_{\text{break}} = \frac{1}{t_{\text{break}}} \sim f_{\text{break}}, \tag{2.27} \]

where \( t_{\text{break}} \) is the bond breaking time, we have

\[ \ln \left( \frac{1}{t_{\text{break}}} \right) \sim -\varepsilon_a \left( \frac{1}{k_B T} \right), \tag{2.28} \]

or \( \ln \left( \frac{1}{t_{\text{break}}} \right) \) is a linear function of \( \frac{1}{k_B T} \) with slope \( -\varepsilon_a \). To verify this, we initialize a system with 100 dimer (two-particle structure) and set the depth of the potential well to \( \varepsilon_a = 1 \). We let the system run for \( 10^4 \) time steps and monitor the time these dimers break at various temperature. Figure 2.8A shows the average dimer breaking time as a function of the temperature. Notice that when the temperature is smaller than \( \sim 0.18 \), the bond breaking time increases drastically. The curve becomes flat again at low temperature as the \( 10^4 \) time steps is not sufficient for the bond to break at those temperatures. Figure 2.8B aims to confirm (2.28). The red dashed line has slope \(-1\). Except for the low temperature points, data from the simulation is consistent with (2.28).

### 2.3.2 Grand canonical ensemble

We also examine the physical properties of the grand canonical ensemble simulation. We use a valence and crosstalk model composed of three types of particles A, B and C,
Figure 2.8: We initialize a system with 100 dimer (two-particle structure) and set $\varepsilon_a = 1$. The system runs for $10^4$ time steps under various temperatures. A shows the average dimer breaking time as a function of the temperature. B plots the average $\ln(1/t_{\text{break}})$ as a function of $1/k_B T$ (green curve), with error bars representing the standard deviation. The red dashed line has slope -1. Except for the low temperature points where $10^4$ time steps is not sufficient to capture the bond breaking time, data from the simulation is consistent with (2.28).
with valence 1, 2 and 3 respectively. The adjacency matrix is

\[
\begin{bmatrix}
0 & 1 & 0.02 \\
1 & 0 & 1 \\
0.02 & 1 & 0
\end{bmatrix},
\]  

(2.29)
i.e. strong bond with energy \( E = 1 \) can be formed between A, B and B, C. The crosstalk-
ning interaction has energy \( \epsilon = 0.02 \), and the repelling strength is set to \( \epsilon_r = 1.5 \).

The system starts with 100 colloid particles, including 50 As, 30 Bs and 20 Cs. To ap-
proximate the grand canonical ensemble, we add new monomers into the system at
random positions every \( t_{\text{add}} = 300 \) time steps to maintain the concentrations of dif-
ferent types of monomers in the system roughly constant, while uniformly remove
assembled structures and monomers from the system with probability \( p_{\text{remove}} = 0.15 \)
every \( t_{\text{remove}} = 300 \) time steps. We run the system at temperature \( k_B T = 0.15 \). Fig-
ure 2.9 again plots the system temperature as a function of the simulation time. It
shows that the grand canonical ensemble particle system is also capable to cool down
itself towards the input temperature. The system temperature eventually stays at a tem-
perature acceptably higher than the input temperature due to the fact that the newly
added monomers are set to random positions in the box, which might penetrate some
solvents and result in strong repulsions. Figure 2.10 presents the composition of the
system during the simulation process when particles are frequently added and removed
from the box. Specifically, Figure 2.10A shows that the total mass of colloid in the sys-
tem eventually reaches equilibrium at \( \sim 150 \) without keep increasing, and Figure 2.10B
shows that the concentrations of different types of monomers are kept roughly con-
stant. These verify that our simulated grand canonical ensemble is physically correct.
Figure 2.9: The system temperature (green curve) of the grand canonical ensemble particle system as a function of the simulation time. The simulated grand canonical ensemble particle system is also capable to cool down itself towards the input temperature (red dashed line).

Figure 2.10: The composition of the simulated grand canonical ensemble particle system. A shows the total mass of colloid in the system (green curve), comparing to the original colloid mass 100 (red dashed line). The mass of colloid in the system eventually equilibrates at ~ 150. In B, the dashed lines represent the input, or desired concentrations of A (green), B (red) and C (purple) monomers, and the solid curves are their actual concentrations in the simulation. Since we frequently add in new monomers into the system, their concentrations are maintained as desired.
2.4 Optimization Method I: Control the Interactions

To assemble a desired structure, one method is to choose the short-ranged interactions between neighbor components, so that the desired structure becomes the only ground state. Analytical elaboration points out that to maximize the yield of a desired structure, it is advantageous to use more component types, or larger alphabet, than strictly required by local rules. In this chapter, we further demonstrate this with GPU-simulated particle system ensemble. Particularly, we simulate the assembly of colloid clusters with 6 particles.

2.4.1 Identical particle simulation

A rigid cluster of $n_c$ identical colloid particles has degeneracy of the ground state when $6 \leq n_c \leq 10$, so that the equilibrium yield of different ground state clusters is determined by entropy. For $n_c = 6$, there are two ground states with 12 contacts: asymmetric polytetrahedron and symmetric octahedron, as Figure 2.11 shows. The rotational entropy strongly suppresses the yield of the symmetric octahedron. Theoretical calculation predicts that the yield of octahedron and polytetrahedron is 4% and 96% respectively. This is confirmed by experiment.

We set the binding energy between particles to $\varepsilon_a = 1$, and run the GPU simulation from temperature 0.002 to 0.202 with step 0.002. For each temperature, an ensemble of 1000 independent particle systems are simulated simultaneously, and the states of the systems at $2 \times 10^4$ time steps are stored. Figure 2.12A shows the absolute yields of various structures as a function of the temperature. Figure 2.12B shows the relative yields of octahedron and polytetrahedron. It proves that our simulation result is consistent with the 96% – 4% theoretical prediction.
Figure 2.11: The two ground states of 6-particle rigid cluster: asymmetric polytetrahedron (A) and symmetric octahedron (B). Although they have the same potential energy as both of them have 12 particle-particle contacts, the rotational entropy strongly suppresses the yield of the octahedron. Theoretical calculation predicts that the yield of octahedron and polytetrahedron is 4% and 96% respectively.

Figure 2.12: The yields of various structures as a function of the temperature for the 6-particle cluster assembly. In the simulation, we set $\varepsilon_a = 1$, and simultaneously simulate an ensemble of 1000 independent particle systems with 6 colloid particles. The states of the systems at $2 \times 10^4$ time steps are stored. A shows the absolute yields, or the probability that the final states of the systems is a specific structure. B shows the relative yields of octahedron and polytetrahedron. At temperature roughly between 0.11 and 0.16, the system reaches equilibrium, where the simulated yields are consistent with the theoretical predictions (dashed lines).
2.4.2 Colored particle simulation

When using colored colloid particles, interactions between particles can be carefully designed so that the ground state degeneracy is eliminated and only the desired conformation is allowed. For a specific structure, there exists a minimum number of colors, or letters, strictly required to break the degeneracy. Figure 2.13 shows all alphabets for the 6-particle clusters. The interaction matrix represents the attracting (1) and repelling (0) interactions between colors, while the adjacency matrix extends the interaction matrix to characterize the attraction (1) and repulsion (0) between all particle pairs in the structure. There is one alphabet favoring the octahedron, and two alphabets, one with 3 letters and the other with 5 letters, favoring the polytetrahedron.

Figure 2.14 shows the yield of various structures as a function of the temperature when using the octahedron alphabet. The attracting and repelling strength are $\epsilon_a = 1$ and $\epsilon_r = 1.5$ respectively. Since the octahedron is the only ground state, the yield of the polytetrahedron is suppressed to zero. Figure 2.15 shows the yield-temperature plots when using the 3-letter and 5-letter polytetrahedron alphabets. As expected, the yield of octahedron is suppressed to zero. Particularly, the polytetrahedron yield is higher when using 5-letter alphabet than 3-letter alphabet, as Figure 2.15C shows. This is consistent with the theoretical prediction that using more component types increases the yield.
Figure 2.13: All alphabets for 6-particle clusters. The 1st column shows the colored 3D structure of the clusters. The 2nd column are the interaction matrices. They represent the attracting (1) and repelling (0) interactions between colors. The 3rd column shows the corresponding adjacency matrices. They are extended from the interaction matrix to characterize the interaction between all particle pairs in the structure. There is one alphabet favoring the octahedron (1st row), and two alphabets, one with 3 letters (2nd row) and the other with 5 letters (3rd row), favoring the polytetrahedron.

Figure 2.14: The absolute yield of various structures as a function of the temperature when using the octahedron alphabet. After applying the alphabet, the octahedron becomes the only ground state, therefore the yield of the polytetrahedron is suppressed to zero.
Figure 2.15: The absolute yield of various structures as a function of the temperature when using 3-letter (A) and 5-letter (B) polytetrahedron alphabets. The yield of octahedron is suppressed to zero since polytetrahedron is the only ground state cluster. C compares the yields of two alphabets. Consistent with the theoretical prediction, the 5-letter alphabet is more advantageous than the 3-letter alphabet.
2.5 Optimization Method II: Control the Concentrations

In the previous example, the self-assembly is performed in a system with the exact number of colloid particles in the desired structure. This is usually not the case as self-assembly often happens in a pool of large numbers of different components, and many structures are assembled in parallel in the same system. Therefore, an exponential number of partial and incorrect structures can form and compete with the desired structure. Analyses conclude that the equilibrium yield of the desired structure can be improved by tuning the concentrations of different components, and the optimal concentration profile is highly non-uniform. Specifically, the authors analytically proves this using a 1D model where components have directional binding sites, and crosstalking interactions exist between all components. In this chapter, under a valence and crosstalk model, we demonstrate that the method of optimizing yield by tuning concentrations persists in 3D.

2.5.1 5-mer linear chain

We first demonstrate the concentration optimization by assembling a 5-mer chain. Figure 2.16 A and B respectively shows the desired structure and the corresponding adjacency matrix used in the simulation. There are 5 types of colored particle in the structure. The valence of A and E is 1, while B, C and D have valence 2. Each type can only form strong bond(s) with its neighboring type(s), and crosstalking weak bonds can be formed between all types of particles, except particles of the same type.

The stoichiometry of the desired structure gives us the wrong intuition that the concentrations of different types of particles should be set equal in order to maximize its yield. In fact, the optimal concentration should take the particle consumptions in
Figure 2.16: A shows the 5-mer chain and B shows the corresponding adjacency matrix used in the simulation. There are 5 types of particles. The valence of A and E is 1, and the rest particle types have valence 2. Strong bond(s) with the same energy 1 can be formed between neighboring types, and weak bonds with energy 0.25 due to crosstalking interactions can be formed between all different types of particles. C shows the uniform and the optimized U-shape concentration profile used in the simulation. The U-shape profile is derived from the reasoning that when a particle type is used more often in competing structures, its concentration should be suppressed to optimize the yield.

all competing structures, including partial and incorrect structures, into account. For example, if B is used more often in all competing structures than A, then A should have higher concentration than B in the optimal concentration profile. Consider an ideal case where there is no crosstalking interactions, by enumerating all structures that can be formed using the 5 particle types†, A and E are used 4 times, B and C are used 7 times, and C is used 8 times in these structures. Therefore, the optimal concentration profile should be U-shape, where concentrations gradually decrease from the endpoints of the chain to the middle. Rigorous analysis for the U-shape optimal concentration profile can be found in the manuscript70, where both partial structures and incorrect structures due to crosstalk are considered. Figure 2.16C shows the uniform and optimized concentration profiles we use in simulations.

†Without crosstalk, all possible structures are A-B, A-B-C, A-B-C-D, A-B-C-D-E, B-C, B-C-D, B-C-D-E, C-D, C-D-E and D-E.
Simulation on canonical ensemble

We first simulate the assembly using two canonical ensemble particle systems with 100 colloid particles. The composition of the systems are set according to the uniform and U-shape concentration respectively. The systems are simulated at temperature 0.13. We choose a relatively high temperature so that the system can sufficiently explore the energy landscape in the given simulation time. Snapshots of the system are taken every $10^3$ time steps. Figure 2.17 shows the average yields of all structures at snapshots from $0.5 \times 10^6$ to $2 \times 10^6$ time steps, with color green representing partial structures, including the desired structure, and red representing incorrect structures due to crosstalking interaction. The tick labels of the vertical axis represent the composition of structures, but not necessarily the actual particle order. The U-shape concentration effectively suppresses the yields of BC and CD, and makes the yields of ABC, BCD, and CDE roughly equal. Because of the high temperature, the yields of large structures are small. However, if we zoom in to only examine the relative yields of 5-mer chain, the effect of the optimal concentration is obvious. As Figure 2.18 shows, the U-shape concentration significantly reduces the yields of competing 5-mer structures, and as a consequence, the yield of the desired structure stands out. As a more compact view, Figure 2.19 shows the number of structure types (left) and the average yields of the desired structure (right). The U-shape concentration effectively suppresses the emergence of competing types. The average yield of the desired structure is $4.15 \times 10^{-4}$ under the U-shape concentration, comparing to $2.76 \times 10^{-4}$ under the uniform concentration.
Figure 2.17: At temperature 0.13, the average yields of all structures in two canonical ensemble particle systems with 100 colloid particles, where concentrations of different types of particles are uniform (A) and U-shape (B) respectively. The average is taken over snapshots from $0.5 \times 10^6$ to $2 \times 10^6$ time steps, with $10^3$ as step. The tick labels of the vertical axis represent the composition of structures, but not necessarily the actual particle order. Green bars represent partial structures, including the desired structure, whereas red bars represent incorrect structures as a result of the crosstalking interaction. The U-shape concentration effectively suppresses the yields of dimer BC and CD, and makes the yields trimer ABC, BCD, and CDE roughly equal. Because of the high temperature, the yields of large structures are small. The average yield of the desired structure is 0.000415 when using the U-shape concentration, comparing to 0.000276 for the uniform concentration.
Figure 2.18: Relative yields of 5-mer structures in canonical ensemble particle systems, where concentrations of different types of particles are uniform (A) and U-shape (B) respectively. Green bars represent the desired structure, whereas red bars represent incorrect structures due to crosstalking interaction. The U-shape concentration effectively suppresses the yields of undesired structures, and makes the yield of the desired structure (green ABCDE) stand out.

Figure 2.19: The number of structure types (left) and the average yields of the desired structure (right) when simulating the 5-mer chain assembly with canonical ensemble particle systems. The U-shape concentration effectively suppresses the emergence of competing types. The average yield of the desired structure is \(4.15 \times 10^{-4}\) under the U-shape concentration, comparing to \(2.76 \times 10^{-4}\) under the uniform concentration.
Simulation on grand canonical ensemble

We then simulate the assembly using grand canonical ensemble particle systems with 100 colloid particles. We add new monomers into the system every $t_{\text{add}} = 200$ time steps to maintain the monomer concentrations as desired, and remove structures from the system with probability $p_{\text{remove}} = 0.15$ every $t_{\text{remove}} = 800$ time steps. The system again runs at temperature $0.13$. Figure 2.20 shows the yields of structures removed from the systems between $0.5 \times 10^6$ and $10^6$ time steps, and Figure 2.21 shows the relative yields of 5-mer structures. The effect of the U-shape concentration is similar to the canonical ensemble case: the yields of partial and incorrect structures are significantly suppressed, and the yield of the desired structure stands out. Figure 2.22 shows the number of structure types (left) and the average yields of the desired structure (right). Similarly, the number of competing structure types appear less when using the optimized concentration. The average yield of the desired structure is $8.17 \times 10^{-4}$ when using the U-shape concentration, comparing to $1.85 \times 10^{-4}$ for the uniform concentration.

2.5.2 Protein complex

We also simulate the assembly of a real protein complex. Figure 2.23A and B respectively shows its 3D and 2D structure. It is a transferase composed of 6 components. They are approximated by round particles in our simulation. We set the valence of A, B and C to 3, and the valence of D, E and F to 1. Figure 2.23C shows the adjacency matrix. The binding energies of strong bonds used in the simulation are proportional to the actual binding energy in Figure 2.23B, and the energy of the crosstalking interactions is set to 0.1. Figure 2.23D shows the uniform and the optimized concentrations we use.
Figure 2.20: At temperature 0.13, the average yields of all structures in two grand canonical ensemble particle systems with 100 initial colloid particles, whose concentrations of different types of particles are maintained at uniform (A) and U-shape (B) respectively by frequently adding new monomers into the systems. Green bars represent partial structures, including the desired structure, whereas red bars represent incorrect structures as a result of the crosstalking interaction. The U-shape concentration effectively suppresses the yields of dimer BC and CD, and makes the yields trimer ABC, BCD, and CDE roughly equal.
Figure 2.21: Relative yields of 5-mer structures in grand canonical ensemble particle systems where concentrations of different types of particles are maintained at uniform (A) and U-shape (B). Green bars represent the desired structure, whereas red bars represent incorrect structures due to crosstalk- ing interaction. The U-shape concentration significantly suppresses the yields of incorrect structures, and makes the yield of the desired structure (green ABCDE) stand out.

Figure 2.22: The number of structure types (left) and the average yields of the desired structure (right) when simulating the 5-mer chain assembly with grand canonical ensemble particle systems. The U-shape concentration effectively suppresses the emergence of competing types. The average yield of the desired structure is $8.17 \times 10^{-4}$ under the U-shape concentration, comparing to $1.85 \times 10^{-4}$ under the uniform concentration.
in the simulation. The optimized concentration suppresses the concentrations of the inner particles (A, B and C) and enlarges the concentrations of the branching particles (D, E and F). In the canonical ensemble simulation, snapshots of the systems are taken every 1000 time steps between $0.5 \times 10^6$ to $2 \times 10^6$ time steps. Figure 2.24 shows the average relative yields of all 6-mer structures in two canonical ensemble systems with 120 colloid particles, whose concentrations of different particle types are uniform and optimized respectively. When using the optimized concentration, in total there are only 10 types of 6-mer structures appearing in the snapshots, comparing to 32 types of 6-mer structures for the uniform concentration. Particularly, structures containing 2 As, 2 Bs and 2 Cs are dominant under the uniform concentration, whereas when using the optimized concentration, they are significantly suppressed, and the yield of the desired structure (green ABCDEF) is much larger. Figure 2.25 shows the number of structure types (left) and the average yields of the desired structure (right). The optimized concentration effectively suppresses the emergence of competing types. The average yield of the desired structure is $1.61 \times 10^{-4}$ when using the optimized concentration, comparing to $0.616 \times 10^{-4}$ under the uniform concentration.

2.5.3 Finite time behavior

All previous analyses focus on the equilibrial behavior of a self-assembly system. On the other hand, since equilibrium is not guaranteed in some cases, it is also important to study the impact of the concentration, optimized for equilibrial yield, on finite time yield of the system. For this purpose, we simulate an ensemble of particle systems that self-assemble the 6-particle protein complex (Figure 2.23).

Figure 2.26 shows the average yields of partial and desired structures, taken over 200 independent canonical ensemble particle systems, as a function of time. Each sys-
Figure 2.23: Snapshots of the transferase protein with 6 components. A shows the 3D folding structure taken from the RCSB Protein Data Bank. B shows its 2D structure, reflecting schema on the 3D Complex website, along with the strengths of the bonds. C is the adjacency matrix. The binding energies of strong bonds used in the simulation are proportional to the actual binding energy in B. D shows the uniform and the optimized concentrations used in the simulation. The optimized concentration suppresses the concentrations of the inner particles A, B and C, while enlarging the concentrations of the branching particles D, E and F.
Figure 2.24: The average relative yields of all 6-mer structures in two canonical ensemble systems with 120 colloid particles, whose concentrations of different particle types are uniform (A) and optimized (B) respectively. Green bars represent the desired structure, while red bars are undesired structure due to crosstalk. When using the optimized concentration, in total there are only 10 types of 6-mer structures appearing in the snapshots, comparing to 32 types of 6-mer structures for the uniform concentration. Particularly, structures containing 2 As, 2 Bs and 2 Cs are dominant under the uniform concentration, whereas under the optimized concentration, they are strongly suppressed, and the yield of the desired structure (green ABCDEF) is much larger.

Figure 2.25: The number of structure types (left) and the average yields of the desired structure (right) when simulating the protein complex assembly with canonical ensemble particle systems. The optimized concentration effectively suppresses the emergence of competing types. The average yield of the desired structure is $1.61 \times 10^{-4}$ when using the optimized concentration, comparing to $0.616 \times 10^{-4}$ under the uniform concentration.
tem has 1200 particles. Snapshots of the systems are taken every 500 time steps, and the yield is calculated as the number of a particular structure divided by the number of all structures, excluding monomers, at the snapshot. Dots represent the average yield at snapshots, while solid curves are moving averages over a window of 10 snapshots, or 5000 time steps. As we can see, yields of different structures gradually increase over time, and fix at certain levels after equilibrium. Systems with uniform concentration reach equilibrium at $\sim 40000$ time steps, faster than systems with optimized concentration, which take $\sim 60000$ time steps to reach equilibrium. Since the optimized concentration suppresses the concentrations of the inner particles A, B and C, the yield of the triangle ABC is $\sim 2.5$ times lower after concentration optimization, as Figure 2.26A shows. Figure 2.26B shows that although the yield of a 4-mer structure, composed of the inner triangle and a branching particle D, is lower in systems with optimized concentration than those with uniform concentration, their gap is smaller compare to Figure 2.26A. Figure 2.26C shows that before $\sim 40000$ time steps, the yield of a 5-mer structure, composed of the inner triangle and two branching particles, is lower in systems with optimized concentration, but slightly surpasses its uniform counterpart after that. Figure 2.26D shows the yields of the desired structure. Before $\sim 40000$ time steps, both concentration profiles produce similar yield, but systems with optimized concentration eventually achieve significantly higher yield when they reach equilibrium. To summarize, the optimized concentration enhances the yield of the desired structure by suppressing the yields of smaller partial structures, while enlarging the yields of larger partial structures.
Figure 2.26: The average yields of partial and desired structures, taken over 200 independent canonical ensemble particle systems, as a function of time. Each system has 1200 particles. Snapshots of the systems are taken every 500 time steps, and the yield is calculated as the number of a particular structure divided by the number of all structures, excluding monomers, at the snapshot. Dots represent the average yield at snapshots, while solid curves are moving averages over a window of 10 snapshots, or 5000 time steps. Yields of different structures gradually increase over time, and fix at certain levels after equilibrium. Systems with uniform concentration reach equilibrium at \(40000\) time steps, faster than systems with optimized concentration, which take \(60000\) time steps to reach equilibrium. The optimized concentration enhances the yield of the desired structure by suppressing the yields of smaller partial structures, while enlarging the yields of larger partial structures.
2.6 Summary

This chapter presents simulation results of two self-assembly optimization methods using GPU computing. Both results are consistent with theoretical predictions. When controlling the short-ranged interactions between particles, it is advantageous to use more particle types than strictly required by local rules. When controlling the concentrations of monomers, counterintuitive nonuniform concentrations enhance the yield of the desired structure. Particularly, nonequilibrium simulation shows that particle system with optimized concentration reaches equilibrium slower than its uniform counterpart, and the optimized concentration enhances the yield of the desired structure by suppressing the yields of smaller partial structures, while enlarging the yields of larger structures.

Since long integration time and numerous data are necessary to ensure equilibrium and accurate statistics, GPU computing is a natural and powerful choice to study self-assembly optimization problems given the parallel nature of the Verlet integration steps. As the GPU computing momentum continues to grow exponentially fast, it will certainly play an increasingly important, if not essential, role in self-assembly and many other fields in the near future.
I have not failed. I’ve just found 10000 ways that won’t work.

Thomas Edison
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Signal Detection below the Random Matrix Theory Threshold

A critical question when analyzing multivariate datasets is to understand the correlations between variables, and their clustering so forth. Random Matrix Theory (RMT)\textsuperscript{12,52-54} is an efficient set of methodologies to separate correlation signal from noise by analyzing eigenvalues and eigenvectors of the sample correlation matrix. In
this chapter, using RMT as a benchmark, I explore the detection power of a more general criterion, the likelihood function. More specifically, an algorithm based on simulated annealing\textsuperscript{19,97} is proposed to efficiently traverse the likelihood landscape and search for the optimal true correlation matrix with blocks. Further analysis shows that the algorithm is capable to detect signals below the RMT threshold after incorporating some existing information into the search process. The efficacy of the algorithm is tested on both synthetic and real financial datasets. A homogeneous model is also proposed to explain the phenomenon.

The structure of the chapter is as follows. Section 3.1 gives an overview of the Random Matrix Theory and its application in signal detection. Section 3.2 elaborates the proposed signal detection algorithm. Section 3.3 presents simulation results on synthetic datasets with various signal patterns. Section 3.4 introduces the methodology of incorporating prior information into the algorithm to enable detections below the RMT threshold. Section 3.5 shows the results of applying the algorithm on real financial dataset. Section 3.6 presents a homogeneous model to quantify the detection power of the algorithm. Section 3.7 summarizes the chapter.
3.1 Random Matrix Theory

RMT is a set of methodologies that have been applied to various fields for signal detection, such as finance\(^{64,66}\), bioinformatics\(^{38}\) and communications\(^{95}\). In this section, we review its two important conclusions.

3.1.1 The Marčenko-Pastur law

One of the most important theories in RMT is the Marčenko-Pastur (M-P) law\(^{67}\). It characterizes the eigenvalue distribution, or the spectrum, of the sample correlation matrix of a multivariate dataset. Suppose there are \(p\) variables, each measured by \(n\) samples. We can gather the data into a normalized \(p\)-by-\(n\) data matrix \(X\), whose rows represent variables and columns represent samples. Each row of \(X\) is normalized to mean 0 and standard deviation 1. The sample correlation matrix is then calculated as

\[
S = \frac{XX^T}{n}. \tag{3.1}
\]

Denote the sorted eigenvalues of \(S\) as \(\{\lambda_i | i = 1, 2, \ldots, p, \lambda_1 > \lambda_2 > \cdots > \lambda_p\}\). The M-P law states that when all variables are independent, identically distributed (i.i.d.) with variance 1 and fourth moment of order \(O(1)\), in the limit of

\[
p, n \to +\infty, \quad \frac{p}{n} \to \beta < +\infty, \tag{3.2}
\]

the limiting distribution of \(\lambda\) is

\[
f(x) = \left(1 - \frac{1}{\beta}\right)^+ \delta(x) + \frac{\sqrt{(x - \lambda_{\text{min}})^+(\lambda_{\text{max}} - x)^+}}{2\pi \beta x}, \tag{3.3}
\]
where $\lambda_{\text{min}} = (1 - \sqrt{\beta})^2$, $\lambda_{\text{max}} = (1 + \sqrt{\beta})^2$, $\delta(x)$ is the Dirac delta function, and the notation $x^+ = \max(x, 0)$.

### 3.1.2 Gaussian eigenvectors

RMT also characterizes eigenvectors of the sample correlation matrix. Suppose each eigenvector is normalized to norm 1. Since the dataset does not contain correlation information, in the limit (3.2), the limiting distribution of eigenvector components follow the maximum entropy distribution, i.e. the normal distribution, with mean zero and standard deviation $1/\sqrt{p}$:

$$f(x) = \sqrt{\frac{p}{2\pi}} \exp\left(-\frac{px^2}{2}\right).$$

### 3.1.3 RMT based signal detection

Although most RMT theorems hold asymptotically in the limit (3.2), they are almost always applicable to finite $p$ and $n$. As a demonstration, we generate a random Gaussian dataset with $p = 300$ variables and $n = 400$ samples and compute its sample correlation matrix. Figure 3.1 shows the spectrum and the distribution of components of the 1st eigenvector. The spectrum is consistent with the M-P law, and the eigenvector components are Gaussian.

When there are correlated variables in the dataset, the M-P law can be used as a null hypothesis to separate nontrivial eigenvalues from trivial eigenvalues, and the actual signals can be identified from the corresponding eigenvectors. Figure 3.2 illustrates the RMT based signal detection procedure. It shows a case where there are two blocks of correlated variables in a Gaussian dataset with $p = 300$ variables and $n = 400$ sam-
Figure 3.1: Spectrum (A) and the 1st eigenvector components (B) of the sample correlation matrix of a random Gaussian dataset with \( p = 300 \) variables and \( n = 400 \) samples. In A, the spectrum (green bars) is consistent with the M-P law (red curve). Specifically, all eigenvalues are inside the edges (\( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \)) of the M-P law. B shows that components of the 1st eigenvector (green bars) are consistent with normal distribution (red curve).

Figure 3.2A and B visualizes the true and sample correlation matrix respectively. Figure 3.2C plots the spectrum (green bars) and the M-P law (red curve). There are two eigenvalues above the upper edge of the M-P law, indicating two blocks of correlated variables. The actual clusters can be identified by examining eigenvectors associated to nontrivial eigenvalues. As Figure 3.2D shows, the 1st and 2nd eigenvectors significantly deviate from Gaussian. Specifically, each of them has an obvious clusters of components, corresponding to the two blocks of correlated variables.
Figure 3.2: The RMT based signal detection procedure. We generate a Gaussian dataset with 300 variables, 400 samples. There are two blocks of correlated variables. A and B visualizes the true and sample correlation matrices respectively. C plots the spectrum of the sample correlation matrix. There are two signal eigenvalues above the upper edge of the M-P law, indicating two blocks of correlated variables. D shows the top three eigenvectors. Each of the 1st and 2nd eigenvector has an obvious cluster, respectively corresponding to the two blocks of correlated variables. Components of the 3rd eigenvector distribute as Gaussian, inferring that there is no information left from this eigenvector.
3.2 Likelihood Based Signal Detection

Since we are interested in the optimal correlation matrix $C$ giving rise to the $p$-by-$n$ data matrix $X$, a natural choice is to evaluate the likelihood function $L$ of $C$, and search for the correlation matrix $C^*$ with the maximum likelihood, given the data matrix and other prior information:

$$C^* = \arg\max_C L(C \mid X, \text{prior information}).$$  \hfill (3.5)

The prior information could be the underlying distribution of the variables, as well as structural knowledge of $C$. Though not necessary, analyses in this chapter are restricted to multivariate normal distribution.

3.2.1 Likelihood function of multivariate normal distribution

The likelihood function of multivariate normal distribution is

$$L = \left(\frac{2\pi}{\pi}\right)^{-\frac{p+n}{2}} \det(C)^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \sum_{i=1}^{n} x_i^T C x_i \right),$$  \hfill (3.6)

where $x_i$ is the $i$-th realization of the variables, or the $i$-th column of $X$. Logarithm of the likelihood, or the log-likelihood, is often considered for algebraic simplicity. The log-likelihood of multivariate normal distribution is

$$\ln(L) = -\frac{p+n}{2} \ln(2\pi) - \frac{n}{2} \ln(\det(C)) - \frac{1}{2} \sum_{i=1}^{n} x_i^T C^{-1} x_i.$$  \hfill (3.7)

Without other information, it is widely known that the sample correlation matrix $S$
maximizes the likelihood:

\[ C^* = \arg \max_C \mathcal{L}(C \mid X, \text{Gaussian variables}) = S. \]  

(3.8)

However, pattern usually does not surface in the sample correlation matrix, especially when the signal is weak. If given some prior structural information of the correlation matrix, cleaner correlation pattern could be extracted.

### 3.2.2 Correlation matrix with blocks

Correlation matrix with blocks attracts practical interests, as it indicates clusters of correlated variables, or categorization of the population. In particular, we consider correlation matrices with independent blocks, and correlations within each block are uniform:

\[
C = \begin{bmatrix}
C_1 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & C_k & 0 \\
0 & \cdots & 0 & I
\end{bmatrix},
\]  

(3.9)

where \(C_i\) \((i = 1, \ldots, k)\) represents a submatrix with 1 on the diagonal and a uniform value for all off-diagonal components. The matrix in Figure 3.2A is an example of \(k = 2\).

Incorporating the block correlation structure as prior information, the problem becomes searching for

\[ C^* = \arg \max_C \mathcal{L}(C \mid X, \text{Gaussian variables, C has block structure}). \]

(3.10)
If the number of blocks is not given a priori, there could be at most \( p \) blocks in the correlation matrix, and each variable could belong to any of them. As a result, the size of the search space is \( O(p^p) \). It is unpractical to exhaustively scan over this gigantic space. Hence, a more intelligent search algorithm is necessary.

### 3.2.3 The search algorithm

#### Efficient computation of the log-likelihood

The nominal computation complexity of the log-likelihood (3.7) is \( O(p^3) \). However, we can take advantage of the low dimensional structure of \( C \) to efficiently compute the determinant and inverse in (3.7).

**Lemma 1.** The determinant of a matrix with block structure equals the product of the determinants of the blocks; the inverse of a matrix with block structure is another matrix with block structure, whose blocks are the inverse of the corresponding blocks in the original matrix:

\[
\text{det} \begin{bmatrix}
C_1 & 0 & \cdots & 0 \\
0 & C_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_k \\
\end{bmatrix} = \prod_{i=1}^{k} \text{det}(C_i); \quad (3.11)
\]

\[
\begin{bmatrix}
C_1 & 0 & \cdots & 0 \\
0 & C_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_k \\
\end{bmatrix}^{-1} = \begin{bmatrix}
C_1^{-1} & 0 & \cdots & 0 \\
0 & C_2^{-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_k^{-1} \\
\end{bmatrix}. \quad (3.12)
\]
Since each block has 1 on the diagonal and the off-diagonal components are a uniform constant, we can calculate its determinant and inverse in constant time according to the following lemma.

Lemma 2. The determinant and inverse of an \( h \)-by-\( h \) matrix with 1 on the diagonal and \( \alpha \) on the off-diagonal can be calculated in constant time:

\[
\begin{bmatrix}
1 & \alpha & \cdots & \alpha \\
\alpha & 1 & \cdots & \alpha \\
\vdots & \vdots & \ddots & \vdots \\
\alpha & \alpha & \cdots & 1
\end{bmatrix}
\]

\[
\text{det} = (1 - \alpha)^{h-1}[(h - 1)\alpha + 1]; \quad (3.13)
\]

\[
\begin{bmatrix}
1 & \alpha & \cdots & \alpha \\
\alpha & 1 & \cdots & \alpha \\
\vdots & \vdots & \ddots & \vdots \\
\alpha & \alpha & \cdots & 1
\end{bmatrix}^{-1} = \begin{bmatrix}
\beta & \gamma & \cdots & \gamma \\
\gamma & \beta & \cdots & \gamma \\
\vdots & \vdots & \ddots & \vdots \\
\gamma & \gamma & \cdots & \beta
\end{bmatrix}, \quad (3.14)
\]

where

\[
\beta = \frac{(2 - h)\alpha - 1}{[(h - 1)\alpha + 1](\alpha - 1)}, \quad \gamma = \frac{\alpha}{[(h - 1)\alpha + 1](\alpha - 1)}.
\]

With Lemma 1 and 2, we can algebraically factorize the log-likelihood (3.7) into a block-wise summation:

\[
\ln(\mathcal{L}) = -\frac{pn}{2} \ln(2\pi) - \frac{n}{2} \sum_{i=1}^{k} \left\{ b_i + (1 - \alpha_i)^{b_i-1}[(b_i - 1)\alpha_i + 1] \right\}, \quad (3.15)
\]

where \( k \) is the number of blocks in \( C \), \( b_i \) and \( \alpha_i \) are the width and off-diagonal value
of $C_i$ respectively. In the simulation, $\alpha_i$ is approximated by the average sample correlations within reconstructed block. The computation complexity of (3.15) is $O(k)$, much smaller than the nominal complexity $O(p^3)$. In line with the convention of optimization problems, we further transform (3.15) by removing the constant term and the negative coefficient to define an energy

$$E = \sum_{i=1}^{k} E_i = \sum_{i=1}^{k} \{ h_i + (1 - \alpha_i)^{h_i-1}[(h_i - 1)\alpha_i + 1] \}, \quad (3.16)$$

where $E_i$ is the energy of the $i$-th block. Maximizing the log-likelihood is equivalent to minimizing $E$.

**Simulated annealing**

We use simulated annealing\textsuperscript{59} to execute the search. In the search process, we randomly transform the correlation matrix, then accept or reject the transformation according to the Metropolis acceptance rule. Specifically, the probability of accepting a transformation from a correlation matrix with energy $E_t$ to another with $E_{t+1}$ is

$$P_r = \begin{cases} \exp(-\Delta E/T) & \text{if } \Delta E > 0 \\ 1 & \text{if } \Delta E \leq 0 \end{cases} \quad (3.17)$$

where $\Delta E = E_{t+1} - E_t$, and $T$ is an artificial temperature, which is gradually decreased during the search process. This formula was superficially justified by analogy with the transitions of a physical system: it corresponds to the Metropolis-Hastings algorithm\textsuperscript{45}, in the case where the proposal distribution of Metropolis-Hastings is symmetric. For large $T$s, the algorithm scans widely on the energy landscape and accepts more unfavor-
able moves ($\Delta E > 0$), whereas for small $T$s, the algorithm searches locally and rejects most unfavorable moves.

**Correlation matrix transformation**

The last missing piece of the algorithm is the random transformation of the correlation matrix. We randomly generate a correlation matrix with block structure as the initial guess. Later on the algorithm executes the following three transformation methods one by one in the search:

1. **Shuffling.** Change the block each variable currently belongs to to another randomly chosen block.

2. **Merging.** Merge two randomly chosen blocks.

3. **Splitting.** Split a randomly chosen block into two blocks at a random dividing point.

Note that in all of the above transformation methods, the algorithm only change the compositions of two blocks. Since the energy of the whole correlation matrix is the summation of energies of all blocks (3.16), we only need to calculate the energy changes of these two blocks in order to calculate the energy change of the whole correlation matrix, leading to a further optimization of the computation efficiency. In the following text, we denote a set of these three transformations one by one, with the Metropolis acceptance rule applied to each transformation, as an *iteration* of matrix transformation.
3.3 Simulation Results

Our algorithm is programmed in C++ to leverage its high speed. In the simulations, we gradually decrease the temperature $T$ from 0.025 to 0.00625. $4 \times 10^4$ iterations of matrix transformations are executed for each temperature. The goal is to obtain quality reconstructions of the compositions of blocks. To precisely evaluate the reconstruction, we introduce an *overlap score*. Specifically, let $B$ and $B'$ be an original block and a reconstructed block respectively. They are sets of variable indices. We define their overlap score as

$$\text{overlap score} = \frac{2|B \cap B'|}{|B| + |B'|}. \quad (3.18)$$

This is a score between 0 and 1, with 0 representing zero overlap and 1 perfect overlap. Since it is unclear which original block a reconstructed block corresponds to, for each reconstructed block, we calculate its overlap scores with all original blocks, and use the best score to represent its quality. We test our algorithm in three scenarios.

3.3.1 Uniform blocks with strong signal

We first construct a Gaussian data matrix with $p = 300$ variables and $n = 400$ samples, whose underlying 300-by-300 true correlation matrix has three independent, uniform and blocks with high correlations, as Figure 3.3A illustrates. Figure 3.3B shows the spectrum. The top three eigenvalues, corresponding to the three signal blocks, are significantly above the upper edge of the M-P law. Therefore, signals can be reconstructed using RMT. Figure 3.3C is the correlation matrix reconstructed by our method. Comparing to Figure 3.3A, both the sizes and strengths of the blocks are reconstructed almost perfectly. Figure 3.3D shows the best overlap scores of the reconstructed blocks.
Figure 3.3: Simulation on a synthetic 300-by-400 Gaussian data matrix, whose underlying true correlation matrix has three uniform and strong blocks. A visualizes the true correlation matrix. B shows the eigenvalue distribution of the sample correlation matrix. Its top three eigenvalues are significantly above the upper edge of the M-P law. C shows the reconstructed correlation matrix by our method. Both sizes and strengths of the blocks are reconstructed almost perfectly. D plots the best overlap score of the reconstructed blocks. Three reconstructed blocks have perfect overlap scores (\(= 1\)), while others have near-zero scores, indicating that the algorithm effectively detects the signals.

Three reconstructed blocks have perfect overlap scores (\(= 1\)), while others have near-zero scores, indicating that the algorithm effectively separates signals from noise.

3.3.2 Nonuniform blocks with strong signal

We then test a scenario more similar to practical data analysis, where simplified models are fitted to datasets with a more complicated underlying distribution. We construct a Gaussian data matrix with \(p = 300\) variables and \(n = 400\) samples, whose true correlation matrix is visualized in Figure 3.4A. It contains 7 independent blocks, and correlations within each block are uniformly random in \([0, 0.3]\). Figure 3.4B shows the spectrum of the sample correlation matrix. There are 7 nontrivial eigenvalues above the upper edge of the M-P law, corresponding to the 7 blocks. Despite the underlying
nonuniform block structure, we still use our method, which assumes uniform blocks, to perform the reconstruction. Figure 3.4C shows the reconstructed correlation matrix, where blocks are uniform, and Figure 3.4D shows the scores of the reconstructed blocks. They show that although the algorithm is uninformed of the structures of the original blocks, it almost perfectly identifies the compositions of the blocks.

### 3.3.3 Uniform blocks with weak signal

Figure 3.5 presents another case where signals are weak. Figure 3.5A shows that there are 7 weak uniform blocks in the true correlation matrix, but only three sample eigenvalues are slightly above the upper edge of the M-P law, as Figure 3.5B shows. Since the top sample eigenvalues deviate in a range characterized by the Tracy-Widom (T-
Figure 3.5: Simulation on a synthetic 300-by-400 Gaussian data matrix, whose underlying true correlation matrix has 7 uniform blocks of weak correlations. A shows the true correlation matrix. B shows the spectrum of the sample correlation matrix. Its top three eigenvalues are significantly above the upper edge of the M-P law. C and D respectively shows the reconstructed correlation matrix and the best overlap scores of the reconstructed blocks. Among the reconstructed blocks, two have medium sizes, with $\sim 0.5$ best overlap scores; others are tiny with best overlap scores lower than 0.3.

W) distribution, we adopt the eigenanalysis method to further justify the statistical significance of the sample eigenvalues. The method computes a statistics for each eigenvalue, which indicates its probability of being trivial. Table 3.1 lists these probabilities. It shows that the top three eigenvalues are informative, while others are trivial. This is consistent with the conclusion from the M-P law. However, three nontrivial eigenvalues do not necessarily mean that the algorithm can reconstruct three blocks perfectly, as signals partially mix with the noise when they are weak. As Figure 3.5C and D shows, the quality of the reconstruction is low. Specifically, only two reconstructed blocks have $\sim 0.5$ best overlap scores; others have best overlap scores lower than 0.3. Although more iterations and longer runtime could potentially enhance the reconstruction, a more efficient method is necessary.
<table>
<thead>
<tr>
<th>Eigenvector Index</th>
<th>Probability of being trivial</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10^{-8}</td>
</tr>
<tr>
<td>2</td>
<td>10^{-4}</td>
</tr>
<tr>
<td>3</td>
<td>0.0042</td>
</tr>
<tr>
<td>4</td>
<td>0.9171</td>
</tr>
<tr>
<td>5</td>
<td>0.9996</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

*Table 3.1:* The probabilities of sample eigenvalues being trivial. They are calculated using the *Eigenanalysis* method\(^83\).

### 3.4 Weak Signal Detection with Prior Information

At the failure of reconstructing weak signal, an intuitive question is whether we can incorporate prior information into the algorithm to enhance the detection. Since we aim to reconstruct correlation matrix with block structure, an example of prior information is the maximum number of blocks. Practically, the maximum number of blocks can be estimated in datasets where variables have been pre-categorized. Figure 3.6 shows two example datasets with variable pre-categorization. They are snippets of a yeast microarray dataset and a financial dataset. Many genes in the microarray dataset have annotations inferred from experiments, which reflect their basic functionalities. We can use the number of unique annotations in the dataset, or a larger number for safety, to estimate the maximum number of clusters in the dataset. Similarly, in the financial dataset, we can use the number of unique sectors or specialized industries to estimate the maximum number of clusters. Note that although the number of pre-defined categories reflects the number of *factors* in the dataset, both the gene annotation and company sector information might not represent the true classification of the variables.
Figure 3.6: Snippets of a yeast microarray dataset and a financial dataset. Although pre-categorization information, i.e. gene annotations in the microarray dataset and sector information in the financial dataset, do not necessarily reflect the genuine classifications of the variables, we can use them to estimate the maximum number of blocks.

For example, in the financial dataset, Amazon is pre-categorized as a consumer service company, while further analysis shows that its stock price is in fact correlated with the technology sector. Therefore, despite the pre-categorization, using a signal reconstruction algorithm to analyze the dataset is necessary.

When knowing the maximum number of blocks $k$ a priori, the object of the algorithm becomes searching for $C^*$ such that

$$C^* = \text{argmax}_C \ L(C \mid X, \text{Gaussian variables, } C \text{ has at most } k \text{ blocks}).$$

Since $k \ll p$ in most problems, the search space of the algorithm becomes significantly smaller, and therefore it is easier for the algorithm to detect nontrivial signals.

We use two examples to demonstrate the efficacy of weak signal reconstruction after incorporating prior information. In the first example, we use the same synthetic dataset in Figure 3.5, where the true correlation matrix contains 7 weak uniform blocks. Figure 3.7A and B again show the true correlation matrix and spectrum. Without prior
Figure 3.7: Signal reconstruction, with prior information incorporated in the search process, on dataset with weak uniform blocks. This is the same synthetic dataset used in Figure 3.5. A shows the true correlation matrix with seven uniform and weak blocks. B shows the spectrum of the dataset. There are only three nontrivial eigenvalues slightly above the upper edge of the M-P law. The maximum number of blocks is constrained to 8 in the search process. C and D show the reconstructed correlation matrix and the best overlap scores of the reconstructed blocks. The quality of the reconstruction is significantly improved comparing to Figure 3.5D. Particularly, the 4th and 5th blocks identify 60% of original blocks not identifiable by RMT.

information, the algorithm should search in a space where the correlation matrix could contain at most \( p = 300 \) blocks. However, if we know that the correlation matrix contains at most 7 nontrivial blocks a priori, we could constrain the search in a space where the correlation matrix contain at most \( 7 + 1 = 8 \) blocks. The one extra block represent the group of uncorrelated variables. In the simulation, the algorithm executes the same number of iterations as before, and the results are presented in Figure 3.7C and D. The overlap scores of the reconstructed blocks are much higher than those identified without prior information. Particularly, the first three reconstructed blocks almost successfully identify the three nontrivial original blocks, and the 4th and 5th reconstructed blocks identify 60% of original blocks not identifiable by RMT.

In the second example, correlations within each of the 7 blocks are uniformly ran-
Figure 3.8: Signal reconstruction, with prior information incorporated in the search process, on dataset with weak nonuniform blocks. **A** shows the true correlation matrix. Correlations within blocks are uniformly random in \([0, 0.07]\). **B** shows the spectrum of the dataset. There are three nontrivial eigenvalues slightly above the upper edge of the M-P law. **C** presents the reconstruction results of the algorithm with and without prior information. It shows that incorporating prior information in the search significantly enhance the signal identification.

dom within \([0, 0.07]\). Figure 3.8A and B respectively shows the true correlation matrix and the spectrum. The maximum number of blocks is again constrained to 8 in the search process. Figure 3.8C shows that incorporating prior information in the algorithm significantly enhance the signal identification. Particularly, with a priori knowledge of the maximum number of blocks, the best overlap score of the 4th block, identified as trivial by the RMT, is more than 70%. This is another proof that incorporating prior information is an efficient method to detect signal below the RMT threshold.
3.5 Simulation on Financial Data

We also test the algorithm on real financial data to further demonstrate the method. The dataset consists of daily stock returns of \( p = 486 \) companies with the largest market capitals on NASDAQ and NYSE, in \( n = 417 \) trading days from Jan. 4, 2012 to Aug. 30, 2013. The stock lists are downloaded from the NASDAQ website \(^{\text{nas}}\), which contain various information such as sector, specialized industry and market capital of the companies. The daily price data are fetched from Yahoo Finance \(^{\text{yah}}\). Figure 3.9 shows the daily return distributions of four stocks (green bars). They are close to normal distribution (red curves), which is consistent with the efficient-market hypothesis \(^{35}\). On the other hand, due to extreme events, stock return distributions usually have heavier tail than normal distribution. People sometimes use Student’s t-distribution and its skewed version as alternatives to model stock returns with heavy tail \(^{14}\). In our work however, we model the return series by normal distribution for simplicity.

Figure 3.10A shows the sample correlation matrix of the original dataset, where stocks are randomly ordered. Figure 3.10B is the sample correlation matrix after ordering the variables according to the clustering inferred by the algorithm. As we can see, clean cluster patterns surface in this reordered matrix. Figure 3.10C shows the reconstructed correlation matrix. Companies within small and strong blocks mostly belong to the same sector. For example, the 6th reconstructed block is composed of major banks, and the 8th block contains mostly semiconductor makers. This indicates that correlations between daily stock returns reflect specialized fields of the companies.

The clustering also produces several large blocks with weak average correlations. We can apply the algorithm again on these blocks to obtain fine-grained clustering. As an example, we use the return series of the 136 companies in the 1st reconstructed block as
Figure 3.9: Green bars show the distributions of daily stock returns of Apple (AAPL), Microsoft (MSFT), Exxon Mobil (XOM) and Costco (COST). Red curves are normal distributions with the same mean and standard deviation as the returns. Stock returns are closed to Gaussian, consistent with the efficient-market hypothesis.

Figure 3.10: A shows the sample correlation matrix of the original dataset, where stocks are randomly ordered. B shows the sample correlation matrix where variables are ordered according to the clustering inferred by the algorithm. C shows the reconstructed correlation matrix. Companies within small and strong blocks mostly specialized in the same field. For example, the 6th reconstructed block is composed of major banks, and companies in the 8th block are mostly semiconductor makers.
a new dataset for reclustering. Figure 3.11A shows the sample correlation matrix with random variable order, and Figure 3.11B shows the spectrum of the new dataset. There are three eigenvalues above the upper edge of the M-P law, indicating that there are only three significant blocks in the dataset. Figure 3.11C and D respectively shows the algorithmic-reordered sample correlation matrix and the reconstructed correlation matrix, where the algorithm does not incorporate any prior information, or the search is unsupervised. They show that the algorithm is only able to detect three mini blocks, each has less than 5 companies. This is consistent with the RMT inference. Note that the 136 companies in this dataset belong to 58 unique industries. We therefore execute the algorithm again by constraining the maximum number of blocks to 58, or the search is supervised. Figure 3.12 shows the result. A major block is identified after incorporating prior information. Companies within this block are mostly pharmaceutical and biotech companies, reflecting the genuineness of this cluster. This adds a real-data example demonstrating that incorporating prior information is an efficient method to identify weak signals.
Figure 3.11: Unsupervised reclustering result on the 136 companies in the 1st reconstructed block of the initial clustering. A shows the sample correlation matrix. B shows the spectrum of the dataset, where three significant eigenvalues are above the upper edge of the M-P law. C and D respectively show the reordered sample correlation matrix and the reconstructed correlation matrix. The algorithm detect three mini blocks, each has less than five companies. This is consistent with the RMT inference.

Figure 3.12: Supervised reclustering result on the 136 companies in the 1st reconstructed block of the initial clustering. The maximum number of blocks is constrained to 58, which is the number of unique industries these companies belong to. A shows the sample correlation matrix where variables are ordered according to the clustering inferred by the algorithm. B shows the reconstructed correlation matrix. In the same number of iterations, the algorithm identifies an extra block composed of pharmaceutical and biotech companies.
3.6 Quantify Prior Information

In this section, we use a homogeneous model to quantify to what extent the prior knowledge of maximum number of blocks enhances signal detection. In this model, we assume that a) each variable belong to one of the $k$ uniform blocks, where $k \ll p$, and b) blocks have equal size $h$ and strength $\alpha$. Figure 3.13A shows the true correlation matrix of such a model when $k = 3$. Under these homogeneous assumptions, when the number of blocks $k$ is known a priori, each reconstructed block during the search process has size $\bar{h} \approx p/k$; variables belonging to a specific original block take the dominant fraction of this reconstructed block, while variables belonging to other original blocks equally share the rest of the block. Figure 3.13B shows a schema of the composition of a reconstructed block when $k = 3$, where $x \in [0, 1]$ represents the fraction of the variables belonging to a specific original block.

Since all original blocks are equivalent to each other, and assuming $k$ is known a priori, we can conveniently study the energy $U$ of an individual reconstructed block as
a representative of the energy of the whole reconstructed correlation matrix:

\[ U = h + (1 - \bar{\alpha})^{\beta - 1}[(\beta - 1)\bar{\pi} + 1] \]
\[ \approx \frac{p}{k} + (1 - \bar{\alpha})^{p/k - 1}[(\frac{p}{k} - 1)\bar{\pi} + 1], \]  

(3.20)

where \( \bar{\alpha} \) is approximated by the average correlation within the reconstructed block. When \( n \to \infty \) and \( p/n \to 0 \), \( \bar{\alpha} \) is an analytical function of \( x \):

\[ \bar{\alpha}(x) = \frac{p\alpha(k - 2)}{(k - 1)(p - k)}x^2 + \frac{\alpha(p + k - k^2)}{(k - 1)(p - k)}, \]  

(3.21)

so that \( U \) is also an analytical function of \( x \). Figure 3.14A shows the energy \( U \) as a function of \( x \) when \( k = 5, \alpha = 0.1, p = 500 \) and \( n \to \infty \). It shows that the energy reaches its minimum when \( x = 1 \), or the block can be perfectly reconstructed. When the number of samples \( n \) is finite, \( U \) is no longer an analytical function of \( x \). In this case, we can depict \( U \) as a function of \( x \) by generating synthetic dataset according to the true correlation matrix and randomly selecting variables into the reconstructed block for a series of \( x \). Figure 3.14B and C respectively shows \( U \) as a function of \( x \) for \( \alpha = 0.1 \) and 0.005, when \( k = 5, p = 500 \) and \( n = 200 \). As expected, they show that the energy landscape is rougher when the signal becomes weaker. Since theoretically the simulated annealing algorithm is able to locate the minimum given sufficient time, if \( \text{argmin}_x(U) = 1 \), the block can be perfectly reconstructed no matter how rough the energy landscape is. Therefore, one way to quantify the detection power of knowing \( k \) a priori is to investigate how small \( \alpha \) could be while the equation \( \text{argmin}_x(U) = 1 \) still holds.

The green curve in Figure 3.15A shows an average of \( \text{argmin}_x(U) \) over 100 simulations as a function of \( \alpha \) when \( k = 5, p = 500 \) and \( n = 200 \). Solid curves in Figure 3.15B
Figure 3.14: The energy $U$ of a single reconstructed block as a function of $x \in [0, 1]$ for $k = 5$, $p = 500$. A shows the curve when $\alpha = 0.1$ and $n = \infty$. In this case, $U$ is an analytical function of $x$, and $\arg\min_x(U) = 1$ as expected. B and C show two finite sample cases when $n = 200$, and $\alpha = 0.1$ and 0.005 respectively. The energy landscape is rougher when the signal $\alpha$ becomes weaker. One way to quantify the detection power of knowing $k$ a priori is to investigate how small $\alpha$ could be while the equation $\arg\min_x(U) = 1$ still holds.
Figure 3.15: A shows an average of $\arg\min_x(U)$ over 100 simulations as a function of $\alpha$ when $k = 5$, $p = 500$ and $n = 200$. B shows the average top five eigenvalues of the sample correlation matrix in solid curves, as well as the upper edge of the M-P law in dashed line. Although information gradually loses in the gray transition area, where eigenvalues vanish into the bulk of the M-P law one by one, $\arg\min_x(U)$ stays at 1. This infers that when the RMT based detection partially fails, signals can still be fully reconstructed given the prior knowledge of $k$. On the left hand side of the transition area where all nontrivial eigenvalues vanish, there is a region where $\arg\min_x(U)$ is equal or closed to 1, which indicates that it is still possible to reconstruct all signals when the whole dataset is determined to be trivial by RMT.

shows the corresponding average top five eigenvalues. These five eigenvalues vanish into the bulk of the M-P law one by one in the gray transition area, which reflects increasing information loss; meanwhile $\arg\min_x(U)$ stays at 1, indicating potential perfect signal identification if knowing the exact number of blocks $k = 5$ a priori. On the left hand side of the transition area where all nontrivial eigenvalues vanish, there is a region where $\arg\min_x(U)$ is equal or closed to 1. These infer that when knowing the exact number of blocks a priori, all signals can be theoretically reconstructed when the RMT based detection partially or completely fails.
3.7 Summary

To summarize, this chapter presents a methodology based on simulated annealing to efficiently reconstruct the optimal true correlation matrix of a particular pattern for multivariate datasets. The algorithm is superior in that it is natural to incorporate prior knowledge into the search process, so that signals below the Random Matrix Theory threshold become detectable. Simulations on both synthetic and real financial datasets demonstrate the efficacy of the method. A homogeneous model is also proposed to explain the dramatic increase in signal detection accuracy when incorporating the knowledge of the number of blocks.
Your work is going to fill a large part of your life, and the only way to be truly satisfied is to do what you believe is great work. And the only way to do great work is to love what you do. If you haven’t found it yet, keep looking. Don’t settle. As with all matters of the heart, you’ll know when you find it.

Steve Jobs

Conclusion

This dissertation elaborates the applications of state-of-the-art computation techniques and data analysis algorithms in three representative physical and biological problems: assembling DNA pieces, optimizing self-assembly yield and identifying correlations from multivariate datasets. In-depth study of Sequencing by Hybridization algorithm demonstrates how a variant of the classical reconstruction algorithm can significantly extend the length of target that can be sequenced with standard oligonucleotide
probes, which creates new opportunities to use SBH along with microfluidic technology in the next generation sequencing. Simulations using GPU computing show how controlling the short-ranged interactions between particles and controlling the concentrations optimize the self-assembly yield of a desired structure, and nonequilibrium behavior when optimizing concentrations is uncovered by leveraging the enormous computation capacity of GPUs. At last, a methodology to incorporate existing categorization information into the search process to efficiently reconstruct the optimal true correlation matrix for multivariate datasets is introduced. Simulations on both synthetic and real financial datasets show that it is capable to detect signals below the Random Matrix Theory threshold.

As I point out at the beginning, although these three problems are superficially independent, intrinsically they share the same spirit of leveraging computation and data analysis techniques to tackle optimization problems, and outperform theoretical boundary when incorporating prior information into the computation. As the data collection momentum continues to grow exponentially fast, it is predictable that in the near future massive computation techniques and data analysis algorithms will become an essential tool to tackle analytically complicated scientific problems.
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