Tripartite Organization of the Ventral Stream by Animacy and Object Size

The Harvard community has made this article openly available. Please share how this access benefits you. Your story matters

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Published Version</td>
<td>doi:10.1523/JNEUROSCI.0983-13.2013</td>
</tr>
<tr>
<td>Citable link</td>
<td><a href="http://nrs.harvard.edu/urn-3:HUL.InstRepos:12362624">http://nrs.harvard.edu/urn-3:HUL.InstRepos:12362624</a></td>
</tr>
<tr>
<td>Terms of Use</td>
<td>This article was downloaded from Harvard University’s DASH repository, and is made available under the terms and conditions applicable to Other Posted Material, as set forth at <a href="http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA">http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA</a></td>
</tr>
</tbody>
</table>

Tripartite Organization of the Ventral Stream by Animacy and Object Size

Talia Konkle1,2 and Alfonso Caramazza1,2

1Department of Psychology, Harvard University, Cambridge, Massachusetts 02138, and 2Center for Mind/Brain Sciences (CiMeC), University of Trento, 38068 Rovereto (TN), Italy

Occipito-temporal cortex is known to house visual object representations, but the organization of the neural activation patterns along this cortex is still being discovered. Here we found a systematic, large-scale structure in the neural responses related to the interaction between two major cognitive dimensions of object representation: animacy and real-world size. Neural responses were measured with functional magnetic resonance imaging while human observers viewed images of big and small animals and big and small objects. We found that real-world size drives differential responses only in the object domain, not the animate domain, yielding a tripartite distinction in the space of object representation. Specifically, cortical zones with distinct response preferences for big objects, all animals, and small objects, are arranged in a spiked organization around the occipital pole, along a single ventromedial, to lateral, to dorsomedial axis. The preference zones are duplicated on the ventral and lateral surface of the brain. Such a duplication indicates that a yet unknown higher-order division of labor separates object processing into two substreams of the ventral visual pathway. Broadly, we suggest that these large-scale neural divisions reflect the major joints in the representational structure of objects and thus place informative constraints on the nature of the underlying cognitive architecture.

Introduction

A basic empirical fact of brain organization is that the spatial organization of information is not random but has systematic structure: neurons with similar functional profiles tend to be nearby each other spatially (Durbin and Mitchison, 1990; Kaas and Catania, 2002; Rosa and Tweedale, 2005; Graziano and Aflalo, 2007; Aflalo and Graziano, 2011). For example, primary sensory cortices have a large-scale organization that follows the topography of the sensory array (e.g., somatotopy along the post-central gyrus, retinotopy along early visual areas). By extension, more distinct kinds of processing have more separation across the cortex. For example, location and object information are famously dissociated along the dorsal “where/how” pathway and the ventral “what” pathway (Ungerleider and Mishkin, 1982; Goodale and Milner, 1992).

In the domain of object processing, however, the key dimensions of object representation, and how they map across the cortex, are still being explored (Kourtzi and Conner, 2011; Ungerleider and Bell, 2011; Kravitz et al., 2013). One core distinction is between animate and inanimate objects (Spelke et al., 1995; Caramazza and Shelton, 1998; Kuhlmeier et al., 2004; Martin, 2007; Mahon and Caramazza, 2009): fundamentally different kinds of operations apply to each domain, from social communication and theory of mind for animate entities, to manipulation, use, and function for objects. A second dimension relates to the real-world size of objects (Setti et al., 2009; Konkle and Oliva, 2011; Konkle and Oliva, 2012a). All objects are physical entities, and this intrinsically shapes our interactions with them: small objects can be carried and used as effectors, whereas big objects provide support for the body or serve as landmarks in the environment. The importance of these dimensions is also evident in the neural architecture, as both animacy and size distinctions have a large-scale organization along the ventral surface of the brain (Chao et al., 1999b; Downing et al., 2006; Martin, 2007; Bell et al., 2009; Mahon et al., 2009; Wiggett et al., 2009; Konkle and Oliva, 2012b).

Here we examined how these two dimensions of animacy and size combine to shape object responses across the ventral stream. What cortical mapping rules are possible when both dimensions are taken into account? Intuitively the dimensions of animacy and size are orthogonal; that is, there are big and small animals, just as there are big and small objects. If one were to preserve this two-dimensional representational space of objects in a projection to the two-dimensional cortical surface, this would predict that one dimension (e.g., animacy) would map to the cortex along one axis (e.g., medial to lateral) and the other dimension, real-world size, would map along an orthogonal anterior-to-posterior axis. However, previous work has shown that both animacy and size have a medial-to-lateral organization along the ventral surface of the cortex (Chao et al., 1999b; Downing et al., 2006; Martin,
2007; Bell et al., 2009; Mahon et al., 2009; Konkle and Oliva, 2012b), raising a challenge for how even this simple two-dimensional representational space of objects maps onto the cortical sheet.

Materials and Methods

Participants. Fifteen healthy observers with normal or corrected-to-normal vision participated in a 2 h fMRI session (age, 18–40 years; nine females). Informed consent was obtained according to procedures approved by the Institutional Review Board at the University of Trento.

MRI acquisition. Imaging data were acquired on a BioSpin MedSpec 4T scanner (Bruker) using an eight-channel head coil. Functional data were collected using an echo-planar 2D imaging sequence (TR, 2000 ms; TE, 33 ms; flip angle, 73°; slice thickness, 3 mm; gap, 0.99 mm, with 3 × 3 in-plane resolution). Volumes were acquired in the axial plane parallel to the anteroposterior commissure in 34 slices, with ascending interleaved slice acquisition.

Stimuli. The stimulus set consisted of 240 unique images of big animals, small animals, big objects, and small objects (60 images per condition). These items were selected to have broad coverage over the categories. For animals, the selection was guided by the 19 orders of animals as well as the animal categorization scheme of Troyer et al. (1997). For objects, we selected human–made items from various inanimant object categories (e.g., furniture, tools, vehicles, clothing items, kitchenware, appliances, office supplies, etc.), which were devoid of brand labels and text. For real-world size considerations, all small objects and small animals could be held easily with one or two hands; all big objects could support a human (e.g., chair-sized and bigger), with big animals selected similarly.

The complete image set is available for download on T.K.'s website.

Task. Observers were shown images of big animals, small animals, big objects, and small objects in a standard blocked design while undergoing functional neuroimaging. Each block was 16 s long, in which 16 images were presented using an echo-planar 2D imaging sequence (TR, 2000 ms; TE, 33 ms; flip angle, 73°; slice thickness, 3 mm; gap, 0.99 mm, with 3 × 3 in-plane resolution). Volumes were acquired in the axial plane parallel to the anteroposterior commissure in 34 slices, with ascending interleaved slice acquisition.

Data analysis. Functional data were analyzed using Brain Voyager QX software and MATLAB. Preprocessing included slice scan-time correction, 3D motion correction, linear trend removal, temporal high-pass filtering (0.01 Hz cutoff), spatial smoothing (6 mm FWHM kernel), and transformation into Talairach (TAL) coordinates. General linear model analyses included square-wave regressors for each condition’s presentation times, convolved with a gamma function to approximate the hemodynamic response. Whole-brain, random-effects group analyses were conducted with contrast maps thresholded at p < 0.001 (FDR < 0.03). For analyses involving correlation (r) values, all averaging and statistics were computed over Fisher-z transformed r values. Vector-of-ROI analysis. We designed a vector-of-ROIs analysis to enable a comparison of the response magnitudes for a number of conditions along a single-dimensional path along the cortex (Fig. 1). To define the semicircular vector of ROIs, we first defined seven “spoke” vectors along a single-dimensional path along the cortex (Fig. 1). To define a comparison of the response magnitudes for a number of conditions, a scheme of Troyer et al. (1997). For objects, we selected human–made items from various inanimant object categories (e.g., furniture, tools, vehicles, clothing items, kitchenware, appliances, office supplies, etc.), which were devoid of brand labels and text. For real-world size considerations, all small objects and small animals could be held easily with one or two hands; all big objects could support a human (e.g., chair-sized and bigger), with big animals selected similarly.

The complete image set is available for download on T.K.’s website.

Task. Observers were shown images of big animals, small animals, big objects, and small objects in a standard blocked design while undergoing functional neuroimaging. Each block was 16 s long, in which 16 images were presented using an echo-planar 2D imaging sequence (TR, 2000 ms; TE, 33 ms; flip angle, 73°; slice thickness, 3 mm; gap, 0.99 mm, with 3 × 3 in-plane resolution). Volumes were acquired in the axial plane parallel to the anteroposterior commissure in 34 slices, with ascending interleaved slice acquisition.

Figure 1. Vector-of-ROI schematic. Left, The procedure to define a vector of ROIs is to (1) specify a series of anchor points along a cortical path of interest (e.g., TAL coordinates along the lingual/parahippocampal gyrus from posterior to anterior), (2) fit a spline through these anchor points, (3) define a series of evenly spaced anatomical spherical ROIs along this spline, and (4) compute the response strength for all conditions in each ROI. Right, To create a semicircular vector of ROIs, spoke vectors were defined along ventral and lateral surfaces, across parahippocampal cortex (PHC), fusiform gyrus (Fus), inferior temporal gyrus (ITG), lateral occipital cortex (LO), and TOS. Data from half of the runs were used to find the maximal difference along the anteroposterior direction, and the centers of the peak ROIs along each spoke were used as new anchor points to define a semicircular vector of ROIs. The spherical ROIs were defined in the volume and assigned a color following a color gradient. When projected onto the inflated surface for visualization, these ROIs appear as a relatively continuous color gradient over the band of cortex captured by the vector of ROIs.

Related analyses of the response topography typically plot activity as a function of the x, y, or z coordinate in TAL space (Mahon et al., 2009). However, these analyses are limited to the cardinal axes, which do not always walk along the anatomical path of interest, and typically select one voxel along the path even when plotting a larger regional profile would be preferable. Thus, the vector-of-ROI method can be a valuable analysis method for uncovering the large-scale structure of multiple conditions along a single anatomical axis of interest e.g., along the occipito-temporal cortex, intraparietal sulcus, superior temporal sulcus, etc. After extracting the responses from each ROI along the vector, each condition has a single-dimensional pattern of activity, and all multivoxel pattern analysis techniques can be applied (Haxby et al., 2000).

Preference maps. To compute the two-way preference maps, an object-responsive mask was computed from the contrasts of all > rest with T ′ > 2.0, from a group fixed-effects GLM. Next, the t map of all animals versus all objects (or all big vs all small) was multiplied by this mask and dis-
played on the cortical surface, and two colors were used to show the locations of voxels with a preference for either of the conditions in the two-way contrast (see Konkle and Oliva, 2012b). For the three-way preference maps, each voxel in the object-responsive mask was colored by the peak condition, and the peak strength of each voxel was computed as the peak β minus the mean of the remaining βs. To visualize the arrangement of the preference zones more clearly, we set an arbitrary lower threshold, which is arbitrarily dependent on power, and the extent of the ROIs were defined not only by their selectivity but also by their general anatomical position, typically selected manually by an experimenter. Thus, any uncertainty about which regions correspond to the classic category-selective ROIs is subject to experimenter bias and may be selected toward or away from the location of a particular preference zones. Second, the size of a category-selective ROI is subject to a statistical threshold, which is arbitrarily dependent on power, and the extent of the ROI is often constrained by an arbitrary radius, e.g., only voxels within an 8 mm radius sphere around the peak voxel. Thus, to quantify the relationship between category-selective voxels and preference zone in a way that was not subject to either experimenter bias in selection or statistical threshold, we used a receiver operating characteristic (ROC) analysis.

First, a face-selective contrast was computed as Faces > [Bodies Scenes Objects]. All voxels within an object-selective mask (the same used for the preference map analysis) were sorted by their t value. For each step, we considered the topmost face-selective t values (from percentiles of 1% to 100%). No constraints by spatial contiguity or anatomical location were used, so these topmost selective voxels were not restricted to fall in classic category-selective regions. For these voxels, we computed the proportion that fell in the target zone (e.g., either the big object or small object zone). The ROC curve plots the proportion of the target zone filled relative to the nontarget zone filled, as an increasing number of face-selective voxels are considered. If the topmost face-selective voxels completely filled all of the animate zone before either filling the small object or big object zones, then the ROC curve would rise dramatically and stay at 100% [perfect precision and sensitivity, with an area under the curve (AUC) equal to 1]. If the face-selective voxels were distributed randomly with respect to the prefer- ence zones, then the expected proportion would fall along the diagonal line (chance, AUC = 0.5). If a curve falls below the chance diagonal, this means that, for example, the face-selective voxels fill the big-object zones less than expected by chance. ROC curves were computed for each category-selective contrast (for faces, bodies, and scenes) considering each of the preference zones as the target zones (small object zone, big object zone, animal zone).

We additionally defined the occipital face area (OFA), fusiform face area (FFA), extrastriate body area (EBA), fusiform body area (FBA), scene-selective TOS, and parahippocampal place area (PPA), in each participant, based on the appropriate category-selective contrast (e.g., for face-selective regions: Faces > [Bodies Scenes Objects]). All ROIs were defined by identifying the peak category-selective voxel within 20 mm of approximate coordinates of each target region derived from a meta-analysis. All significantly active voxels (FDR < 0.05) within an 8 mm radius sphere of that peak voxel were defined as the target ROI. To assess the location of these ROIs with respect to the animacy-size preference zones, we computed the percentage of voxels within each ROI that fell in each zone, for each participant and each ROI, and we tested the deviation from chance using χ² tests, where chance was set by the relative size of the zones for each participant.

Results
We first examined the large-scale neural organization of animacy and real-world size separately, by comparing animals versus objects, collapsing across size, and by comparing big versus small entities, collapsing across animacy (Fig. 2A). In other words, how does each of these distinctions lead to a large-scale grouping of response preferences along the cortical surface? To visualize the spatial distribution of animal/object responses and small/big responses, we computed two-way preference maps (Konkle and Oliva, 2012b) (see Materials and Methods). For each voxel within a visually responsive mask, the preferred (or “winner”) condition is plotted based on the contrast comparing the two conditions. The results of the animacy-preference map and size-preference maps are shown in Figure 2.

Along the ventral surface (Fig. 2B), we observed a spatial organization of responses that is remarkably similar for both animacy and size. Specifically, object responses are adjacent to animal responses along the medial-to-lateral axis; similarly, big responses are adjacent to small responses along the same medial-to-lateral axis along the ventral surface. This result replicates previous findings and illustrates a conundrum to be reconciled: How do these two dimensions map together across this surface? The preference-map analysis also revealed a large-scale organization of responses not only on the ventral surface but also along the lateral surface of the occipito-temporal cortex. Animal-
to-object responses wrapped from lateral-to-medial from the middle temporal gyrus to the transverse occipital sulcus (Fig. 2C, left). Similarly, small-to-big responses wrapped from lateral-to-medial as well (Fig. 2C, right). These results show that whereas the organization of the ventral surface has been the focus of most animate/inanimate mapping work (Chao et al., 1999b; Downing et al., 2006; Mahon et al., 2009), both animacy and size dimensions are consistently part of an even larger-scale organization, with alternating peaks of selectivity across both the ventral and lateral surface of occipito-temporal cortex.

Vector-of-ROI analysis
To determine how both dimensions mapped together along the ventral and lateral surface of occipito-temporal cortex, we developed a vector-of-ROI analysis procedure (Fig. 1; see Materials and Methods). A series of partially overlapping spherical regions of interest were defined along the main axis of organization. These ROIs formed a semicircular sweep across ventral occipito-temporal cortex continuing across lateral occipito-temporal cortex, encompassing the object responsive cortex just beyond early retinotopic areas [see Hasson et al. (2003) and Op de Beeck et al. (2008) for different visualizations of this band of cortex]. Within each ROI, the overall activation for each condition was estimated, and the grand mean activation across all conditions was subtracted from each condition, analogous to the procedure in more typical two-condition contrasts. This enabled a clear visualization of the relative differences in activation across the cortex for all four conditions. These data are shown in Figure 3.

The first key result is that the size distinction applies primarily within the object domain. This can be observed by comparing the response profiles across the four conditions: the responses to big animals and small animals (Fig. 3, purple/pink lines) are very similar, whereas the response profiles for big objects and small objects (Fig. 3, blue/orange lines) are more different. To quantify this, we took the unnormalized \( \beta \) weights across this vector-of-ROIs to be a large-scale pattern (rather than a “multivoxel pattern”) and computed correlations between pairs of conditions following standard pattern analysis methods. This analysis confirmed that the similarity between small and big animals was significantly greater than the similarity between small and big objects: \( t_{14} = 10.39, p < 0.001 \) (pairwise large-scale pattern correlations: SmallAnimals-BigAnimals: \( r = 0.98; \) SEM, 0.01; SmallObjects-BigObjects: \( r = 0.89; \) SEM, 0.02; SmallAnimals-SmallObjects: \( r = 0.88; \) SEM, 0.06; BigAnimals-SmallObjects: \( r = 0.85; \) SEM, 0.07; SmallAnimals-BigObjects: \( r = 0.67; \) SEM, 0.07; BigAnimals-BigObjects: \( r = 0.64; \) SEM, 0.08).

The second key result is highlighted by considering the peaks of activity across this band of cortex (Fig. 3). Focusing on the conditions that have the highest relative \( \beta \), there are five distinct peaks. At the most medial extremes, both the parahippocampal cortex (ventromedial) and transverse occipital sulcus regions (dorsomedial) have a strong preference for big objects (Fig. 3, blue line). Adjacent to these peaks, in the fusiform and lateral occipital cortex, responses show an animacy preference (Fig. 3, pink/purple lines), with no difference between big and small animals responses. Finally, at the center of the map, there is a region of cortex with a preference for small objects around the inferior temporal gyrus (Fig. 3, orange line). These five peaks form a mirror-symmetric organization across this large band of cortex and have an approximate period of 36 mm/cycle (as estimated based on the distance between the ROI centers in the volume).

Thus, overall we observed that there is a set of large-scale “zones” of response preferences that tile occipito-temporal cortex in a clear mirrored macro-organization.

Although we subsequently refer to each preference zone by its peak condition (big objects, animals, small objects), it is important to note that there is systematic structure in the nonpreferred conditions (Fig. 3). In the big object zones, for example, small objects are the next most active condition (both object conditions have higher responses than the animal conditions), whereas in the small object zone, animals are the next most active condition (splitting the animate/inanimate boundary). Thus, the zone labels should be taken as a guide to territories with distinctive response profiles, rather than as a strong statement about fully modular divisions of object cortex.

Cortical arrangement of preference zones
One consequence of the interaction between animacy and size dimensions is that no two-way contrast (e.g., animals vs objects or big vs small entities) can capture the underlying organization. Thus, to visualize where these peak zones are on the cortex, we computed a three-way preference map, in which each voxel was colored by the peak condition (big objects, all animals, small objects) within an object-responsive mask (see Materials and Methods). These three-way winner maps are shown both for the group (Fig. 4A) and for three individual subjects (Fig. 4B). To highlight the geometric arrangement of the preference zones, we restricted the voxels to those with the strongest differential response across conditions for visualization purposes (arbitrary \( \beta \) differential > 0.3, e.g., computed as the peak \( \beta \) minus the mean of the remaining conditions \( \beta s \)).

These results reveal that the preference zones have large contiguous expanses that have a systematic preference for big objects, animals, or small objects. These preference zones have an apparent spoke organization around the occipital pole (Fig. 4A, posterior view) and maintain their response preferences along the posterior-to-anterior axis. Furthermore, these zones have a mirrored organization, with small objects at the center, surrounded by animal zones on either side, surrounded by big object zones.
These zones are also apparent in a random-effects, whole-brain analysis. Two-way contrasts targeting the tripartite division show the animal zones, based on the animals versus objects contrasts, with interleaved inanimate zones separated by size, based on the big object versus small object contrasts (Fig. 5). This analysis demonstrates the relatively robust response differences across these categories in occipito-temporal cortex and confirms the general reliability of the location of these zones across participants.

In some individuals, viewing objects elicited responses along the various parts of the intraparietal sulcus (Fig. 4B; see also Fig. 7). However, these responses were weak in magnitude and were not reliably organized across participants in the present data (e.g., no intraparietal sulcus regions were revealed in the random-effects analysis). Further consideration of these dorsal stream responses, and how they relate to the mirrored organization of the ventral stream, will require a different task that drives stronger and more reliable activation patterns along the dorsal stream.

Mesomap structure: face, body, and scene ROIs

Within the occipito-temporal cortex, there is a replicable mosaic of category-selective regions for faces, bodies, and scenes (Kanwisher et al., 1997; Epstein and Kanwisher, 1998; Downing et al., 2001). Whereas these regions have typically been characterized separately, comparison of their anatomical positions and response properties provides another clue to their underlying functions (Taylor and Downing, 2011; Weiner and Grill-Spector, 2013). To this end, we next mapped the locations of these highly selective regions within this larger-scale organization of animal and object responses. Situating this macro- and meso-scale structure together is important for constructing an integrated schema of object organization along the ventral stream.

Given that face- and body-selective regions show high responses to both humans and nonhumans (Chao et al., 1999a, Tong et al., 2000; Connolly et al., 2012; Looser et al., 2013), we expect that face- and body-selective regions would overlap with animal zones. Similarly, given that scene-selective regions also show high responses to big objects (Aguirre et al., 1998, Mullally and Maguire, 2011; Harel et al., 2013; Konkle and Oliva, 2012b), we expect these regions to overlap with big object zones.

A receiver operating characteristic analysis confirmed these predictions: across all subjects, face- and body-selective voxels fell predominantly within the animal zones, whereas scene-selective regions fell within the big object zones (AUCs significantly greater than chance, all t > 10.0; all p < 0.001; Fig. 6; see Materials and Methods). In all participants, body-selective voxels that were not in the animate zones were more likely to fall within the small object zone than the big object zone (t(14) = 10.40; p < 0.001). The mean AUC and SE across participants for each category and target zone are as follows: face-selective: animal zone AUC = 0.73 (SEM = 0.02), small object zone AUC = 0.46 (SEM = 0.02), big object zone AUC = 0.28 (SEM = 0.02); body-selective: animal zone AUC = 0.66 (SEM = 0.02), small object zone AUC = 0.55 (SEM = 0.02), big object zone AUC = 0.27 (SEM = 0.02); scene-selective: big object zone AUC = 0.80 (SEM = 0.01), small object zone AUC = 0.39 (SEM = 0.03), animal zone AUC = 0.30 (SEM = 0.02).

We additionally defined these ROIs for each participant following traditional procedures and quantified the overlap be-
between the ROIs and each of the preference zones. Figure 7 shows the locations of the category-selective regions for a single participant, as well as the locations with respect to their animacy-size zones. The ROI analysis confirmed the ROC analysis [FFA/OFA: animal zone = 97% (SEM = 1.0), small object zone = 2.7% (SEM = 0.9), big object zone = 0.6% (SEM = 0.3); EBA/FBA: animal zone = 83% (SEM = 2.9), small object zone = 15% (SEM = 2.5), big object zone = 1.8% (SEM = 1.1); PPA/TOS: big object zone = 94% (SEM = 1.8), small object zone = 3.3% (SEM = 1.4), animal zone = 3% (SEM = 1.3); χ² tests, p < 0.001 in all participants and all face, body, and scene conditions].

Importantly, the category-selective mosaic alone (Fig. 7A) does not easily predict the anatomical arrangement and elongated shape of the animacy-size zones (Fig. 7B), nor does it predict the functional organization that inanimate objects are separated by size, whereas animals are not. Together, however, this analysis suggests that these broader and narrower distinctions among objects are similarly reflected by larger and smaller cortical parcellations: at a macro-scale, there are large cortical territories with differential responses along the core dimensions of animacy and object size; at a meso-scale, there is further organization within these territories and domains, where faces, bodies, and scenes, have highly selective responses that are meaningfully related to the response preferences in surrounding cortex.

Discussion

The aim of the current study was to uncover the neural organization of object responses arising from two major dimensions of object representation, animacy and real-world size. We developed a new vector-of-ROI analysis to reveal the structure of responses along the major axis of variation and visualized the geometric arrangement of these zones on the cortical surface. Considering animacy and size together revealed a mirrored macro-organization of object responses across the entire occipito-temporal cortex. These factors do not map in a two-dimensional arrangement across the cortex but instead show an interleaved organization across a single ventromedial, to lateral, to dorsomedial axis. Real-world size drives differential responses only in the object domain, not the animate domain, yielding a tripartite distinction in the space of object representation. Finally, there is a duplication of response selectivities along the ventral and lateral surface, suggesting a major division of labor separates object processing into two substrates of the ventral visual pathway.

Inferences from spatial topography

What do these results reveal about the nature of object representations within these zones of cortex? One window into this question is to consider the structure of the responses in the nonpreferred conditions. In the small object zone, animals were the next most active condition, not big objects; thus, this region does not have a strong animate/inanimate divide. Relatedly, in the category-selective analysis, body-selective voxels also partially overlapped with this small-object zone. Thus, one possibility is that the small object zone is important for coordinating object–agent interactions information (Beauchamp et al., 2002; Bracci et al., 2012). In contrast, the big object zones do preserve the animate/inanimate divide, with both big and small objects driving stronger responses than animals. Thus, the nature of the information here is likely importantly different from the computations in the small object zone and may reflect how well the object defines a space or marks a navigational junction (Janzen and van Turennot, 2004; Epstein, 2008; Mulhally and Maguire, 2011). Critically, to examine the nature of the representations following this approach, future work is required to measure the responses to a number of conditions to triangulate what combination of factors best account for the response profile in targeted regions of cortex (Mulhally and Maguire, 2011; see also Huth et al., 2012).

As a complementary approach, we suggest that the spatial organization itself can also be an informative window into the underlying representational structure. On the assumption that
similar representations are near each other on the cortical sheet (Jacobs and Jordan, 1992; Kaas and Catania, 2002; Rosa and Tweedale, 2005; Graziano and Aflalo, 2007), we can make inferences about the underlying representational space from the spatial arrangement of responses (Aflalo and Graziano, 2011). Formally, cortical mapping can be operationalized as a form of dimensionality reduction: a simple two-dimensional space can project directly along the two-dimensional cortical sheet; a higher-dimensional space will require a more complex mapping, and thus the ultimate projection depends on the weight and number of factors in the underlying representational space (Kohnen, 1982; Durbin and Mitchison, 1990). For example, within this framework, a duplication of a response selectivity happens for a reason: there is some other dimension along which the responses or processing demands differ, implying another factor in the representational space (Aflalo and Graziano, 2011). Within this framework, we can consider what the tripartite distinction and the duplication observed here imply about the structure of the representational space of objects.

**Size applies only within the inanimate domain**
We found that size is not a major factor distinguishing the neural response profile of different animals, whereas objects showed a large-scale separation by size. Within a dimension-reduction framework, this tripartite organization suggests that the processing of inanimate object information shows a division of labor based on real-world size, whereas the processing of animal information does not. Why might this be the case? In other words, what key properties of small objects, big objects, and animals are distinctive, and what neural mechanism might underlie this tripartite division?

One possibility is that this tripartite distinction reflects different functional behavioral roles: the size of an inanimate object causally influences how we interact with it (with our hands or whole body), whereas for animals, our primary interactions are not related to real-world size. For example, the danger posed by an animal is not necessarily size-related, nor is the task of inferring intentions and goals. On this functional account, cortical organization may be driven by distinct long-range connections to downstream processes (Mahon and Caramazza, 2011), for example, connecting big object zones to navigational networks (Epstein, 2008), small object zones to dorsal stream reaching regions (Valyear et al., 2007; Bracci et al., 2012), and animate zones to goal-inference or other social regions (Caramazza and Shelton, 1998; Frith, 2007). Alternatively, one could interpret these divisions in terms of the statistical structure in visual/shape properties of these categories. To illustrate with a simplified example, big objects may be more rectilinear, small objects may be more rounded, and animals may have distinct part-relationships that are similar for big and small animals but are distinct from both small and large objects. Such form-based representations may emerge via experience-dependent tuning mechanisms that detect such shape regularities and drive the functional clustering of object responses (Kohnen, 1982; Polk and Farah, 1995; Srivastava et al., 2012).

It is important to recognize these accounts are not mutually exclusive. For example, the ventral surface may be related to form processing, whereas the lateral surface may be related to functional processing (Martin, 2007). Alternatively, although form and function can be intuitively dissociated, they may not be directly related to the major joints in the neural architecture. If form is intrinsically correlated with function, then the brain might naturally leverage the covariation between these properties, such that both visual and functional features are jointly responsible for selectivity along each zone. One interesting possibility is that these are differentially weighted from posterior to anterior, with emphasis on visual/shape feature in posterior occipital cortex, driven by local organizing mechanisms, channeling to more abstract functional features in anterior cortex, determined by long-range network architecture.

**Division of the “what”-pathway**
The distinction between animate and inanimate objects is repeatedly identified as a strong predictor of variance in neural similarity structure (Kiani et al., 2007; Kriegeskorte et al., 2008; Haxby et al., 2011; Huth et al., 2012). However, even though it is the strongest modulator of responses, the present results show that it is not the largest grouping factor. It could have been the case that all animal responses were grouped along the ventral surface and all object responses were grouped along the lateral surface (perhaps segregated by size). Instead, we see a clear duplication of response selectivity, with a set of regions along the lateral surface and a matching set of regions along the ventral surface, namely, a major division within the ventral stream. Within a dimensionality-reduction framework, this duplication suggests that the proximity of a different relationship is being maximized on the lateral and ventral surfaces.

To gain insight into this major division, we can examine how the ventral and lateral pathways differ in processing object information. The entire lateral surface is relatively more sensitive to human and object motion and may thus be a pathway for coordinating interaction with objects and agents in the world (Beauchamp et al., 2002). In a review comparing the response properties of the paired category-selective regions, the lateral surface regions (OFA, EBA, TOS) tend to be more “primitive” and part based, whereas the ventral surface regions (FFA, FBA, PPA) tend to be more integrated and invariant to visual transformations (Taylor and Downing, 2011). Finally, the first observation of the duplication of category-selective areas proposed that this organization is inherited from adjacent retinotopic cortex, with the lateral surface extending from lower visual field representations and the ventral surface extending from upper visual field representations (Hasson et al., 2003; see also Kravitz et al., 2013). These results set the stage for future research to uncover the different computational goals subserved by these lateral and ventral substrates.

**Conclusion**
The large-scale organization shown here raises questions about the nature of object responses across occipito-temporal cortex, the computational and behavioral goals supported by these regions, and the roles of experience and network architecture in driving the spatial organization. We suggest that the topography of responses can be informative to the structure of the representational space, where large-scale neural divisions are meaningfully related to core factors in the underlying representational space. Broadly, we suggest that the response properties and the computational goals of object-responsive cortex can be meaningfully described at multiple spatial scales and that doing so will enable a deeper understanding of the principles of object representation.

**References**


Konkle and Caramazza • Tripartite Organization of the Ventral Stream