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Live imaging and single-cell analysis reveal differential dynamics of autophagy and apoptosis
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Autophagy is induced by many cytotoxic stimuli but it is often unclear whether, under specific conditions, autophagy plays a prosurvival or a prodeath role. To answer this critical question we developed a novel methodology that employs automated live microscopy and image analysis to measure autophagy and apoptosis simultaneously in single cells. We used this approach to perform a systems-level analysis of pathway dynamics for both autophagy and apoptosis. We found that induction of autophagy in response to different stimuli is uniformly unimodal; in contrast, cells induce apoptosis in an all-or-none bimodal fashion. By tracking the fate of single cells we found that autophagy precedes apoptosis, and that within the same population apoptosis is delayed in cells that mount a stronger autophagy response. Inhibition of autophagy by knocking down ATG5 promoted apoptosis, thus confirming that autophagy plays a protective role. We anticipate that our single-cell approach will be a powerful tool for gaining a quantitative understanding of the complex regulation of autophagy, its influence on cell fate decisions and its relationship with other cellular pathways.

Introduction

Autophagy, a lysosome-dependent intracellular degradative process, is an essential part of cellular homeostasis and a protective mechanism against a variety of diseases, including neurodegeneration, cancer and aging.1 Autophagy occurs constitutively at the basal level but can be readily induced in response to both physiological2 and pathological stimuli.1 Thus far, induction of autophagy has been studied primarily at the population level. However, even cultured isogenic cells often exhibit large cell-to-cell variability in their response to extracellular cues, such as changes in nutrient and growth factor availability or pharmacological treatments. Such large variability makes the average of the population insufficient or even misleading to represent individual cell responses. On the other hand, at a given time point and with a given treatment, the cell-to-cell variability in a population of cells results in a distribution of responses, and the shape of such distribution can be informative for understanding the nature of the underlying cellular pathways. For example, signaling networks that make binary cell fate decisions (such as life vs. death) lead to bimodal distribution of cellular responses,3,4 whereas networks designed for broad dynamic ranges and proportionate response give rise to unimodal distributions.5

More importantly, the single-cell approach can be used to directly investigate the role of autophagy in decision making by individual cells. Autophagy has a complex crosstalk with cell death.6 Although under many conditions autophagy is considered a survival mechanism, under some circumstances, especially when apoptosis is blocked, it may function as an alternative form of programmed cell death.7 Since many cytotoxic reagents trigger both autophagy and apoptosis, it often remains a matter of intense debate.
whether under particular conditions autophagy contributes to cell death or survival. Single-cell approach can provide a more accurate way to monitor the interplay of these two pathways in real time and better clarify how they jointly contribute to cell fate decisions.

In this study, we present a quantitative single-cell analysis approach comprised of high-throughput imaging of fluorescent reporters over time and subsequent automated single-cell analysis of autophagy levels and cell death. We validated this method in a diverse set of cell lines (H4 human neuroglioma, L929 mouse connective tissue cells and HeLa human adenocarcinoma) and in response to different proautophagy and prodeath stimuli. Finally, we used this approach to dissect the basic characteristics of autophagy dynamics in single cells in response to starvation, inactivation of the MTOR pathway by small molecule inhibitors, or induction of autophagy and cell death by proapoptotic stimuli. Our data demonstrated that deprivation of glucose or serum both induce autophagy response that forms unimodal distributions, but only the former is accompanied by apoptosis. Inhibition of MTOR with rapamycin or Torin 1 also leads to unimodal distribution of autophagic responses, indicating a graded pathway with a broad dynamic range. When apoptosis is induced with staurosporine (STS), autophagy is induced with faster kinetics and reaches higher levels, but the distributions remains unimodal. We further used live-cell analysis to address how STS-induced autophagy interplays with apoptosis in individual cells over time. Our data indicated that autophagy is a prosurvival mechanism in STS-treated cells. Autophagy and apoptosis are consecutively induced in the same cells; however, levels of autophagy decline prior to cell death. Our data illustrated utility of image based single-cell analysis for deciphering both autophagy dynamics as well as its influence on cell fate decisions such as cell death.

Results

Quantitative image-based single-cell analysis of autophagy and cell death. In order to simultaneously evaluate levels of autophagy and apoptosis in single cells, we created stable H4 human neuroglioma,2 HeLa human adenocarcinoma and L929 mouse connective tissue cells expressing both the autophagy marker GFP-LC3 and the histone cluster 2 (HIST2H2BE)-RFP (H2B-RFP) chromatin marker (LC3-H2B cells). Single cell clones were selected to exclude heterogeneity in expression levels due to differential incorporation of exogenous genes. All experiments were repeated in multiple clones of LC3-H2B cells.

The H2B-RFP reporter was used as both a nuclear marker necessary for automated cell identification and tracking and as an apoptosis marker. To identify individual cells with high fidelity, we took advantage of the well-defined boundaries of nuclei marked with H2B-RFP. A hallmark of apoptosis is the condensation and cleavage of DNA. When DNA is fluorescently labeled either directly by an intercalating dye or indirectly by histone-fluorescent protein fusion, this process can be easily observed as shrinkage and increased intensity of the nuclei, followed by their fragmentation. Therefore, we were able to use the H2B-RFP reporter as both a nuclear and an apoptosis marker. Compared with the use of a separate specific marker for apoptosis, such as loss of plasma membrane integrity, our approach requires one less fluorescent channel. This simplifies derivation of stable clones, reduces necessary perturbations to the cells, and simplifies the imaging process and image analysis. The GFP-LC3 reporter was used both as a marker of autophagy as well as to delineate cell boundaries. The procedure for automated image analysis for autophagy and apoptosis is illustrated in Figure 1.

1. Nuclei were identified by mean-filter local adaptive thresholding of nuclear marker images (Fig. 1A and B, and G and H).

2. Mean-filter local adaptive thresholding was applied to the GFP-LC3 channel (Fig. 1D and E, J and K) to separate cells from background. Nuclei identified in step 1 were superimposed on the GFP-LC3 image and watershed algorithm was applied to generate cell boundaries. This separated cells in contact and determined the morphology of individual cells (Fig. 1E and K).

3. Punctate structures were detected in the H2B-RFP and GFP-LC3 channels by the TopHat algorithm. These correspond to DNA condensation (Fig. 1C and I) and autophagosomes or autolysosomes (Fig. 1F and L), respectively.

4. Quantitative single-cell information was extracted from segmented cells, including cell area, total expression level of both reporters, and number and intensity of puncta formed by GFP-LC3 and H2B-RFP. Puncta score for a given cell is defined as the ratio between total intensity in the puncta and the total intensity in the cell. The use of ratios minimizes influence of differences in reporter expression levels between individual cells and cell populations. Such scores for GFP-LC3 and H2B-RFP were used to report autophagic responses (autophagosome score) and apoptotic responses (cell death score), respectively. Image analysis for autophagy and cell death was validated following knockdown of MTOR and ATG5 or treatment of cells with STS, respectively (Fig. S1).

5. Consistent with high cell viability, very few H2B-RFP puncta were detected in rapamycin-treated cells (Fig. 1C), whereas many appeared after STS treatment (Fig. 1I) indicating extensive cell death. Nuclei of mitotic cells are also condensed and can occasionally be interpreted as “puncta” by this algorithm. One way to distinguish these two processes is by the number, size and morphology of the detected particles in the nuclear zone. The chromatin of mitotic cells prior to division is condensed but not fragmented, whereas cells entering death program are typically characterized by multiple small puncta. We demonstrate this in the Supplemental Materials (Fig. S2). Alternatively, apoptotic and mitotic cells can also be readily distinguished by the time scale of puncta formation in live-cell imaging, as illustrated in step 7.

6. In the case of live-cell imaging, multiple frames of GFP-LC3 and H2B-RFP images were segmented and analyzed. We then tracked the motion of cells and generated trajectories using an automated tracking program adapted from published programs (Fig. S3). Broken trajectories (for example due to a cell migrating out of the field of view) were automatically removed.
in live-cell experiments in this study, cell death and cell division were distinguished by the duration of the high H2B fragmentation score.

Figure 1. Image analysis of autophagy and apoptosis. H4 cells stably expressing GFP-LC3 autophagy reporter and H2B-RFP chromatin marker were treated with 20 nM rapamycin for 6 h (A–F) or 1 μM STS for 2 h (G–L). Live cells were imaged at 20x magnification and images were processed and quantified as described in text. (A and G) H2B-RFP image, (B and H) nuclear identification, (C and I) detection of apoptotic puncta; (D and J) GFP-LC3 image, (E and K) results of cell morphology segmentation, (F and L) detection of autophagic puncta.

7. The expression levels and puncta scores were then plotted as a function of time for each individual cell (Fig. 2). The dynamics of H2B fragmentation score were used to distinguish between cell death (Fig. 2B) and cell division (Fig. 2C). Cell death and cell division are both characterized by formation of puncta, but as discussed in step 5 and Figure S2, the number and size of puncta are different in these two cases. Timelapse data also reveal that nuclear condensation during normal cell division is transient (10 to 30 min) as compared with the nuclear fragmentation during cell death (lasts hours after the initiation at 215 min). Therefore, in live-cell experiments in this study, cell death and cell division were distinguished by the duration of the high H2B fragmentation score.

Basic characteristics of autophagy dynamics in single cells. In order to better understand the basic dynamics of autophagy as well as its relationship to cell
death, we compared the distributions of autophagy and apoptosis levels induced by several conditions. We first tested starvation-induced autophagy by depriving H4 cells of serum (Fig. 3A–D; Fig. S4A) or glucose (Fig. 3E–H; Fig. S4B). We calculated the autophagosome score and the death score in single cells by dividing, respectively, the intensity of GFP-LC3 or H2B-RFP puncta in a cell by the corresponding total intensity of that cell. We then calculated the probability density functions of both scores from their single-cell measurements (Fig. 3B, D, F and H).

In untreated H4 cells (0 h), GFP-LC3 puncta were observed only in a small sub-population of cells (Fig. 3A and E, left panels). The resulting autophagosome score distribution had a long tail to the right, but the population median was nearly zero (Fig. 3B and F, dotted lines). When serum was removed, autophagy was increased within a few hours. We followed induction of autophagy over time in individual cells under those conditions (Fig. S4A). Cells with no or few autophagosomes developed more puncta within 4 h (yellow arrows), whereas in cells that already had a number of autophagosomes, the intensity of the puncta increased (white arrows). The resulting autophagosome score distribution at 4 h (Fig. 3B, dash line) showed a single peak at 0.02, indicating that on average about 2% of total GFP-LC3 intensity resided in puncta, but there was a substantial cell-to-cell variability. The

Figure 2. Analysis of single-cell dynamics of autophagy, apoptosis and cell division in time-lapse data. H4 cells stably expressing GFP-LC3 and H2B-RFP markers were treated with (A and B) 0.5 μM STS or (C) left untreated. Images were acquired. Time after treatment (min) is labeled above each image. The white cross in each image indicates center of the nucleus of the tracked cell. Following image analysis and quantification, autophagy and cell death scores were plotted against time for individual cells. Representative examples of cells undergoing autophagy, apoptosis and cell division are presented in (A–C), respectively.
peak of the autophagosome score distribution continued shifting rightward with time. At 24 h, autophagosomes could be detected in essentially all cells (Fig. 3A, right panel), and a broad unimodal distribution was observed (Fig. 3B, solid line with circles). We also noticed that due to autophagic degradation, the total intensity of GFP-LC3 signal in cells was substantially reduced as compared with untreated cells. No nuclear fragmentation and cell death was observed up to 24 h of serum starvation (Fig. 3C and D).

When the cells were deprived of glucose, we observed induction of both autophagy and apoptosis. At the early time points, the autophagy response was similar to the response observed following serum starvation, with both the number and intensity of puncta increased (Fig. 3E; Fig. S4B). The probability density functions of the autophagosome score also remained unimodal, with peaks shifting rightward from 0 to 7 h (Fig. 3F).

From 7 to 10 h, many cells began initiating apoptotic program and cell blebbing was frequently observed (Fig. 3E, 10 h, yellow arrow-head). We also detected many cells with condensed and fragmented chromatin, as indicated by the presence of multiple H2B-RFP puncta. Presence of H2B puncta in a given cell indicates that this cell has initiated the irreversible apoptotic death program (Fig. 3G); therefore, we considered any cell with a non-zero H2B puncta score as dying or dead. As expected, the apoptotic program made binary decisions for cell survival or death, so the observed probability function of death was bimodal, with live cells forming a sharp peak at the death score equal to 0, and apoptotic cells in a second, broader peak around 0.5 (Fig. 3H, solid line with circles).

At 10 h we also observed an interesting trend in the autophagy response. The cells that entered apoptotic death program (Fig. 3E and G, yellow arrows) showed lower levels of autophagy as compared with the surviving cells (white arrows). This could not be accounted for by cell rounding as additional puncta could not be detected by adjusting the focal plane (data not shown). Even more strikingly, the autophagosome score of surviving cells was also reduced as compared with the 7 h time point (Fig. 3F, solid line with circles). These observations of reduced autophagy in dying cells suggest that autophagy and apoptosis may be mutually exclusive in individual cells during glucose starvation and that cells may downregulate levels of autophagy prior to or at the time of initiation of apoptosis under those conditions.

Our data indicated that induction of autophagy in response to either serum or glucose deprivation is unimodal, indicating a signaling network designed for broad dynamic ranges and proportionate response. Induction of autophagy in response to starvation is known to incorporate signals from many pathways. Next, we wanted to determine whether the unimodal response could be generated by an individual proautophagy pathway. Since the MTOR pathway is known to play an essential role in regulation of autophagy in response to changes in extracellular nutrient and/or growth factor levels, we focused on this pathway by using MTOR inhibitors rapamycin and/or Torin 1 in H4, L929 and HeLa cells.

Consistent with previously published data, robust autophagy but no increase in apoptosis was observed following rapamycin treatment of H4 cells (Fig. S5). The autophagosome score changed with both time of treatment and rapamycin concentration (Fig. 4A–D). Rapamycin raised the autophagosome score in virtually all cells but the kinetics was slow even at the highest dose (Fig. 4B, representative kinetics of population median). We observed a similar trend when H4, L929 or HeLa cells were treated with another MTOR inhibitor, Torin 1 (Figs. S6–S8). The autophagy levels in response to Torin 1 in all cell types tested continued to increase up to 30 h after treatment. The HeLa cells showed much higher basal autophagy levels as compared with H4 and L929 cells, but treatment with Torin 1 still led to a robust increase in the number and intensity of GFP-LC3 puncta (Fig. S8).

At a given time point, as rapamycin or Torin 1 concentration increased, the peak of the distribution shifted to the right but the autophagic response remained unimodal and long tailed (Fig. 4C and D; Fig. S6C). This is in contrast to the situation of switch-like response where cells are redistributed between two peaks when the dose of stimuli is changed (Fig. S9). To determine if the graded induction of autophagy was due to the nature of MTOR signaling following inhibition with rapamycin, we evaluated phosphorylation of the downstream target of MTOR, the RPS6, ribosomal protein S6. In response to rapamycin RPS6 phosphorylation (pRPS6) was reduced rapidly within 2 to 3 h (Fig. S10A). In contrast to the unimodal distribution observed for autophagy, we observed a steep dose-response curve (Fig. S10B) and bimodal distribution of pRPS6 (Fig. S10C). Therefore, inhibition of MTOR by rapamycin in H4 cells can trigger graded response of autophagy but the concurrent suppression of RPS6-protein phosphorylation is switch-like.

Next we treated H4, L929 and HeLa cells with the pan-kinase inhibitor Staurosporine (STS), a potent inducer of apoptotic cell death. The autophagic response following STS treatment in all cell types was faster and reached higher maximum levels than what was observed after rapamycin or Torin 1 treatment (Fig. 4E and F; Figs. S11–13). For example, it took over 5 h for autophagosomes to score reach 0.1 even after the highest rapamycin dose (Fig. 4B) but only approximately 1 h after intermediate (0.3 μM) STS treatment (Fig. 4F). Additionally, unlike the continuous increase of autophagy response when cells were treated with rapamycin or Torin 1, the kinetics of STS-induced autophagy in H4 cells showed much higher basal autophagy levels as compared with H4 and L929 cells, but treatment with Torin 1 still led to a robust increase in the number and intensity of GFP-LC3 puncta (Fig. S8).
Figure 3. For figure legend, see page 1422.
Autophagy may coincide with the commitment to apoptosis, including shut down of normal cellular function and initiation of the apoptotic program preceding overt cell death. A similar trend was observed in STS treated HeLa cells (Fig. S13).

Despite much higher and more prompt response, distribution of STS-induced autophagy remained unimodal, with a single discernible peak (Fig. 4E and G; Figs. S12 and S13). STS also induced apoptotic cell death (Figs. S11–S14). Similar to the case of glucose starvation, apoptosis scores formed bimodal distributions (Fig. S14A), and the fraction of dead cells changed rapidly with STS concentration (Fig. S14B) and treatment time (Fig. S14C). Unlike autophagy, which was induced almost immediately after STS treatment, little cell death was observed until after 4 h (Fig. S14C). At that time most cells had already downregulated autophagy from its maximum. This confirmed that the measurement of autophagic dynamics was not directly affected by loss of dead cells.

The number of GFP-LC3-positive autophagosomes present in a cell at any given time is a function of both autophagosome formation and the rate of lysosomal degradation. To test whether the autophagosome formation per se was also unimodal, we blocked lysosomal degradation by treating H4 cells with bafilomycin A1 (Baf). The resulting distribution, reflecting the cell-to-cell variation in basal rate of autophagosome formation, was also unimodal (Fig. S15). Adding rapamycin or STS together with Baf to the cells further increased the number of autophagosomes but the distributions remained unimodal (Fig. 4I and J; Fig. S16). Therefore, autophagosome formation itself is also a graded response. Furthermore, treating cells with Baf did not reverse inhibition of autophagy by high concentration of STS (Fig. 4J; Fig. S16C and S16D), confirming it was not due to increased rate of lysosomal degradation.

We also treated H4 cells with another proapoptotic drug, the ER stress inducer tunicamycin. In this case, relatively low levels of autophagy were induced, and even at a saturating dose of tunicamycin (> 2 μg/ml), cell death was not observed until at least 10 h after treatment (Fig. S17). At about 36 h, the entire cell population entered apoptosis. Therefore, although both induced cell death, the effect of tunicamycin was much slower and had a smaller effect on autophagy in this cell type as compared with STS.

Finally, to confirm our results were not an artifact due to how the autophagosome score was defined (ratio between puncta intensity and the total cellular GFP-LC3 intensity), we also tested the distributions of other ways of scoring for autophagy, including number of puncta, total area of puncta and average brightness of puncta. They all reflect the autophagic response, and none of them showed any signs of bimodality for any of the stimuli or cell types tested.

Interplay between autophagy and cell death in single cells after STS treatment. Our next goal was to further examine the interaction between autophagy and apoptosis. The kinetics of distributions demonstrated that autophagosome formation and DNA condensation have two distinct time scales, so these two biological events cannot be simultaneously measured in the same cell at a single time point. Consequently, fixed time point data can be difficult to interpret. For instance, if autophagy response and apoptosis are mutually exclusive in a population of cells at a given time point, it is hard to know whether a dead cell upregulated autophagy earlier, and whether a cell with high autophagy will die later. We also would not know whether cells that died sooner had higher or lower autophagy responses compared with the surviving cells.

To circumvent the above difficulties we performed live-cell microscopy and tracked individual cell trajectories, which enabled us to measure autophagy dynamics and apoptosis in tandem in the same cells over time (Fig. 2A and B; Fig. 5). At intermediate doses of STS (0.5 μM, Fig. 5A), autophagy alone or both autophagy and cell death were consecutively observed in individual H4 cells. Consistent with population measurements, autophagosomes rapidly formed following STS treatment, and many cells reached maximal autophagosome scores in approximately 3 h (180 min). Soon afterwards the autophagosome scores started decreasing. As autophagy decreased, the H2B-RFP pattern in the same cell often became brighter; the puncta started forming and quickly expanding, indicating that the cell was undergoing apoptosis. The cell death time, defined as the time when the nuclear fragmentation score reached half maximum, was automatically determined from dynamics of nuclear fragmentation and labeled as an arrow (Fig. 5A). By that time, autophagy was undetectable in many cells. Therefore, STS could stimulate autophagy and apoptosis in the same individual cells, but autophagy was suppressed before the cell death.

Furthermore, we witnessed an interesting trend: cells dying sooner had lower autophagy as compared with cells dying...
later in the course of experiment or those able to survive. Therefore, high levels of autophagy and cell death seemed to be inversely correlated or mutually exclusive, suggesting potential protective function for autophagy. To further quantify the relationship between autophagy and cell death, we calculated the time-average autophagosome score for each individual cell before its death. For example, if a cell died after 250 min of treatment, we took the time-average value of autophagy kinetics for that cell before 250 min. This largely reflects the history of autophagic response before the death of a given cell. We then binned the cells based on their time of death (Fig. 5C). Consistent with the protective function of autophagy, cells dying soonest had significantly lower autophagic response (p = 0.02) whereas cells that died latest had the highest autophagosome score.

At high concentration of STS (2 μM, Fig. 5B), almost all cells initiated apoptosis within 250 min and overall very low levels of autophagy were observed (Fig. 5B and D). Additionally, although STS at high dose failed to substantially induce autophagy, we did not observe loss of cells at the early stages of treatment. Since we recorded the complete history of autophagy before cell death, we were able to rule out that our data was biased by dying cells.

The time-lapse cell data confirmed the inverse-correlation between autophagy and apoptosis. To determine whether this was due to the suppression of apoptosis by autophagy (i.e., causative), or merely coincidental, we knocked down the essential autophagy gene ATG5 by siRNA. To obtain sufficient data for statistical analysis, we examined the fraction of cell death in a large population of cells as a function of time rather than by cell tracking.

As expected, siRNA against ATG5 reduced basal levels of autophagy as well as the formation of autophagosomes after cells were treated with STS (Fig. 6A; Fig. S18). We compared the distributions of cell death scores in the nontargeting control (NT) and ATG5-knockdown cells (Fig. 6B and C). At multiple time points and concentrations of STS, more ATG5
knockdown cells initiated apoptosis as compared with controls (Fig. 6B and C). The effect of ATG5 knockdown on apoptosis was more significant at early time points (2–4 h) and medium STS concentrations (Fig. 6D). Between 5 to 6 h, there were still obvious differences in the fraction of cell death between NT and ATG5-knockdown cells treated with 2 μM STS, but at maximal STS concentration that fraction was similar for both. Therefore, ATG5-knockdown cells appeared to have faster kinetics and a lower STS threshold for death, but the maximal death fraction was similar to the NT cells. Finally, the two curves became less distinguishable after 6 to 8 h of treatment. This indicates that the suppression of autophagy...
sensitizes cells to STS-induced apoptosis; however, autophagy only slows down cell death rather than completely blocking the apoptotic program.

**Discussion**

In this article, we present a novel approach for studying autophagy by measuring and characterizing single-cell dynamics. We illustrate several applications of this single-cell approach.

First of all, we found no indication of bimodality in induction of autophagy after either serum or glucose deprivation, or in response to inhibition of the MTOR pathway in any of the cell types tested. On the other hand, inhibition of the RPS6 ribosomal protein phosphorylation by rapamycin was bimodal and switch-like. Therefore, graded induction of autophagy is not simply due to the nature of MTOR signaling. Instead, it may arise from the fact that autophagy is jointly regulated by multiple pathways. The cells constantly take into account a variety of extracellular inputs, including levels of nutrients, cytokines and growth factors and redox conditions, which all can affect levels of autophagy. We hypothesize that the benefit of graded autophagy response with a relatively broad dynamic range is that cells, either individually or as a population, can better adjust autophagy levels to such changes in environmental conditions to maintain cellular homeostasis.

Although STS-induced autophagy is also unimodal, it is more acute than starvation or MTOR inhibition-induced autophagy, suggesting that autophagy response can be upregulated more rapidly in an emergency situation such as presence of a cytotoxic agent. We hypothesize that the other inputs that enable the slow graded response may be overridden under such circumstances. The different kinetics of the autophagic response may therefore reflect different roles of physiological and stress-induced autophagy.

The autophagy pathway and the apoptosis pathway have a complex cross-talk, and a single cytotoxic reagent can trigger both responses in a population of cells. Using single-cell analysis of live cells allowed us to look not only at the extent of cell death, but also to monitor the history of autophagy prior to cell death in individual cells. Our data demonstrate that in response to a cytotoxic agent such as STS the same cell can consecutively induce both autophagy and apoptosis. Therefore, autophagy and apoptotic cell death are mutually exclusive only at the time of occurrence, but not during the entire history of an individual cell. This is a highly dynamic view of the interplay between autophagy and the apoptotic cell death, indicating a dynamic decision-making process. This study clearly reveals the unique advantage of the live-cell microscopy method over other single-cell approaches such as fixed time point microscopy or flow cytometry, which can only measure population distributions instead of real time dynamics in individual cells.

Furthermore, in the past it has often proven difficult to determine whether autophagy plays a protective or detrimental function under stress conditions. Our multiplexed live-cell data demonstrated that at intermediate doses of STS, increased levels of autophagy correlated with better survival, suggesting a protective function for autophagy. siRNA knockdown of ATG5 further confirmed that induced autophagic response is indeed prosurvival in STS-treated H4 cells. However, autophagy only delays STS-induced apoptosis but cannot fully prevent it. This supports a “buffering” role for autophagy.

Interestingly, high doses and/or long exposure to STS or long-term glucose deprivation inhibited autophagy in H4 cells. This could be due to either a passive loss-of-function of autophagy in irreparably damaged cells or to a direct inhibition during cell death. The latter may occur if cells are already committed to apoptosis and protective autophagy becomes undesirable. This trend is also consistent with a protective function for autophagy following both STS treatment and glucose deprivation. Interestingly, we failed to observe similar phenomena from the distribution data of tunicamycin-treated H4 cells. Autophagy has been previously reported to be protective following ER stress. However, in response to tunicamycin, H4 cells induced autophagy much more slowly and to a lesser extent than what we observed after exposure to STS or glucose deprivation. A similar trend was observed in STS-treated I929 cells, where we also failed to detect a decrease in autophagy preceding cell death. Therefore, the cytoprotective properties of autophagy may be proportional to its kinetics and induction levels produced by a particular stimulus in a particular cell type. Our high-throughput single-cell image analysis method described in this paper will be particularly suitable to address these types of future questions.

Additionally, this method has the potential for addressing other novel biological questions. For example, in addition to apoptosis, it can be easily adjusted to investigate the crosstalk of autophagy with other types of cell death as well as cell proliferation and differentiation. Additionally, in combination with live-cell probes for lysosomes, mitochondria, redox or intracellular signaling intermediates such as PtdIns3P, the current approach can be extended to study the influence of other cellular processes and signaling pathways on autophagy. The single-cell dynamics of these reporters can be quantified by parameters such as the total response, maximal response, rate of increase, etc., and these parameters can be used for scoring the effects of different molecular perturbation and pharmacological interventions on autophagy. Ultimately, we hope this knowledge of single-cell dynamics will be useful for building a more comprehensive systems-level model of autophagy.

**Materials and Methods**

**Autophagy and apoptosis reporter cell lines.** All cells were cultured in Dulbecco’s Modification of Eagle’s Medium (Cellgro, 10-017-CV) with 10% FBS (Gemini Bio, 100-106). H4 cells stably expressing GFP-LC3 have been previously described. To generate double GFP-LC3 H2B-RFP (LC3-H2B) cells, these cells were transfected with the GFP-LC3 and H2B-RFP vector and FACS sorted to obtain population with detectable levels of expression of both markers. Single cell clones were then selected to exclude the heterogeneity due to differential incorporation of exogenous genes. All experiments were repeated in multiple clones of LC3-H2B cells.
Drug treatments. For fixed time point experiments LC3-H2B cells were plated in either standard or glass-bottom 96 well plates with about 800 cells per well for H4, 600 for HeLa and 500 for L929 cells. For time-lapse experiments H4 cells were plated in 24-well plates at 3000 cells/well. Cells were allowed to grow at 37°C and in 10% CO2 for 36 h before treatment. 10% CO2 significantly reduced the basal accumulation of GFP-LC3 positive autophagosomes and did not otherwise affect the proliferation of H4 cells. The cells were then treated with indicated dilutions of rapamycin (Sigma, R8781), staurosperine (Calbiochem, 569396), tunicamycin (Sigma, T7765) or Torin 1 (Tocris, 4247) to induce autophagy or/and apoptosis. Lysosomal degradation was blocked by 100 nM of bafilomycin A1 (Sigma, B1793). Glucose-free DDM was obtained from Invitrogen (A14430-01).

RNAi knockdown. H4 cells were transfected with nontargeting siRNA #2 or siRNA against human ATG5 (Dharmacon, D-004374-01) or MTOR (Dharmacon, D-003008-23) using reverse transfection with HiPerfect reagent (Qiagen, 301704) as previously described. Cells were split 24 h after transfection and grew for additional 24 to 48 h before drug treatments as described above.

Image acquisition. For time-lapse acquisition a Nikon TE2000 motorized inverted microscope (Nikon Inc.), equipped with an environmental chamber was used. The images were taken at 20× magnification. Auto-focus was based on phase contrast imaging. Number of cells per imaging field was between 20 and 40. In each experiment two fields were imaged per condition. High-throughput images were acquired on CellWoRx high-throughput automated microscope (Applied Precision) with 10× objective. Two fields were imaged per well with 250 to 500 cells per field.

Image analysis. All image analysis codes were written in Matlab. On a PC with Intel Core i3 CPU (3 GHz) and 2 GB of RAM it took about 3 to 5 h to analyze a 96-well plate in a fixed cell study, and about 30 min to 1 h to analyze 100 frames of live-cell images.

Statistical analysis. We used probability density function to show the distribution of single-cell responses. In the plots, the total area under the density function curve is normalized to 1, so the height of the curve is not sensitive to the size of bins used. This makes the probability density function plot different from a common histogram, where the heights of the bars, either defined as number of cells or percentage of cells, depend on the size of the bin. We used unpaired t-test to compare the autophagosome scores of subgroups of cells with different death time. The standard error of the mean for each subgroup of cells was reported as error bars.

Western blot analysis. Protein samples were prepared as previously described and resolved on 4–15% gradient SDS-PAGE (BioRad, 4561086). For endogenous LC3 analysis the cells were treated with 10 μg/ml lysosomal protease inhibitor E64d (Sigma, E68640), 5 μg/ml pepstatin A (Sigma, P5318) or Baf for 4 to 6 h prior to lysis. The following antibodies were used: LC3 (Novus Biologicals, NB100-2220), ATG5 (Sigma, A0731), cleaved CASP3 (Cell Signaling, 9664), SPTAN1 (Enzo Life Sciences, BML-FG6090), SQSTM1 (Chemicon, 610832), all at 1:1,000, ACTB (Sigma, A5316) at 1:10,000. LC3-II levels were compared with loading control (ACTB).
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