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The goal of dimensionality reduction is to embed high-dimensional data in a low-dimensional space while preserving structure in the data relevant to exploratory data analysis such as clusters. However, existing dimensionality reduction methods often either fail to separate clusters due to the crowding problem or can only separate clusters at a single resolution. We develop a new approach to dimensionality reduction, tree preserving embedding (TPE). Our approach uses the topological notion of connectedness to separate clusters at all resolutions. We provide a formal guarantee of cluster separation for our approach that holds for finite samples. Our approach requires no parameters and can handle general types of data, making it easy to use in practice and suggesting new strategies for robust data visualization.

Visualization is an important first step in the analysis of high-dimensional data [1]. High-dimensional data often has low intrinsic dimensionality, making it possible to embed the data in a low-dimensional space while preserving much of its structure [2]. However, it is rarely possible to preserve all types of structure in the embedding. Therefore, dimensionality reduction methods can only aim to preserve particular types of structure. Linear methods such as principal component analysis (PCA) [3] and classical multidimensional scaling (MDS) [4, 5, 6] preserve global distances, while nonlinear methods such as manifold learning methods [7, 8, 9] preserve local distances defined by kernels or neighborhood graphs. However, most dimensionality reduction methods fail to preserve clusters [10], which are often of greatest interest.

Clusters are difficult to preserve in embeddings due to the so-called crowding problem [11]. When the intrinsic dimensionality of the data exceeds the embedding dimensionality, there is not enough space in the embedding to allow clusters to separate. Therefore, clusters are forced to collapse on top of each other in the embedding. As the embedding dimensionality increases, there is more space in the embedding for clusters to separate and the crowding problem disappears, making it possible to preserve clusters exactly [12]. However, since the embedding dimensionality is at most two or three for visualization purposes, the crowding problem is prevalent in practice. When the clusters are known, they can be used to guide the embedding to avoid the crowding problem [13]. However, the embedding is often used to help find the clusters in the first place. Therefore, it is important to solve the crowding problem without knowledge of the clusters.

Force-based methods such as stochastic neighbor embedding (SNE) [14], variants of SNE [15, 11, 16, 10], and local MDS [17], have been proposed to overcome the crowding problem. Force-based methods use attractive forces to pull together similar points and repulsive forces to push apart dissimilar points. SNE and its variants use forces based on kernels, while local MDS uses forces based on neighborhood graphs. Force-based methods have long been used in graph drawing to separate clusters [18, 19]. Although force-based methods are effective, it is difficult to balance the relative strength of attractive and repulsive forces. When repulsive forces are too weak, they will fail to separate clusters, but when repulsive forces are too strong, they will artificially create clusters. Therefore, force-based methods are sensitive to intrinsic resolution parameters such as kernel bandwidths and neighborhood graph sizes that control the amount of separation between points in the embedding.

We introduce tree preserving embedding (TPE) to overcome the limitations of force-based methods. TPE aims to preserve both distances and clusters by preserving the single linkage (SL) dendrogram in the embedding. SL is a hierarchical clustering method that iteratively merges pairs of clusters with minimum nearest neighbor distance. The SL dendrogram is the associated tree with the clusters as vertices and the merge distances as vertex heights. TPE preserves the SL dendrogram in the sense that SL generates the same dendrogram from both the data and the embedding. Embeddings and dendrograms have long been used as complementary representations for dissimilarities [20]. However, there is no guarantee that embeddings and dendrograms will be consistent when used separately. In particular, clusters found by dendrograms may not be found in embeddings due to the crowding problem. TPE combines embeddings and dendrograms in a common representation.

Preserving the SL dendrogram in the embedding is a natural choice for several reasons. First, the SL dendrogram is the only dendrogram consistent with the minimum spanning tree (MST) in the sense that the SL dendrograms are the same when the MSTs are the same [21, 22]. Preserving the topologies of neighborhood graphs has been shown to help overcome the crowding problem [23]. However, while the topologies of neighborhood graphs such as the MST can only be preserved approximately in general [24], we show that the SL dendrogram can be preserved exactly. Second, the SL dendrogram represents both global and local structure due to its hierarchical nature. Preserving global structure allows TPE to separate clusters, while preserving local structure prevents TPE from artificially creating clusters. Finally, TPE can separate clusters even when the SL dendrogram cannot. Although SL is often criticized as a clustering method for finding poor clusters in practice [25, 26], SL finds poor clusters due to the instability of cutting the SL dendrogram at a particular height [27]. Since TPE preserves the SL dendrogram at all heights, TPE is not sensitive to the instabilities of the SL dendrogram at any particular height.

We make cluster separation in TPE precise using the topological notion of connectedness [25]. A natural and commonly used notion of a cluster is a set of points that are connected at a particular resolution. It is well known that the SL dendrogram finds clusters of connected points at different resolutions for different heights [25]. We show that TPE preserves...
Definition 2. Points \( l \) for \( n \) in a high-dimensional space, MDS finds a dissimilarity matrix \( D \) that minimizes a loss function such as stress.

Given a real, symmetric, non-negative, zero diagonal \( n \times n \) dissimilarity matrix \( D \) for a set of \( n \) objects \( S = \{1, \ldots, n\} \) in a high-dimensional space, MDS finds a \( D \)-dimensional Euclidean embedding \( X = \{x_1, \ldots, x_n\} \subseteq \mathbb{R}^D \) of the objects that minimizes a loss function such as stress

\[
\sigma(X) = \sum_{x_i, x_j \in X} (d_{ij}(X) - D_{ij})^2,
\]

the sum of squared errors between the Euclidean distances \( d_{ij}(X) = \|x_i - x_j\| \) in the embedding and the corresponding dissimilarities \( D_{ij} \). Since loss functions such as stress emphasize approximating large dissimilarities well, minimizing them without constraints on the embedding leads to the crowding problem. TPE preserves the SL dendrogram in the embedding in order to overcome the crowding problem.

SL is a hierarchical clustering method that iteratively merges pairs of clusters \( A, B \subseteq S \) with minimum nearest neighbor distance

\[
\Delta(A, B) = \min_{i \in A, j \in B} D_{ij},
\]

starting with the \( n \) singleton clusters and ending with the trivial cluster. The SL dendrogram is the associated binary tree of depth \( n - 1 \) with singleton clusters as leaf vertices, the trivial cluster as the root vertex, merged clusters as internal vertices, and merge distances as vertex heights. For an example, see Fig. 1. There are many equivalent characterizations of the SL dendrogram [26]. We use the following notion of connectedness to express the SL dendrogram as a set of constraints on pairs of objects and points.

Definition 1. Objects \( i, j \in S \) are \( \varepsilon \)-connected if there exists a path of objects \( \alpha_1 = i, \ldots, \alpha_m = j \in S \) such that \( D_{\alpha_l, \alpha_{l+1}} \leq \varepsilon \) for \( l = 1, \ldots, m - 1 \).

Definition 2. Points \( x_i, x_j \in X \) are \( \varepsilon \)-connected if there exists a path of points \( x_{\alpha_1} = x_i, \ldots, x_{\alpha_m} = x_j \in X \) such that \( d_{\alpha_l, \alpha_{l+1}}(X) \leq \varepsilon \) for \( l = 1, \ldots, m - 1 \).

Intuitively, objects are connected if there exists a path with short hops between them. The SL dendrogram contains the paths with short hops between objects. Objects are \( \varepsilon \)-connected if there exists a path of vertices with heights at most \( \varepsilon \) between their associated leaf vertices, or singleton clusters, in the SL dendrogram. Therefore, cutting the SL dendrogram at a height of \( \varepsilon \) produces clusters of \( \varepsilon \)-connected objects [25]. The relationship between the SL dendrogram and connectedness in an embedding is illustrated in Fig. 1. The merge distances of clusters in the SL dendrogram determine the connectedness of clusters in the embedding.

Cluster merges connect objects in the SL dendrogram. The ultrametric distance between objects in a dendrogram is the distance at which they are merged into the same cluster [29]. The ultrametric distance in the SL dendrogram is equivalent to the maximal sub-dominant ultrametric distance

\[
L_{i,j} = \min_{\alpha_1 = i, \ldots, \alpha_m = j} \max_{l=1}^{m-1} D_{\alpha_l, \alpha_{l+1}},
\]

the maximal hop in a minimal path between objects [30], reminiscent of commute times in a graph [31]. Since the paths in the MST are minimal paths, the SL dendrogram can be constructed efficiently from the MST in practice [21]. However, it is important to emphasize that the paths in the MST are not the only possible minimal paths.

The SL dendrogram can be characterized by two constraints on each pair of objects. First, each pair of objects \( i, j \in S \) must be \( \varepsilon \)-connected by their ultrametric distance \( L_{i,j} \). Second, each pair of objects \( i, j \in S \) cannot be \( \varepsilon \)-connected by any distance \( \varepsilon \) less than their ultrametric distance \( L_{i,j} \). TPE uses the constraints on pairs of objects as constraints on corresponding pairs of points in the embedding. The first constraint guarantees that clusters in the embedding are merged at the same distances as corresponding clusters in the data. The second constraint guarantees that clusters in the embedding are merged in the same order as corresponding clusters in the data.

The following algorithm implements TPE.

1. Initialize the indices of available clusters \( I_1 = \{1, \ldots, n\} \), the indices of the singleton clusters \( S_1 = \{1, \ldots, n\} \), the embeddings of the singleton clusters \( X_1 = \{x_1 = 0\}, \ldots, X_n = \{x_n = 0\} \), and the ultrametric distances for the singleton clusters \( L_{1,1,1} = 0, \ldots, L_{n,n,n} = 0 \) where \( L_{c,i,j} = L_{i,j} \) denotes the ultrametric distance between objects \( i, j \in S_c \) contained in cluster \( c \).

2. Footline Author
2. For each iteration $k = 1, \ldots, n - 1$:
   (a) Find the next cluster merge
   \[
   a_k, b_k = \arg \min_{a \in I, b \in \Delta} \Delta(S_a, S_b)
   \]
   at a merge distance of \[
   \Delta_k = \Delta(S_{a_k}, S_{b_k}).
   \]
   (b) Merge the clusters
   \[
   S_{n+k} = S_{a_k} \cup S_{b_k}
   \]
   and update the indices of available clusters
   \[
   I_{k+1} = \{ i \in I_k : i \notin a_k, b_k \} \cup \{ n + k \}.
   \]
   (c) Find the ultrametric distances for the merged cluster
   \[
   L_{n+k,i,j} = \begin{cases} 
   L_{a_k,i,j} & \text{if } i,j \in S_{a_k} \\
   L_{b_k,i,j} & \text{if } i,j \in S_{b_k} \\
   \Delta_k & \text{otherwise}
   \end{cases}
   \]
   (d) Embed the merged cluster
   \[
   X_{n+k} = \arg \min_{X \in \mathbb{R}^p} \sigma(X)
   \]
   subject to the connectedness constraints.

3. Return the embedding $X_{2n-1}$.

The algorithm proceeds similarly to hierarchical clustering. There are $n - 1$ iterations, one for each depth of the SL dendrogram. At each iteration, a pair of clusters is merged and the merged cluster is embedded by minimizing stress subject to the connectedness constraints. At the last iteration, the trivial cluster is embedded and returned. The number of objects being embedded changes at each iteration depending on the size of the merged cluster. Since the embeddings at each iteration are independent, only the embedding at the last iteration is needed. However, earlier embeddings can be used to help initialize later embeddings in practice.

The connectedness constraints can always be fulfilled. In fact, it is trivial to find an embedding that fulfills the connectedness constraints.

**Theorem 1.** For each iteration $k = 1, \ldots, n - 1$, there is a feasible solution to the optimization problem 1.

The main difficulty in TPE is minimizing stress. The connectedness constraints may appear to be too rigid to allow TPE to find a low stress embedding since each pair of objects can be connected by an arbitrary path of objects. However, the connectedness constraints do not specify that the paths connecting pairs of points must be the same as the paths connecting corresponding pairs of objects. Preserving the paths would preserve the MST, which is not possible in general [24]. Moreover, the flexibility in choosing the paths allows points to move more freely in the embedding to lower stress. However, this flexibility comes at a cost. Due to the combinatorial nature of choosing paths, the optimization problem 1 is computationally intractable. Nevertheless, we can obtain a computationally tractable approximation by restricting the types of paths that can be chosen.

**Greedy Approximation.** The connectedness constraints allow all points in a merged cluster to be rearranged in the embedding at each iteration. However, since each cluster being merged has already been embedded in prior iterations, it is wasteful to change the prior embeddings of the clusters. The connectedness constraints within the clusters are already fulfilled in their prior embeddings. Since connectedness is preserved under rigid transformations (rotations, translations, and reflections), if we restrict the placement of the clusters to rigid transformations, then we only need to fulfill the connectedness constraints between them. The paths that fulfill the connectedness constraints between the clusters must pass through their nearest neighbors. Therefore, placing the clusters exactly their merge distance apart fulfills the connectedness constraints between them. The remaining flexibility in placing the clusters can be used to minimize the stress between them.

In place of the optimization problem 1, the greedy approximation proceeds at iteration $k$ as follows.

1. Find a rigid transformation that aligns the clusters while keeping them separated by exactly their merge distance
   \[
   T^* = \arg \min_{T \in E(p)} \sum_{i,j \in S_{a_k} \cup S_{b_k}} (d_{i,j}(T) - D_{i,j})^2
   \]
   \[
   \text{s.t. } \min_{x_i \in X_{a_k}, x_j \in X_{b_k}} d_{i,j}(T) = \Delta_k
   \]
   where $d_{i,j}(T) = \|T(x_i) - x_j\|$ is the Euclidean distance in the embedding after alignment and $E(p)$ is the set of $p$-dimensional rigid transformations.

2. Align the clusters
   \[
   x_i = T^*(x_i) \quad \forall x_i \in X_{a_k}.
   \]

3. Return the merged cluster
   \[
   X_{n+k} = X_{a_k} \cup X_{b_k}.
   \]

The alignment of the clusters in the greedy approximation is illustrated in Fig. 2. The greedy approximation is reminiscent of Procrustes analysis [32], which has been used to merge embeddings of clusters [33]. However, Procrustes analysis aligns clusters without constraints on the embedding, making it sensitive to the crowding problem. In contrast, the greedy approximation has a constraint that keeps the clusters separated in the embedding in order to preserve the SL dendrogram. The constraint makes the optimization problem
The efficiency of the greedy approximation comes at the cost of sensitivity to the merge order of the SL dendrogram. Since the greedy optimization cannot change the shapes of the clusters from prior embeddings, it cannot always align the clusters well. For small cluster merges, the prior embeddings will have little effect on the alignment. However, for large cluster merges, there may not be enough empty space in the prior embeddings to allow the clusters to be aligned well. While there are no formal guarantees for the performance of the greedy approximation, we found that good alignments of the clusters can typically be found in practice.

The greedy approximation has a time complexity of $O(n^3)$ since there are $O(n)$ iterations, each of which requires $O(1)$ evaluations of the $O(n^2)$ stress between the clusters in order to find an alignment of the clusters. The greedy approximation has a comparable time complexity to many dimensionality reduction methods, including those based on a spectral decomposition such as classical MDS and many manifold learning methods. While the cubic time complexity of TPE may be prohibitive for some applications, methods developed to improve the scalability of MDS such as landmark points [34] can be extended to TPE in principle.

**Theorem 2.** For any $\varepsilon > 0$, points $x_i, x_j \in X$ are $\varepsilon$-connected if and only if objects $i, j \in S$ are $\varepsilon$-connected.

TPE preserves connectedness in the sense that points are connected in the embedding if and only if they are connected in the data. Clusters at any resolution can be neither too close together nor too far apart in the embedding without violating connectedness at some resolution. Therefore, preserving connectedness guarantees that clusters separated in the data remain separated in the embedding. Preserving connectedness is of more than just theoretical interest. Since connectedness applies to finite samples, preserving connectedness provides a formal guarantee of cluster separation for TPE in practice. To our knowledge, TPE is the first method with a formal guarantee of this kind.

Preserving connectedness provides implicit bounds on the Euclidean distances between pairs of points in the embedding. Let $x_i, x_j$ be points merged into the same cluster at iteration $k$ such that $L_{i,j} = \Delta_k$ and define

$$U_{i,j} = \sum_{k', k'' \leq k, S_{n+k} \subseteq S_{n+k'}} \Delta_{k' k''},$$

the sum of the merge distances between clusters contained in the merged cluster up to and including iteration $k$. The Euclidean distance between the points is bounded as follows.

**Theorem 3.**

$$L_{i,j} \leq d_{i,j}(X) \leq U_{i,j}.$$

**Corollary 4.**

$$\sigma(X) \leq \sum_{x_i, x_j \in X} \max\{(D_{i,j} - L_{i,j})^2, (D_{i,j} - U_{i,j})^2\}.$$
**Fig. 3.** Embeddings of protein sequences by TPE, non-metric MDS, and t-SNE. Each point is a protein sequence labeled by the domain it belongs to where ‘A’ denotes Archaea, ‘B’ denotes Bacteria, and ‘E’ denotes Eukarya.

**Fig. 4.** Embeddings of radar signals by TPE, PCA, and t-SNE. Each point is a radar signal labeled by its quality where ‘G’ denotes a good radar signal and ‘B’ denotes a bad radar signal.

**Fig. 5.** Embeddings of handwritten digits by TPE, PCA, and t-SNE. Each point is an image labeled by the digit it represents.

*Handwritten Digits.* In our final example, we analyzed 1000 images of handwritten digits collected by the United States Postal Service in ref. [39]. Each image was $16 \times 16$ pixels and greyscale color. We treated each image as a 256-
dimensional real vector and used Euclidean distances as dissimilarities. Since the intrinsic dimensionality of handwritten digits is thought to be much higher than two or three [40], it is notoriously difficult to separate all ten digits in an embedding due to the crowding problem.

We compared TPE to PCA and t-SNE in Fig. 5. TPE and t-SNE separate all ten digits, while PCA can only separate some of them. t-SNE most clearly separates all ten digits by creating empty space between them. Since TPE cannot create empty space between clusters without violating connectedness, it is more sensitive than t-SNE to the crowding problem, particularly when there are many clusters. However, t-SNE does not preserve density well. For example, t-SNE separates small clusters within the digit one, while TPE and PCA show that the digit one is the densest cluster, reflecting the minimal amount of variation in how it is written. Although TPE does not separate clusters as well as t-SNE, TPE preserves density better than t-SNE. Therefore, TPE strikes a balance between preserving clusters and density.

Quantitative Evaluation. Since qualitative evaluation of the quality of the embeddings can be subjective, quantitative evaluation is important. We used several popular performance metrics to evaluate the extent to which the embeddings preserve the dissimilarities, the local neighborhoods, and the known clusters. Although TPE sacrifices preserving the dissimilarities by preserving connectedness, the loss is relatively small compared to the gain made in preserving the local neighborhoods and the known clusters, which are widely believed to be more important for visualization purposes [10]. Details of the quantitative evaluation can be found in the SI Text.

Discussion

Revealing clusters is one of the main goals of visualization. However, most dimensionality reduction methods have difficulty preserving clusters due to the crowding problem. In three difficult examples, TPE was able to separate clusters of interest well compared to other dimensionality reduction methods. It is important to emphasize that the success of TPE is not a mere consequence of the ability of the SL dendrogram to separate clusters. In all three examples, cutting the SL dendrogram produced clusters at a single resolution that were no better than random clusters in terms of accuracy with respect to the known clusters. TPE succeeds by preserving clusters at all resolutions rather than just a single resolution.

Dimensionality reduction methods that separate clusters often have issues with artificially creating clusters. It is well known that force-based methods such as t-SNE can find clusters in data where there are none [10]. TPE is not as susceptible to this problem. While preserving connectedness prevents clusters from being too close together, it also prevents clusters from being too far apart. Therefore, it is difficult for TPE to artificially create clusters without violating connectedness. In order to empirically test whether TPE artificially creates clusters, we simulated an example of a difficult convex manifold, the Swiss roll. TPE and Isomap [7], a popular manifold learning method, were able to preserve the continuity of the manifold well, while t-SNE artificially created clusters. Details of the experiment can be found in the SI Text.

Dimensionality reduction methods often have issues with robustness to noise. The dependence of TPE on the SL dendrogram may raise concerns about the sensitivity of the SL dendrogram and TPE to sampling variability. However, the SL dendrogram has been shown to be stable in the sense that small perturbations of the data do not change the structure of the SL dendrogram significantly [41, 30]. Therefore, we expect that TPE will also be stable. In order to empirically test the stability of TPE, we simulated 100 samples from a difficult non-convex manifold, the barbell, and computed the average sample variance of the coordinates of the points in the embeddings. TPE and Isomap had comparable stability to the exact embedding, while t-SNE was two orders of magnitude less stable. Details of the experiment can be found in the SI Text.

Preserving connectedness allows TPE to preserve different types of structure. However, preserving connectedness is a strong constraint that may not be effective for certain types of structure. Therefore, TPE will not always be able to perform as well as other dimensionality reduction methods in specific applications. For example, manifold learning methods may preserve certain manifolds such as the Swiss roll better and force-based methods may preserve certain clusters such as the handwritten digits better. Nevertheless, we believe that the robustness of TPE is what makes it useful in practice.

TPE is a promising approach to visualization because it has a formal guarantee of cluster separation, requires no parameters, and can handle general types of data. However, there are a few issues with TPE that may limit its applicability. First, TPE has a cubic time complexity, which can be prohibitively slow for large data sets. Second, since TPE only provides an embedding rather than a mapping, it cannot be applied to out-of-sample data. Finally, although we have found that the greedy approximation works well in practice, better optimization methods may significantly improve the performance of TPE. We hope that these issues will be addressed by future research.
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