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Interplay of chemical disorder and electronic inhomogeneity in unconventional superconductors

Ilija Zeljkovic and Jennifer E. Hoffman*

Many of today’s forefront materials, such as high-$T_c$ superconductors, doped semiconductors, and colossal magnetoresistance materials, are structurally, chemically and/or electronically inhomogeneous at the nanoscale. Although inhomogeneity can degrade the utility of some materials, defects can also be advantageous. Quite generally, defects can serve as nanoscale probes and facilitate quasiparticle scattering used to extract otherwise inaccessible electronic properties. In superconductors, non-stoichiometric dopants are typically necessary to achieve a high transition temperature, while both structural and chemical defects are used to pin vortices and increase critical current. Scanning tunneling microscopy (STM) has proven to be an ideal technique for studying these processes at the atomic scale. In this perspective, we present an overview of STM studies on chemical disorder in unconventional superconductors, and discuss how dopants, impurities and adatoms may be used to probe, pin or enhance the intrinsic electronic properties of these materials.

Introduction

Conventional superconductors exhibit two defining properties: (1) vanishing of electrical resistivity below a critical temperature $T_c$, and (2) expulsion of magnetic flux below a critical field $H_c$. The former was discovered by Kamerlingh-Onnes in 1911, and the latter by Meissner and Ochsenfeld in 1933. Almost 50 years after the initial discovery, Bardeen, Cooper and Schrieffer proposed a theory explaining the mechanism of superconductivity (BCS theory). According to BCS theory, a small attractive force between electrons, arising from their retarded interaction...
with the lattice (electron–phonon coupling), can pair the otherwise repulsive electrons, opening up a spectral gap in the electronic density of states (DOS) corresponding to the pairing energy. These “Cooper pairs” form an aggregate ground state which facilitates movement of charge through the crystal without loss of energy from scattering.

By the 1980s, superconductivity was considered theoretically solved but technologically marginal. McMillan had predicted the maximum \( T_c \) for phonon-induced Cooper pairing to be around 40 K, which is still inconveniently low for widespread commercial application. Then in 1986 came the discovery of an oxide superconductor with a \( T_c \) of 30 K (nominal composition Ba\(_2\)La\(_{2-x}\)Cu\(_{x}\)O\(_{2-\delta}\)), whose properties could not be explained by the BCS theory. Within one year, \( T_c \) in this new class of superconductors had already broken the liquid nitrogen barrier with the discovery of YBa\(_2\)Cu\(_3\)O\(_{7-x}\) (YBCO) with a \( T_c \) of 93 K. Since the common property of all these materials was the layered crystal structure that contained one or more CuO\(_2\) planes, they were called “cuprates”.

In contrast to the conventional superconductivity of elements, simple alloys, and stoichiometric compounds, high-\( T_c \) superconductivity in cuprates typically arises by off-stoichiometric doping of an antiferromagnetic parent compound. The parent compound is a Mott insulator due to the Coulomb repulsion that prevents double occupancy of Cu lattice sites, and splits the relevant Cu d orbital into a filled lower Hubbard band (LHB) which is hybridized with the oxygen p orbitals and an empty upper Hubbard band (UHB). The bands are separated by a charge transfer gap of \( \sim 2 \) eV. Upon the introduction of extra charge carriers into the system (hole or electron doping), the charges begin to hop between sites, states move into the gap, and the electronic properties of the material change dramatically (see Fig. 1a and b). As antiferromagnetism is weakened by doping, the material becomes superconducting, with \( T_c \) rising to a maximum and falling again, while the decreasing spectral gap indicates weakening pairing in the “ overdoped” regime. Another prominent feature in the cuprate phase diagram is the mysterious “pseudogap” (PG) state characterized by the opening of a gap in the electronic DOS even above \( T_c \), predominantly on the underdoped side (Fig. 1a). Despite more than 25 years of cuprate research, neither the superconductivity nor the PG are well understood, and it is still debated whether the PG is a manifestation of a competing/coexisting order of a charge density wave (CDW) or a spin density wave (SDW), or a Cooper-paired precursor to the superconducting state.

The discovery of high-\( T_c \) superconductivity in Fe-based materials (Fe-SCs) in 2008 (ref. 11) provided a new opportunity for comparison with cuprates. Similar to cuprates, Fe-SCs exhibit a dome-shaped superconducting phase diagram with a layered crystal structure and an antiferromagnetic parent compound (Fig. 1b). However, the parent state antiferromagnetism is itinerant, and of a different ordering wavevector than in cuprates. Superconductivity can be induced or enhanced in Fe-based parent compounds by a wider variety of mechanisms, including electron or hole doping, chemical or external pressure, and apparently even treatment with alcoholic beverages. Almost five years since the initial discovery, the maximum \( T_c \) in bulk Fe-SCs remains capped at \( \sim 57 \) K for Sm\(_{0.95}\)La\(_{0.05}\)O\(_{0.85}\)F\(_{0.15}\)FeAs\(_{16}\) and \( \sim 56 \) K for Gd\(_{1-x}\)Th\(_x\)FeAsO\(_{17}\) while superconductivity up to 65 K has very recently been reported in single layer FeSe films.

Unconventional superconductivity is also present in some of the strongly-correlated heavy-fermion materials (HFs). These materials contain elements with f-orbitals, whose localized spins interact with those of the itinerant electrons, generating exotic electronic states with several orders of magnitude higher than that of a bare electron. Furthermore, when the interaction between the f-orbital electrons and the conduction electrons is tuned by chemical or external pressure, HFs can superconduct with \( T_c \) on the order of several Kelvin (Fig. 1c). Because the velocity of the heavy quasiparticles is reduced by nearly three orders of magnitude, the retarded lattice interaction may no longer be able to overcome the repulsive electron interaction, which points instead towards unconventional pairing mechanisms involving higher angular momentum and spin states.

Despite concerted effort in the past few decades to further the understanding of high-\( T_c \) and HF materials, several of their properties remain puzzling. For example, cuprates are generally accepted to have a sign-changing \( d \) wave pairing order parameter with four gap nodes,\(^\text{20}\) HF superconductors are thought to be similar,\(^\text{19}\) while many Fe-SCs seem to exhibit a nodeless symmetry\(^{13,14} \) that is by no means universal.\(^\text{21}\) High-\( T_c \) superconductors are typically electronically inhomogeneous at the atomic scale, but to what extent the intrinsic chemical or structural disorder is responsible for electronic inhomogeneity, and whether the inhomogeneity is relevant to superconductivity, are unresolved questions. In contrast to bulk-probe techniques that measure average properties over large areas of the sample, scanning tunneling microscopy (STM) is a real-space technique able to measure the electronic density of states with atomic resolution. In this Perspective, we will discuss the impact of STM imaging studies of single atom defects in unconventional superconductors. We will begin with a description of how defects can be used to extract intrinsic properties of unconventional superconductors – as single atom probes, or as scattering centers to allow direct imaging of quasiparticle dispersion. We will then review how impurities may impact relevant material properties such as electronic inhomogeneity, critical temperature \( T_c \), and critical current \( J_c \).

**Fig. 1** Representative phase diagrams for (a) cuprates, (b) Fe-SCs, and (c) “heavy-fermion” systems. Horizontal axis represents doping. SC, AFM and SDW represent superconducting, antiferromagnetic Mott insulating and spin density wave phases respectively. \( T^* \) denotes the temperature onset of the pseudogap phase in cuprates. (a and b) adapted from ref. 12. (c) adapted from ref. 19 for CeRhIn\(_5\).
Scanning tunneling microscopy and spectroscopy

STM, pioneered by Binnig and Rohrer in 1982,\textsuperscript{22} is based on the quantum tunneling of electrons between two electrodes separated by a potential barrier. The experimental setup consists of a sharp metallic tip (used as a local probe) which is brought within several Å of a conducting surface using a three-dimensional piezoelectric scanner (Fig. 2a). This scanner can position the tip both laterally (in the \(xy\) plane) and vertically (in the \(z\)-direction) with sub-Å precision. Application of voltage between the tip and the sample allows electrons to quantum-mechanically tunnel between the two (Fig. 2b). The tunneling current generated is approximated by:

\[
I \propto e^{-2\kappa d}, \quad \kappa = \sqrt{\frac{2m\phi}{h}}
\]

where \(d\) is the tip–sample separation and \(\phi\) is a mixture of the work functions of the tip and sample.\textsuperscript{23}

STM can reveal both the information about the geometry of the surface and the evolution of the DOS. The surface contour can be mapped based on the exponential dependence of the tunneling current \(I\) on the tip–sample separation distance \(d\). As the tip is rastered across the surface in the \(xy\)-plane at a fixed bias voltage \(V\), the feedback loop adjusts the position of the tip in the \(z\)-direction to maintain the measured current \(I_{\text{meas}}\) at a fixed setpoint value \(I_{\text{set}}\) (Fig. 2a). In this technique, referred to as the constant-current topographic mode, the \(z\) trajectory of the tip maps a contour of constant integrated density of states from the Fermi level to \(eV\). For a sample with a homogeneous DOS, this contour corresponds purely to the geometric surface corrugations. However, many materials exhibit a spatially heterogeneous DOS, which means that STM topographs of these compounds represent a combination of effects due to geometric corrugations and electronic DOS.

Besides acquiring information about the surface geometry, STM can measure the electronic DOS at energies of up to several electron volts, both in occupied and unoccupied sample states. The measurement is achieved by turning off the feedback loop (which fixes the tip–sample distance \(d\)), sweeping the bias voltage \(V\), and measuring the current response \(I(V)\). The conductance \(dI/dV\) is usually measured using a lock-in amplifier technique, where a small bias voltage modulation \(dV\) (typically a few millivolts) is added to \(V\), and the change in the tunneling current \(dI\) is measured to obtain \(dI/dV\). The \(dI/dV\) spectrum is to a good approximation directly proportional to the electronic DOS, with a multiplier that is spatially dependent (due to the “setup condition” which fixes the tip–sample distance \(d\)) but nearly energy independent.\textsuperscript{23} Furthermore, \(dI/dV\) spectra acquired at a dense \(xy\) grid of points allow a spatial visualization of the evolution of the DOS with energy (local DOS mapping).

Defects as “nanoprobes”

Crystal defects, whether native or intentionally introduced, can be used to probe intrinsic material properties. In the following sections, we will discuss several means by which single atomic defects can be used to measure the electronic properties of a material.

**Single atom defects as local probes**

While in conventional \(s\)-wave superconductors, only magnetic impurities break pairs, in an unconventional superconductor with a sign-changing order parameter, both magnetic and non-magnetic impurities are expected to degrade superconductivity and induce states within the superconducting gap.\textsuperscript{24} A number of theoretical studies predicted that impurities in cuprates could have STM-observable spatial and spectroscopic signatures of the symmetry of the superconducting order parameter (OP) and even the mechanism of superconducting pairing.\textsuperscript{25–27} More recent work followed up with predictions about the effects of impurities in different order parameter scenarios in Fe-SCs.\textsuperscript{28–34}

A bound state is a normalizable localized state in an attractive potential – typically decaying exponentially with distance from the potential minimum. For example, at defects or vortex cores of a conventional \(s\)-wave superconductor, bound states may occur with discrete energies less than the superconducting gap. However, in a superconductor with gap nodes, such states are not truly bound but “leak” along the nodal direction, with power-law decay that may not be normalizable. Such states are called virtual bound states. Quasiparticle scattering from real or virtual bound states, or even from repulsive potentials, may result in sub-gap states or “resonances” peaked at specific energies in the local density of states spectra acquired near the defect site. A dominant resonance below the Fermi level usually indicates an attractive potential, while a dominant resonance above the Fermi level indicates a repulsive potential.\textsuperscript{26}

The family of Bi-based cuprates, first discovered in 1988,\textsuperscript{35,36} boosted \(T_c\) up to \(\sim 110\) K, and constituted the first generation of commercially produced high-\(T_c\) cables.\textsuperscript{37} Since adjacent BIO layers are weakly bonded by the van der Waals force, Bi-based cuprates typically cleave on a charge neutral plane between two

---

**Fig. 2** Basic principles of STM and scanning tunneling spectroscopy (STS). (a) Schematic representation of STM. A voltage \(V\) is applied between the tip and the sample. The tip is rastered across the surface in the \(xy\) plane and its \(z\) coordinate is adjusted using the three-dimensional piezoelectric scanner controlled by a feedback loop. (b) Quantum tunneling of electrons between the tip and the sample across a vacuum barrier of width \(d\) upon the application of a voltage bias \(V\) between the two. If a positive \(V\) is applied to the sample, the Fermi level of the sample shifts down with respect to the Fermi level of the tip, and electrons tunnel from the occupied states of the tip into the empty states of the sample.
BiO layers (see the example of the BiO surface in Fig. 2a), and have thus been the main target among cuprates for STM studies. Pioneering studies of Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ (Bi-2212) showed near-Fermi level resonances arising from intrinsic crystal defects\(^{38}\) (Fig. 3a) and clusters of Au atoms deposited on the surface by an STM tip\(^{39}\) (Fig. 3b). The latter experiment, in which a sub-gap resonance arose from a non-magnetic impurity, supported a sign-changing \(d\)-wave order parameter.

As Bi-2212 crystal growth technology improved, samples with small numbers of controlled Cu site substitutions were investigated. First, non-magnetic Zn substitution in optimally doped Bi-2212 showed a sub-gap resonance arranged in a four-fold symmetric quasiparticle cloud aligned with the lattice (Fig. 4a).\(^{40}\) The spectral signature of the Zn impurity state was particle–hole asymmetric – in fact, two orders of magnitude stronger at its main resonance energy of \(-1.5\) meV than at the corresponding positive energy. Furthermore, the gap-edge peaks were almost completely destroyed within a 15 Å radius of the Zn site, which the authors interpreted as local destruction of superconductivity. Hudson also imaged what they hypothesized to be vacancies at the Cu site (Fig. 4b).\(^{41}\) These vacancy defects were spatially and spectroscopically similar to the Zn defects, showing both an impurity-induced resonance at the Fermi level and the suppression of gap-edge peaks. The fact that Zn substitutions and native defects, both presumed to be non-magnetic impurities directly in the crucial superconducting layer, showed strong sub-gap resonances and superconductivity suppression, gave strong support to the sign-changing \(d\)-wave superconducting order parameter. However, Chatterjee \emph{et al.} subsequently pointed out that features of similar shape in Bi$_2$Sr$_2$-\(x\)La$_y$CuO$_{8+x}$ (Bi-2201) maintain their signature in \(dV/dI\) well above the superconducting \(T_c\) (Fig. 4c).\(^{42}\) Although unable to identify the chemical origin of these features, Chatterjee \emph{et al.} concluded that the spatial and energy distribution of the impurity state is not determined by the superconducting gap, but rather by the PG.

In contrast to non-magnetic defects, substitution of magnetic Ni atoms at the Cu site in Bi-2212 leads to a rather different behavior.\(^{43}\) Ni atoms are magnetic, and thought to be in the Ni\(^{2+}\) \(3d^8\) electronic state with spin \(S = 1\), as compared to spin \(S = \frac{1}{2}\) for Cu atoms. In \(dV/dI\) images, Ni resonances are observed as “cross-shaped” features at \(+9\) meV and as “X-shaped” features at \(-9\) meV (inset in Fig. 4d). The spectral weight at the Ni impurity site spatially oscillates between two complementary components: particle-like (positive-bias) and hole-like (negative-bias) (insets in Fig. 4d), but the spatially averaged spectrum of the impurity state is particle–hole symmetric. Furthermore, the magnitude of the presumed superconducting gap does not change as a function of distance away from the Ni site (Fig. 4d). This observation, combined with the particle–hole symmetric structure of the resonance, led Hudson \emph{et al.} to conclude that magnetic Ni resonances do not disrupt superconductivity locally, in contrast to the destructive effect of non-magnetic Zn. This suggests that the cuprate pairing mechanism is itself a magnetic one.

Although the cuprate order parameter was established as \(d\)-wave\(^{44}\) before single-atom imaging experiments became available,\(^{38,39}\) the order parameter in Fe-SCs has been much harder to pin down. Up to five bands cross the Fermi surface in Fe-SCs, allowing for many possible order parameters even within the same sub-family of these materials.\(^{24}\) Impurities may therefore be very important to gain insight into the pairing symmetry of these complex materials.\(^{28-34}\) Controlled studies can be carried out in the FeSe or LiFeAs families, which have mirror planes and are not subject to surface reconstructions. Furthermore, they are superconducting in stoichiometric form, so very sparse impurities can be studied in an otherwise pristine superconducting state.

Song \emph{et al.} investigated single-atom impurities in FeSe films grown by molecular beam epitaxy (MBE), with \(T_c \sim 8\) K.\(^{45}\) Both an Fe adatom evaporated onto the surface (Fig. 5a) and a single
Se vacancy (Fig. 5b) induce an asymmetric, sub-gap resonance at small negative bias. The observed resonances are consistent with unconventional \(s_\pm\) pairing.\(^{29,30}\)

For nominally stoichiometric LiFeAs single crystals, Grothe et al. used STM to enumerate five distinct defect types of unknown origin, which can be classified based on their position and symmetry, all of which suppress the coherence peaks and induce sub-gap resonances at the impurity site.\(^{46}\) Only two of the defects, both identified to be at the Fe site, preserve the lattice symmetry of the lattice and have a single in-gap resonance (the \(dI/dV\) spatial signature of one of them is shown in Fig. 5e). The other three defect types occur at the Fe, Li and As sites (Fig. 5f–h), exhibit multiple sub-gap resonances, and break the local symmetry at the impurity site. All the observed sub-gap resonances are consistent with predictions for impurities in a superconductor with \(s_\pm\) pairing symmetry.\(^{29,30}\)

Although KFe\(_2\)Se\(_2\) has no easy-crease mirror plane like FeSe and LiFeAs, KFe\(_2\)Se\(_2\) films can be grown by MBE with apparently unreconstructed 110 surfaces.\(^{47}\) Li et al. introduced Fe site defects, thought to be vacancies, into these films. The defects were imaged as bright parallelograms of two different configurations (Fig. 5c and d), both \(C_2\) symmetric following the lattice symmetry of a single Fe vacancy. The \(dI/dV\) spectra on top of each reveal (1) strong suppression of coherence peaks, consistent with the destruction of superconducting pairing through spin-flip scattering, and (2) a pair of sub-gap resonances at \(\pm 1.9\) mV bias, symmetric around the Fermi level but with differing amplitudes attributed to the on-site Coulomb repulsion (Fig. 5c and d). These sub-gap resonances are consistent with both \(s_\pm\) and \(s_\mp\) pairing symmetries.\(^{30}\)

Because the energies of the resonances shift in opposite directions with applied field for the two types of vacancies, Li et al. concluded that the two vacancies carry different effective spin orientations.\(^{47}\) This discovery points towards a magnetically-related bipartite order in the low-temperature Fe lattice, which may suggest that KFe\(_2\)Se\(_2\) is also orthorhombic, although direct structural evidence is lacking.

In addition to inducing sub-gap resonances which provide evidence for a sign flip of the superconducting order parameter in Fe-SCs, the spatial signature of defects may break the lattice symmetry and signal the presence of other symmetry-breaking orders. For example, in FeSe, both Fe adatoms and Se vacancies show strong rotational symmetry breaking, exhibiting dramatic two-fold symmetric electronic signatures, although their structural environment is four-fold symmetric to within \(\sim 0.5\%\). This observation is consistent with the elongated vortices seen in the same material\(^{45}\) and suggests two-fold symmetry of the gap function, possibly arising from orbital-ordering.\(^{48,49}\)

In the same FeSe thin films, excess Se atoms substituting at the Fe sites (Fig. 6a) dramatically break the approximate \(C_{4v}\) structural symmetry on two different length scales: (1) on the atomic scale where they take two different, orthogonally-oriented, dumbbell-shaped configurations, and (2) on a larger scale where they induce a \(C_{4v}\)-symmetric depression in the density of states centered at a single substitution (Fig. 6a).\(^{45,50}\) The smaller dumbbell-shaped signature is present in topographs taken up to 3.5 V imaging bias, but the larger, \(~16\)\(\Delta_{\text{Fe–Fe}}\) sized dimers only appear at around \(\pm 20\) mV bias, pointing towards their electronic origin. Furthermore, the larger features are always oriented along the orthorhombic a (longer, antiferromagnetic) Fe–Fe axis, as they change their orientation by \(90^\circ\) across an orthorhombic twin boundary, regardless of the stochastic orientation of the smaller dumbbell-shaped signature. They are qualitatively similar to the unidirectional nanostructures of size \(~8\)\(\Delta_{\text{Fe–Fe}}\) which are inferred to arise from Co dopants in lightly-doped (non-superconducting) Ca(Fe\(_{1-x}\)Co\(_x\))\(_2\)As\(_2\) (Fig. 6b); these are also inferred to change their orientation across an orthorhombic twin boundary.\(^{51}\) In contrast to the large electronic dimers around Fe site defects in FeSe (Fig. 6a), no large electronic dimer structure
has been observed at the impurities at the two inequivalent Fe sites in LiFeAs (Fig. 6c). This lack of observed larger electronic features in LiFeAs suggests that neither orbital-ordering nor pocket density wave ordering occur in a tetragonal Fe-SC.

We mention one final example where single atom impurities can be used to calibrate the STM technique itself. We note that recent breakthroughs in STM analysis allow for the removal of picoscale thermal drift and consequent improvement in image resolution.\textsuperscript{54,55} Such unit cell registry has enabled the claim of an intra-unit-cell nematic order\textsuperscript{54} and the understanding of the role of a subtle picoscale structure distortion.\textsuperscript{55} However, some doubts lingered about the registry between the topographic data used to remove the drift and the simultaneous conductance data used to draw conclusions about new phases. Hamidian \textit{et al.} used the resonances from single Zn atoms in Bi-2212 to prove that the alignment between topographic and conductance data is accurate to better than $\sim 2\%$ of a unit cell.\textsuperscript{56}

In summary, we have given examples of the use of specific single atom impurities in unconventional superconductors to probe intrinsic material properties. In Bi-based cuprates, the spectral and spatial signature of defects at the Cu site confirmed $d$-wave pairing symmetry; or conversely, it has been confirmed that non-magnetic impurities in a sign-changing $d$-wave superconductor suppress coherence peaks and induce sub-gap states. In Fe-SCs, spectroscopy of all observed impurities (Fe and Se site defects in FeSe; Fe site defects in KFe$_2$Se$_2$; five types of defects in LiFeAs) shows coherence peak suppression and sub-gap resonances, pointing towards a sign-changing order parameter. Furthermore, the spatial signatures of the observed impurities in orthorhombic FeSe and Ca(Fe$_{1+y}$Co$_y$)$_2$As$_2$ show dramatic $C_4$ to $C_2$ symmetry breaking much more extreme than would be expected from the $\sim 0.5\%$ structural orthorhombicity alone, providing evidence of orbital-ordering or other symmetry-breaking electronic states in orthorhombic Fe-SCs, in contrast to tetragonal LiFeAs.\textsuperscript{57}

\textbf{Quasiparticle interference}

In addition to real-space studies of single point defects, STM can also be used as a probe of momentum space by quasiparticle interference (QPI) imaging. In a pioneering study, Crommie \textit{et al.} observed quasiparticle standing waves scattering off step edges and point defects in Cu(111) (Fig. 7a).\textsuperscript{58} Analogous to throwing a rock into a pond and using the velocity and wavelength of resultant surface ripples to infer the depth of the pond and viscosity of the fluid, placing a defect into a material causes elastic scattering and interference of quasiparticles which can be used to extract the band structure of the material.

Elastic scattering mixes degenerate states with momenta $\vec{k}_1$ and $\vec{k}_2$, resulting in a standing wave of wavevector $\vec{q} = \vec{k}_1 - \vec{k}_2$ in the DOS at energy $\varepsilon(\vec{k}_1) = \varepsilon(\vec{k}_2)$. Although some such standing waves may be observable in real space, the wavevectors of multiple coexisting standing waves arising from a complex band structure can be best quantified by Fourier transforming the real space image and fitting the peaks in $q$-space. The dominant wavevectors in $q$-space may typically be interpreted as arising from regions of high joint density of states (JDOS) in $k$-space. For example, the $d$-wave superconducting gap of Bi-2212 produces an octet of high-DOS regions for each energy, on the locus of the normal state Fermi surface.\textsuperscript{59–61} Two of which are labeled by $\varepsilon = \Delta(\vec{k})$ in Fig. 7b. Using the symmetries of the Brillouin zone, the original $\vec{k}_1$ and $\vec{k}_2$ on the Fermi surface can be determined from the observed wavevector $q$ at a given energy $\varepsilon$. Repeating this process for different energies maps the contour of the Fermi surface. Additionally, this method can be used to trace the momentum-dependence of the superconducting gap $\Delta(\vec{k}) = \delta(q)$ along the Fermi surface.

QPI imaging has subsequently played a pivotal role in the study of unconventional superconductors and other materials in which strong correlations necessitate both real-space and momentum-space mapping for complete understanding. Dopants or naturally occurring defects serve as sufficient scatterers for QPI imaging in many of the unconventional superconductors discussed here, but in some cases scatterers must be intentionally introduced into otherwise clean materials in order to access the crucial information that QPI imaging can provide. In the following section, we will discuss the relation between specific impurities and the observation of QPI in a variety of unconventional superconductors: cuprates (Bi-2212, Na$_2$Ca$_2_x$CuO$_2$Cl$_2$ (Na-CCOC)), Fe-SCs (LiFeAs, Ca(Fe$_{1+y}$Co$_y$)$_2$As$_2$) and HF compounds (URu$_2$Si$_2$, CeCoIn$_5$).

Bogoliubov QPI patterns (interference of superconductor quasiparticles) were first imaged\textsuperscript{59} and theoretically explained\textsuperscript{60} a decade ago in Bi-2212, providing a quantitative measure of the angle dependence of the $d$-wave order parameter.\textsuperscript{61} Subsequent work has used QPI to match the electronic band structure of Bi-2212 to that determined by angle-resolved photoemission spectroscopy (ARPES), thus providing support for the sensitivity of both surface measurement techniques to intrinsic properties.\textsuperscript{62–65}

In the last decade, QPI has enabled many discoveries in cuprates. For example, QPI was utilized to observe the “extinction” of Bogoliubov quasiparticles in Bi-2212 at the antiferromagnetic Brillouin zone edge, with implications for the role of the PG or other electronic reconstructions there.\textsuperscript{66} It was also used to enable mapping of the nanoscale variations in the band structure of Bi-2201, highlighting the extreme effects of strong

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7}
\caption{Quasiparticle interference (QPI). (a) STM topograph showing standing wave patterns in the local density of states on a Cu(111) surface (100 mV, 1 nA). These spatial oscillations (exemplified by yellow arrows) represent quantum-mechanical interference patterns induced by quasiparticle scattering off step edges and surface defects.\textsuperscript{58} (b) Half of the Brillouin zone in Bi-2212. The superconducting energy gap $\Delta(\vec{k})$ (green) is shown along the normal state Fermi surface (orange). Interference patterns seen in STM images occur due to elastic scattering between regions of the same $\Delta(\vec{k})$, but different $\vec{k}$ (e.g. $\vec{k}_1$ and $\vec{k}_2$), resulting in a wavevector $\vec{q} = \vec{k}_1 - \vec{k}_2$ (adapted from ref. 62).}
\end{figure}
correlations in these materials. QPI can even be used as a phase-sensitive technique, e.g., to extract the \( d \)-wave coherence factors of Na-CCOC. Recently, He et al. used doping and magnetic field dependence of QPI to prove that \( d \)-wave Bogoliubov quasiparticles exist on the antinodal part of the Fermi surface, and to identify the competitive nature of superconductivity and the pseudogap.

Several possible defects have been suggested as the primary scattering sites responsible for this wealth of information from QPI in Bi-2212: interstitial O atoms, Sr or Cu site defects, and 2–3 nm sized “patches” of different spectral gaps. However, no consensus has been reached. Although it was claimed that some interstitial O atoms were correlated with the minima of the observed QPI patterns, which might suggest that these dopants act as scattering sites, it was later noted that the correlation was more likely to be related to a static charge order and not the dispersive QPI. In our recent experiments on the latest generation of Bi-2212 samples grown by Gu et al., with \( T_c \) ranging from 55 K underdoped to 91 K optimally doped, we have rarely observed QPI, thus making O disorder, Sr site defects, and spectral gap “patches” (all present in our samples) unlikely candidates for the QPI source. We also found far fewer low energy resonances from native Cu site defects in these newer samples compared to earlier samples, which points towards these intrinsic low energy defects, thought to be Cu vacancies, as the strongest candidates for scattering sites in Bi-2212. This suggests that such defects which occurred accidentally in early generation Bi-2212 samples may need to be intentionally reintroduced in order to continue to study QPI in cleaner new Bi-2212 samples.

QPI imaging has recently been extended to several Fe-SCs. Notable results include evidence for nematicity in the CaFe\(_{2}\)As\(_{2}\) parent compound, evidence for \( s_\pm \) pairing from QPI coherence factors in FeSe\(_{1-x}\)Te\(_{x}\) and quantitative extraction of the gap anisotropy on the multiple Fermi sheets of LiFeAs. Chuang et al. used QPI to infer a nematic electronic structure in lightly-doped (non-superconducting) CaFe\(_{1-x}\)Co\(_{x}\)As\(_{2}\) (Fig. 8a and b), comprised of electronic dimers oriented along the \( a \) (longer, antiferromagnetic) Fe–Fe axis and centered at the Co dopants. No such electronic dimers were observed in nominally stoichiometric CaFe\(_{2}\)As\(_{2}\), supporting the essential role of Co atoms for QPI in CaFe\(_{1-x}\)Co\(_{x}\)As\(_{2}\) and possibly explaining the transport anisotropy observed in this material. In contrast to CaFe\(_{1-x}\)Co\(_{x}\)As\(_{2}\), LiFeAs is both nominally stoichiometric and superconducting. Allan et al. used intraband QPI in this Fe-SC to quantify the anisotropic superconducting energy gap \( \Delta \). Although nominally stoichiometric, LiFeAs topographs display several types of native defects (Fig. 8c and 5e–h) which may induce QPI scattering shown in Fig. 8d, but the exact identity of these defects remains unknown.

QPI imaging has been utilized to reveal the electronic structure of HF superconductors above \( T_c \) and very recently below \( T_c \). Above \( T_c \), the normal state electronic properties of these materials are dominated by the hybridization of the conduction band (typically a light band of \( s, p \), and/or \( d \) character), with localized \( f \) orbitals, resulting in heavy, hybrid bands as sketched in Fig. 9a. For example, URu\(_2\)Si\(_2\) begins to exhibit heavy fermion properties at \( \sim 55 \) K, goes through a “hidden order” transition at \( T_0 \sim 17.5 \) K, and eventually becomes a bulk superconductor at \( T_c \sim 1.5 \) K. Schmidt et al. employed QPI imaging to track the hybridization through the notorious “hidden order” transition, using 1% non-magnetic Th substituted at the U sites to yield QPI patterns without otherwise altering the properties of the pure material. Hamidian et al. further revealed oscillations in the hybridization strength originating at each Th atom, which acts as a single Kondo hole. In the CeMn\(_3\) family of HFs (Fig. 1c), 0.15% Hg substitutions at the In lattice sites of CeCoIn\(_3\) served a similar purpose, providing the scattering necessary for QPI, without changing the intrinsic properties of the material. Aynajian et al. used the energy dispersion of the QPI wavevectors to track the increase in effective electron mass through the gradual hybridization around 50 K.

Recently, Allan et al. performed low temperature studies down to 0.25 K to complete the picture of HF superconductivity in CeCoIn\(_3\). In addition to QPI observed at energy scales of \( \pm 100 \) meV from the conventional bands, and at \( \pm 15 \) meV from the hybridized heavy bands (sketched in Fig. 9b), Allan et al. revealed Bogoliubov QPI patterns related to superconductivity within the energy range of \( \pm 1 \) meV. The closing of the low temperature spectral gap of \( \sim 550 \) \( \mu \)eV at the bulk \( T_c = 2.1 \) K, along with images of a square Abrikosov vortex lattice, consistent with that reported by neutron scattering experiments.

Fig. 8 QPI studies in Fe-SCs. (a) Simultaneous topograph and (b) integral of \( dI/dV \) from Fermi level to 50 mV of lightly doped non-superconducting CaFe\(_{1-x}\)Co\(_{x}\)As\(_{2}\) with \( x \sim 3 \% \) (100 pA, -50 mV). Dimer features in (b) rotate by \( \sim 90^\circ \) across an orthorhombic twin boundary. (c) A \( \sim 35 \) nm topograph image of nominally stoichiometric LiFeAs showing various intrinsic defects as bright features. Inset in (c) shows an average \( dI/dV \) spectrum away from impurities. (d) \( dI/dV (7.7 \) mV) on LiFeAs showing an intraband QPI scattering pattern. Inset in (d) shows typical QPI oscillations surrounding an impurity atom.
confirmed the observation of superconductivity in CeCoIn$_5$. Furthermore, the V-shaped spectra suggested gap nodes, while the QPI patterns imaged (Fig. 9d inset) were most consistent with d$_{xy}$-p$_z$ gap symmetry, and allowed the first mapping of the momentum–space structure of the superconducting energy gap $\Delta(k)$ in any HF compound (Fig. 9c and d).

In summary, we have emphasized the utility of QPI imaging to reveal important information about various electronic states in unconventional superconductors. In cuprates, Fe-SCs, and HF materials, QPI has been used to extract the band structure and angular dependence of the superconducting gap, as well as to provide constraints on the pairing symmetry. Defects are a prerequisite for all such studies. In some cases (e.g. URu$_2$Si$_2$ and CeCoIn$_5$), such defects must be intentionally introduced in order to gain the desired information. In other cases (e.g. Bi-2212 and LiFeAs), native scatterers are often present, but their identity remains unknown. Based on previous studies and on our experimental data, intrinsic Cu site vacancies are likely candidates for the QPI scattering sources in Bi-2212. We suggest that such defects may need to be intentionally reintroduced into the new, cleaner generation of Bi-2212 samples that seem to lack observable QPI patterns.

### Chemical disorder as a tuning parameter

Most high-$T_c$ superconductors exhibit a significant amount of chemical disorder since isovalent or aliovalent substitutions, lattice site vacancies, or interstitial atoms are often required to achieve superconductivity. What influence does this chemical inhomogeneity have on the local and global electronic properties? In the following sections, we will discuss how the concentration of specific dopants and their spatial distributions may affect the local electronic inhomogeneity as well as some of the most prominent global properties of superconductors crucial for applications.

### Relationship between chemical disorder and electronic inhomogeneity in cuprates

The earliest and highest-$T_c$ cuprates have been chemically nonstoichiometric. In parallel, electronic inhomogeneity has been an essential component to theories of high-$T_c$ since the beginning. An obvious question is: to what extent are these related and to what extent can chemical inhomogeneity drive electronic inhomogeneity which directly enhances $T_c$?

Several types of nanoscale electronic inhomogeneity have been theoretically predicted, and experimentally observed by STM in many cuprate superconductors. We categorize the inhomogeneity as follows. Type I inhomogeneity refers to the variation of the prominent spectral gap by a factor of 2 on 2–3 nm length scales. Although this variation was initially attributed to the superconducting gap, more recent work attributes the dominant variation to the PG. Type II refers to “checkerboard” (CB) charge order that appears as a spatial modulation of spectral weight most noticeable around the Fermi energy. It is disordered and possibly associated with the PG state. However, the exact relationship between the nanoscale electronic inhomogeneity and chemical disorder remains unresolved. In this section we summarize STM experiments on several cuprates (Bi-2212, Na-CCOC and YBCO) with bearing on the following controversy – is intrinsic electronic inhomogeneity in cuprates spontaneously arising (and pinned by chemical inhomogeneity), or is it directly caused by chemical inhomogeneity?

#### Bi-2212. STM topographs of the cleaved surface of Bi-2212 (crystal structure and cleavage plane shown in Fig. 10a) reveal a clear Bi lattice, as well as bright and dark patches arising from spectral inhomogeneity (Fig. 10b). Bi-based cuprates are nonstoichiometric, with several candidate dopants, vacancies, and substitutions possibly responsible for spectral inhomogeneity. Here we will discuss the effects of O interstitials and vacancies, as well as substitutions at the Bi, Sr, and Cu sites, in Bi-2212.

Oxygen doping of at least 5% is necessary to achieve superconductivity in Bi-2212 (the optimal concentration is 16%). The random spatial distribution of interstitial oxygen dopants is an obvious candidate to cause type I inhomogeneity. However, this hypothesis was initially difficult to test since typical, low-energy STM experiments were unable to locate these dopants, and more challenging experiments at higher energies were needed. In a pioneering study, McElroy et al. imaged a set of interstitial oxygen atoms in Bi-2212 as atomic-scale resonances in dI/dV images at $-0.96$ V bias (later named type-B oxygens). However, the correlation between the locations of the observed O dopants and the magnitude of the spectral gap was relatively weak and of unexpected sign: although it is well-established that the dominant spectral gap, now known to be the PG, decreases monotonically with increasing O dopant concentration, McElroy's O dopants were more likely to be found in the regions of high PG.
In order to address the surprising correlation, a theoretical study proposed the existence of a second set of interstitial O dopants (type-A oxygens) which would reside closer to the CuO$_2$ plane compared to type-B oxygens.\(^{101}\) The type-A oxygens were predicted to have a greater effect on the CuO$_2$ plane and thus resolve the surprising weak positive correlation between type-B O locations and PG magnitude.\(^{101}\) By extending the energy range of local spectroscopy on Bi-2212 even further than in the McElroy study, Zeljkovic et al. imaged type-A oxygens as bright features in $dI/dV$ images at around $-1.5$ V bias,\(^{71}\) which also turned out to correlate with the areas of large PG (Fig. 10f). However, this study also revealed another a third set of oxygen-related defects in $dI/dV$ images at +1 V bias, identified as apical O vacancies (AOVs). Positions of the AOVs were found to correlate well with the areas of large PG (Fig. 10f). This study also revealed a second set of oxygen-related defects in $dI/dV$ images at +1 V bias, identified as apical O vacancies (AOVs). Positions of the AOVs were found to correlate well with the areas of large PG (Fig. 10f).

Since Bi-2212 crystals are difficult to synthesize in the perfect stoichiometric form,\(^{103}\) extra Bi is commonly used to facilitate the growth process. Most crystals contain $\sim 5\text{--}10\%$ excess Bi substituted at the Sr site. Because the Sr site is located next to the apical O site (which is directly above Cu, see Fig. 10a), it might be expected that a substitution at this site would have a strong effect on the electronic properties of the crucial CuO$_2$ plane. Kinoda et al. imaged Sr site defects as a set of bright features in STM topographs of Pb-doped Bi-2212 at biases greater than +1.4 V. The $dI/dV$ spectrum on top of a Sr site defect shows a resonance peak at +1.7 V (Fig. 10e). Although no quantitative analysis was presented,\(^{103}\) we have analyzed the published data to obtain a small positive correlation between the Sr site defect locations and the PG (Fig. 10f).

An additional complication in many Bi-based cuprates is the structural “supermodulation” (SM), a $\sim 25\text{ Å}$ incommensurate sinusoidal modulation that pervades the bulk of the material. It is seen in STM topographs with additional quasiperiodic distortions of atoms in the shape of a dollar-sign (“$\$$”) at the modulation crests (Fig. 10b). Pb dopants substituted at the Bi sites can be used to partially or completely suppress this superstructure.\(^{106}\) Kinoda et al. studied heavily-overdoped Bi-2212 crystals with Pb substitutions\(^{103}\) and claimed to observe no
correlation between the Pb dopant positions and the magnitude of the spectral gap (Fig. 10e), therefore ruling out these dopants as the cause or the pinning sites of the nanoscale heterogeneity. The lack of correlation between Pb dopants and the spectral gap was consequently confirmed in Pb-doped Bi-2201 crystals.107 Both experiments seem to agree that although Pb dopants add carriers and alter structure, their effect on the electronic properties is not localized.

The final source of chemical disorder in Bi-2212 is Cu site defects (Zn40 and Ni43 substitutions and intrinsic defects thought to be vacancies41), which have a tendency to appear in the areas of small spectral gap ( Fig. 11). However, since spectral gap inhomogeneity is observed in the absence of Zn or Ni doping (or intrinsic Cu site defects which we observed only rarely in our extensive studies of Bi-2212), we rule these out as the cause of the spectral gap variation. Nevertheless, due to the correlation of their distributions with the areas of the small spectral gap, it seems plausible that the electronic inhomogeneity could be pinned by these impurities.

Na-CCOC. Both type I108 and type II109 inhomogeneity have also been observed in another hole-doped cuprate, Na-CCOC. In contrast to Bi-2212, the parent compound Ca2CuO2Cl2 (CCOC) can more readily be grown and is therefore an ideal material in which to investigate the evolution with doping of the electronic properties from the antiferromagnetic Mott insulator state to the superconducting state (Fig. 1a). However, due to the insulating nature of the CCOC parent compound (Fig. 12a) at 4 K where most STM studies on these compounds are carried out, the material has been difficult to study using STM. Recently, Ye et al. have made a breakthrough by studying parent CCOC at 77 K. The topographs of stoichiometric CCOC are reported to be homogeneous (Fig. 12c),110 in contrast to those of lightly-doped Na-CCOC both in non-superconducting and barely superconducting states, shown in Fig. 12d–f.108 Ye et al. imaged both electron donors (Cl vacancies) and hole donors (Ca site defects, thought to be vacancies or Na substitutions). In both cases, the defects locally moved spectral weight from the upper Hubbard band into the charge transfer gap, while leaving the position of the Fermi level unchanged, and the Fermi level density of states zero (Fig. 12b). The in-gap state has a broad energy distribution and is strongly localized in space, suggesting that in this near-parent compound the doped charge does not behave like a coherent quasiparticle, and that the impurity potential is poorly screened, presumably owing to the strong correlation effect. Further experiments bridging the unstudied doping range between this parent compound (Fig. 12c) and the 6% doped compound (Fig. 12d), simultaneously imaging the dopant atoms and the growing patches of electronic inhomogeneity, may shed additional light on the interplay between strong correlations and impurities. However, to definitively answer the question whether electronic inhomogeneity would arise from strong correlations alone in the absence of chemical inhomogeneity, one must image a gate-doped stoichiometric parent compound. Ye’s recent work has paved the way, demonstrating the imageability of near-stoichiometric CCOC at the relatively low temperature of 77 K where thermal broadening ~4kBT = 27 meV is still small compared to the reported energy scales of the inhomogeneity. Gate doping of two other cuprates, YBCO111,112 and La2−xSrxCuO4,113,114 from the Mott insulator to the superconducting state has recently been demonstrated, but further work is needed to accomplish this feat in a geometry amenable to STM.

YBCO. YBCO lacks a natural cleavage plane, but cryogenically-cleaved surfaces usually reveal either the BaO plane115–118 or CuO chain plane.115,117–121 Although these surfaces may be imaged with atomic resolution, neither show a superconducting gap. In contrast, as-grown YBCO surfaces show a gap plausibly identified as the superconducting gap, but neither atomic resolution nor type I inhomogeneity have been observed.122

The cleaved CuO chain surface exhibits a complicated one-dimensional modulation (Fig. 13a) initially attributed to a CDW state.119,120,123 Derro et al. performed additional experiments on the CuO chain surface to reveal a set of atomic-scale resonances (likely to be O vacancies) exclusively present at sub-gap energies below 25 meV.124 Different sets of resonances “light up” at different energies in dI/dV images (Fig. 13b–d). A typical dI/dV spectrum on top of one of these is shown in Fig. 13e, and exhibits two main resonances and their “shadows” at corresponding opposite biases. Derro et al. suggested that these
resonances might be a consequence of superconducting quasiparticle scattering rather than an indication of a CDW state as previously reported\textsuperscript{120,123} for two reasons. First, the wavelength of these resonances in real space disperses by more than 10% within 50 meV away from the Fermi level, whereas a CDW typically has a fixed wavelength determined by the nesting vectors on the Fermi surface. Second, similar resonances have been observed in Bi-2212 (ref. 38–40 and 43) as a consequence of atomic defects. Morr and Balatsky proposed that one-dimensional scattering resonances can be observed in the chain plane of YBCO if the CuO plane is also superconducting due to its proximity to the CuO plane.\textsuperscript{125} However, this explanation seems unlikely as no superconducting gap on the surface was conclusively presented by Derro et al., and cleaved YBCO crystals seem to suffer from surface overdoping all the way out of the superconducting state.\textsuperscript{126,127}

In summary, patchy (type I) and periodic (type II) electronic inhomogeneities are both observed across several cuprate compounds. There exists some experimental evidence that both types of inhomogeneity are pinned by specific defects, but there is no conclusive evidence that chemical inhomogeneity is solely responsible for either type of electronic inhomogeneity. No studies have uncovered ordered dopants which could plausibly cause type II inhomogeneity. In Bi-2212, recent studies suggest that AOVs act as the strongest pinning sites of large PG "patches" (type I inhomogeneity) and peaks of "checkerboard" charge modulation (type II inhomogeneity).\textsuperscript{71} However, AOVs occur only in underdoped Bi-2212 and even in those samples, they are not seen in all large PG patches (e.g. the region in Fig. 10c denoted by an arrow). Cu site defects have also been shown to pin the areas of small spectral gap,\textsuperscript{62} but likewise they do not occur in all Bi-2212 samples studied, nor are they seen in all small gap areas. Sr site defects exhibit some correlation with the areas of large PG. Other impurities, such as Pb dopants and some interstitial oxygens, seem to exhibit little correlation with the PG. Yet no study to date has imaged all of the aforementioned dopants in the same field of view, and it would be interesting to see the extent to which the spectral gap maps (see Fig. 10c for an example) can be reconstructed based on the knowledge of all dopant positions.\textsuperscript{128} In CCOC, electronic inhomogeneity might be a direct consequence of Na dopant disorder, but further work is required to conclusively show this. In YBCO, one-dimensional resonances observed in the CuO chain layer are attributed to O vacancies,\textsuperscript{124} but due to the surface overdoping of YBCO,\textsuperscript{126} these one-dimensional resonances may not be representative of the bulk. The definitive answer to the question of whether chemical inhomogeneity causes or merely pins type I electronic inhomogeneity will likely come only from studies of gate-doped stoichiometric parent cuprates.

**Chemical disorder and $T_c$**

An important metric of superconducting utility is its $T_c$, the temperature below which the resistance of the material drops to zero. Within both cuprates and Fe-SCs, the bulk compounds with highest $T_c$ are all non-stoichiometric, with maximum ambient pressure $T_c$ of $\sim$135 K in HgBa$_2$Ca$_2$Cu$_2$O$_{8+}$ and $\sim$57 K in Sm$_{1+y}$La$_x$O$_{1+y}$F$_x$FeAs.\textsuperscript{16} Nominally stoichiometric superconductors tend to have lower $T_c$ (such as 81 K in YBa$_2$Cu$_3$O$_y$ (ref. 130) and 18 K LiFeAs\textsuperscript{131}). These comparisons beg the question whether chemical disorder itself may play a role in enhancing $T_c$.

To address the effect of dopant disorder on $T_c$ in cuprates, Eisaki et al. thoroughly investigated cation substitutions in Bi-2201, and discovered that partial replacement of Sr$^+$ by rare-earth ions resulted in a monotonic decrease of $T_c$ with increasing ionic radius mismatch.\textsuperscript{105} A second test in Bi-2212 reinforced this point: by minimizing the concentration of Bi substitutions at the Sr site, $T_c$ was increased from 82.4 K for $\sim$20% substitutions to 94.0 K for the pure sample with Bi: Sr ratio closest to 1:1. Substitution of 8% Y atoms at the Ca site allowed even better Sr site stoichiometry, increasing $T_c$ still further to 96 K, and emphasizing that not all types of disorder are equally harmful.

Since disorder in the cuprate superconducting CuO$_2$ planes depresses $T_c$,\textsuperscript{132} it was surprising that some Fe-SCs arise by doping directly into the crucial FeAs plane of a non-superconducting parent compound. For example, $T_c$ $\sim$ 25 K in Ba$_x$(Fe$_{1-x}$Co$_x$)$_2$As$_2$,\textsuperscript{133} a member of the electron-doped A[Fe$_{1-x}$M$_x$]$_2$As$_2$ (A122) family, where M = Co, Ni, etc. It was pointed out that $T_c$ in electron-doped AI22 Fe-SCs could potentially be even higher, comparable to the $T_c$ of 38 K found in hole-doped AI22 materials, if the damaging dopant disorder were taken out of the FeAs layer and moved into the buffer layer between the two FeAs planes. Indeed, this was found to be the case in the rare-earth-doped Ca122 family,\textsuperscript{134,135} with $T_c$ reaching 49 K in Pr$_{0.95}$Ca$_{0.05}$Fe$_2$As$_2$ (Pr-Ca122). However, the high $T_c$ appeared in only $\sim$10% of the volume, while the bulk of the material showed $T_c$ $\sim$ 10–20 K. Extensive tests have so far failed to determine the origin of this mysterious low volume fraction high-$T_c$ phase, as they appear to have ruled out surface superconductivity, contaminant phases, and strain mechanics,\textsuperscript{135} leaving dopant clustering as one of the few remaining hypotheses. Zeljkovic et al. recently addressed this issue by performing real-space imaging of Pr dopants in Pr-Ca122.\textsuperscript{136} The Pr dopants appear more evenly distributed than would be expected from a completely random distribution (possibly due to like charge-
repulsion between Pr\(^{3+}\) ions); thus Pr clustering is an unlikely cause of the low volume fraction high-\(T_c\) phase in this material.

Even though dopant distribution did not explain the mystery of the high-\(T_c\) phase in Pr-Ca122, several other studies have emphasized the importance of specific arrangements of dopants, for creating better superconductors with higher \(T_c\). By coupling layers of La\(_2\)CuO\(_4\) to metallic La\(_{1.52}\)Sr\(_{0.48}\)CuO\(_4\), neither of which have \(T_c\) greater than 48 K in isolation, Gozar et al. increased the \(T_c\) up to \(\sim 51\) K.\(^{137}\) Goren and Altman predicted \(a \sim 15\%\) increase in \(T_c\) from alternate dopant arrangements within the CuO\(_2\) planes of Bi-2212.\(^{138}\) It was recently reported that a single layer of FeSe on top of SrTiO\(_3\) substrate has \(T_c \sim 65\) K\(^{118}\) which is much higher than the bulk \(T_c\) of FeSe. The efforts to synthesize materials with higher \(T_c\) are ongoing, and these experiments demonstrate the significance of inhomogeneity in achieving that feat.

**Chemical disorder and vortex pinning**

Another metric of superconductor performance is its behavior in magnetic field. When a magnetic field is applied to a type I superconductor, magnetic flux is expelled to a thin layer on the surface. In contrast, in type II superconductors, magnetic flux penetrates as quantized flux tubes called vortices. Because they avoid the high energy cost of complete flux expulsion, type II superconductors tend to have higher upper critical temperatures and fields. Their utility is typically limited, however, by intrinsic scattering of vortices. The Lorentz force out of phase with the vortices is the unwanted motion of vortices, driven by the Lorentz force. Thus tremendous research effort spanning many decades has been devoted to fine-tuning chemical impurities to strengthen vortex pinning without significantly degrading other superconducting metrics.\(^{37,119}\) Most of this effort is based on tweaking the chemical structure and measuring the bulk critical current, blind to the individual interactions between vortices and specific pinning sites. Interpretation of these bulk experiments can be challenging, particularly in high-\(T_c\) materials which may already host several forms of inhomogeneity even before the introduction of potential new pinning sites.

The most commercialized high-\(T_c\) material for the last decade has been YBCO.\(^{140}\) STM and magnetic force microscopy (MFM) have been applied to understand vortex pinning in pristine single crystal YBCO. Maggio-Aprile et al. imaged an oblique vortex lattice with no apparent long-range order in YBCO.\(^{141}\) The lattice axes were seen to rotate 90° at a twin boundary, as would be expected if the pinning were to the CuO chain planes.\(^{142}\) Although no atomic resolution was achieved in these studies (and therefore no atomic defects were imaged), previous transport experiments suggested the importance of oxygen vacancies in pinning the magnetic flux lines.\(^{143}\) Several STM studies observed O vacancies in the CuO chain layer,\(^{118,120}\) which were reported to form anisotropic clusters typically 2–4 nm in size,\(^{118}\) thus providing a real-space confirmation of oxygen vacancy clustering in this material. Subsequently, MFM confirmed the importance of oxygen vacancy clusters in vortex flux pinning, estimating cluster size to be \(\sim 10\) vacancies.\(^{144}\) For commercial applications, pristine single crystal YBCO growth is not viable, but cheaper tape growth must introduce sufficient pinners while minimizing grain boundaries. Even grain boundaries with as small as 4° misalignment act as weak links, exponentially degrading the critical current with increasing angle.\(^{145}\) Recently, bulk transport measurements have shown that Zr doping improves critical current in field,\(^{140}\) but microscopic mechanisms have not been investigated at the single vortex level.

STM has been used in recent years to directly image individual vortices and pinning sites in the Fe-SCs,\(^{146}\) where low anisotropy, high upper critical field, and strong native vortex pinning motivate studies to evaluate whether Fe-SCs may eventually be more profitable for applications.\(^{147}\) Although STM images only the surface, where the vortex lines emerge from the bulk of the material, it can nonetheless give valuable information about the vortex arrangement in the interior. From the relationship between vortex tops and surface defects, the electronic anisotropy of the high-\(T_c\) materials can be easily identified by the tendency of vortices to pin on impurities in the surface layer, thus signifying their ease of bending or even their separation into individual “pancake” vortices.\(^{148}\) For example, Ba(Fe\(_{1-x}\)Co\(_x\))\(_2\)As\(_2\) is found to be a relatively isotropic superconductor, as the vortex tops are uncorrelated with a set of surface defects which clearly independently destroy local superconductivity.\(^{149}\) In contrast, Bi-2212 is found to be a highly anisotropic superconductor, in which the majority of vortex tops appear pinned by surface Zn impurities.\(^{150}\)

From the vortex arrangement alone, the relative strength of the pinning force and the inter-vortex interactions can be inferred. For example, in K\(_x\)Ba\(_{1-x}\)Fe\(_2\)As\(_2\), inter-vortex interactions apparently dominate, and the vortices form a hexagonal lattice (Fig. 14a).\(^{151}\) However, in both Ba(Fe\(_{1-x}\)Co\(_x\))\(_2\)As\(_2\) (Fig. 14b)\(^{149}\) and K\(_x\)Sr\(_{1-x}\)Fe\(_2\)As\(_2\) (Fig. 14c),\(^{152}\) the vortices form a disordered lattice, indicating stronger pinning. Song et al.\(^{31}\) proposed that this contrast stems from differences in dopant size mismatch: larger size mismatch leads to dopant clustering to relax the strain, which in turn leads to more significant electronic inhomogeneity and stronger vortex pinning.\(^{152}\) Electronic inhomogeneity arising from dopant clustering is supported also in the FeSe\(_{1-y}\)Te\(_2\) system. In FeTe\(_{0.95}\)Se\(_{0.05}\), He et al.\(^{31}\) used statistical analysis of dopant positions to reveal dopant clustering of \(\sim 1\) nm\(^2\), which likely pin the disordered vortex structure.\(^{72}\) (Even in nominally stoichiometric LiFeAs (Fig. 14d), the vortex structure is disordered possibly due to intrinsic defects similar to the ones shown in Fig. 5e–h.)\(^{31}\)
In summary, dopant disorder strongly influences both $T_c$ and $J_c$ in high-$T_c$ superconductors, but in opposing manners—minimizing defects at specific lattice sites can raise $T_c$, but the same reduced disorder is less effective at pinning magnetic flux lines, thus lowering $J_c$. These conflicting effects complicate the efforts to synthesize new superconductors with simultaneously enhanced metrics $T_c$ and $J_c$, but a possible avenue of investigation in layered materials could involve moving dopants further away from the superconducting plane while maintaining the same degree of disorder, as in the case of the Ca-doped Bi-2212 (ref. 105) and rare-earth-doped Fe-SCs.134,135

**Conclusions and future directions**

Over the past several decades, scanning tunneling microscopy has made tremendous contributions to the understanding of unconventional superconductors. In contrast to bulk-probe techniques that measure electronic properties averaged over large areas of a material, STM has a unique capability to simultaneously access structural and electronic properties at the atomic scale. STM is therefore the ideal tool for studies of chemical disorder and its effects.

In this Perspective, we have addressed several issues. First, we reviewed how STM can constrain the pairing symmetry in unconventional superconductors by using spectroscopic measurements at specific atomic defect sites. Furthermore, impurities can be intentionally introduced into unconventional superconductors as scattering sites for QPI imaging, which reveals the underlying band structure and symmetry breaking in momentum space. Second, we have shown that electronic inhomogeneity in cuprate superconductors is likely pinned by specific chemical defects, but there is little experimental evidence to determine whether the electronic inhomogeneity would arise spontaneously in the absence of such defects. Finally, we discussed how chemical disorder can be used to enhance desired superconducting properties such as $T_c$ or $J_c$.

There are still many unexplored aspects of chemical and electronic inhomogeneity in unconventional superconductors. First, STM is constrained to measuring atomically flat and clean surfaces, which are usually achieved by cleaving single crystals. Although there has been considerable progress in growth and study of Fe-SCs using combined MBE-STM systems, many unconventional superconductors, such as YBa$_2$Cu$_3$O$_{7-x}$, La$_{2-x}$Sr$_x$CuO$_4$, or Ba$_{1-x}$K$_x$BiO$_3$, cannot be cleaved to expose atomically flat surfaces with electronic states clearly representative of the bulk. Second, spin-polarized STM has been very successful in spin-resolved imaging of systems of magnetic elements155 yet SPSTM has not yet been successfully applied to unconventional superconductors. STM will surely continue to make significant contributions towards understanding the role of chemical disorder in shaping the electronic properties of superconductors. This improved understanding will enable enhancements to the properties of today’s superconductors, as well as predictions to discover and synthesize new and better superconductors in the future.
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