Failure of Conventional Density Functionals for the Prediction of Molecular Crystal Polymorphism: A Quantum Monte Carlo Study

The Harvard community has made this article openly available. Please share how this access benefits you. Your story matters

Citation

Published Version
doi:10.1021/jz100418p

Citable link
http://nrs.harvard.edu/urn-3:HUL.InstRepos:13454551

Terms of Use
This article was downloaded from Harvard University’s DASH repository, and is made available under the terms and conditions applicable to Open Access Policy Articles, as set forth at http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#OAP
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Abstract

We have applied the diffusion Monte Carlo (DMC) method, for the first time, to an organic molecular crystal (para-diiodobenzene) in order to determine the relative stability of its two well-known polymorphs. The DMC result predicts that the α phase is more stable than the β phase at zero temperature, in agreement with experiment. In comparison, we evaluated four commonly-used local, semi-local and hybrid density functionals, including an empirical correction to include the effects of dispersion. We conclude that while density-functional theory (DFT) may provide the most practical method for estimating the effects of electron correlation, conventional functionals which do not accurately describe noncovalent interactions may not be considered reliable for determining highly accurate energies in such systems.


Polymorphism is the ability of a material to exist in more than one crystalline state while retaining the same chemical composition, but potentially very different physical and chemical properties.\(^1,2\) Recently, much attention has been devoted to the discovery and synthesis of organic molecular crystals for the development of electronic devices.\(^3\) It has been demonstrated that the intrinsic crystallographic packing of these materials can strongly affect their overall performance for this task, and a detailed understanding of polymorphism can be of great importance.\(^7\)

Here, we focus on the para-diiodobenzene (DIB) molecular crystal. DIB stands out among organic molecular semiconductors because of its remarkable charge-transport properties, having an especially high room-temperature hole mobility (>10 cm\(^2\)/Vs ).\(^8\) Moreover, it is known to pack into two different crystal lattices, known as the α and β polymorphs.\(^9,10\) Despite its importance in the field of organic electronics, there are surprisingly few theoretical studies in the literature which rigorously compare the two polymorphs. Brillante et. al.\(^11\) first investigated the issue in the framework of density-functional theory (DFT).\(^12\) They found that the α phase is less stable than the β phase by about 96 meV per unit cell at zero temperature. This contradicts experiments which demonstrate that the α phase is the most stable up to ca. 326 K.\(^9,10\) However, to the best
of our knowledge, no further theoretical studies have been carried out to accurately investigate the
ground-state energies of these polymorphs. Our intention is to study the polymorphism in terms of
the relative stability of the $\alpha$ and $\beta$ phases using benchmark quantum chemical calculations.

The accurate treatment of crystalline materials is a challenging matter for theory in general.\textsuperscript{13,14}
Moreover, benchmark studies of polymorphism confront the additional difficulty that the energy
differences between polymorphs can be very small (on the order of 1 meV per atom) and at the
limit of accuracy for even the most sophisticated methods. Achieving this accuracy for molecular
crystals requires a careful treatment of electron correlation to allow the proper description of many
interaction types, such as hydrogen-bonding, van der Waals and dispersion, as well as covalent and
ionic.

Currently, DFT is the method of choice for incorporating the effects of electron correlation
into molecular crystal calculations due to its extremely favorable balance between accuracy and
efficiency. As a result, DFT studies have been routinely used by several groups to explore the
properties of DIB, such as hole mobility.\textsuperscript{15,16}

Despite its success, however, DFT has some well-known weaknesses. For example, conven-
tional functionals often fail to accurately capture noncovalent interactions, as comprehensively
shown in the recent benchmark study of Zhao and Truhlar.\textsuperscript{17} In molecular crystal calculations, es-
pecially when comparing polymorphs, it is reasonable to expect that an accurate treatment of these
interactions is important. Even for some covalent clusters, such as C\textsubscript{20} or B\textsubscript{20}, several commonly-
used functionals have been shown to be highly unreliable in predicting geometries and relative
ground-state energies.\textsuperscript{18} Nevertheless, in most cases, DFT is essentially the most accurate method
available due to its favorable computational cost.

Benchmark \textit{ab initio} studies of atoms and molecules have traditionally relied on the well-
known hierarchy of wavefunction-based electronic-structure methods,\textsuperscript{19} and have been very suc-
cessful in the treatment of small to medium-sized systems. For solid-state materials, the lowest-
order Hartree-Fock (HF) approach may be efficiently implemented in terms of crystalline orbital
theory,\textsuperscript{20} but this is not sufficient for benchmark investigations. Very recently, there has been
progress in extending canonical post-HF methods to the treatment of periodic systems.\textsuperscript{21,22} However, in general, wavefunction methods are overwhelmed by the number of degrees of freedom in these cases, and high-order treatments have been restricted to only 1 or 2-dimensions, or have introduced additional approximations.\textsuperscript{23–26}

An alternative class of methods exist, based on the quantum Monte Carlo (QMC) approach. QMC methods can evaluate the total energy of many-electron systems to high accuracy\textsuperscript{27–29} because they can explicitly take into account many-electron correlation effects at reasonable cost by means of a stochastic approach. Indeed, one of the most accurate QMC methods, diffusion Monte Carlo (DMC), has an accuracy comparable to the high-level wavefunction-based method CCSD(T) (coupled-cluster with single and double substitutions, including non-iterative triples) using a cc-pVQZ basis set.\textsuperscript{30} While canonical CCSD(T) is generally unfeasible for molecular crystal calculations, DMC can be performed given sufficient computational resources, due to its linear-to-cubic scaling with respect to system size.\textsuperscript{31}

In this letter, we benchmark the ability of some well-known DFT functionals to predict the energy ordering of the $\alpha$ and $\beta$ polymorphs of DIB using the DMC method. This is the first time, to our knowledge, that a DMC calculation has been published for an organic molecular crystal. While DMC can only readily provide the total energy, we believe our DMC results are a valuable cornerstone for the assessment of more approximate methods and to judge their reliability for the prediction of more interesting physical properties.

We now outline the computational details we employed in our DMC and DFT calculations. Further information concerning the standard theory is readily available in the literature.\textsuperscript{12,27–29}

In all our DMC calculations, the core electrons of the carbon and iodine atoms were replaced with a non-local pseudopotential of the Trail-Needs type, taken from the CASINO pseudopotential library.\textsuperscript{32} To maintain fermion antisymmetry, we assumed the fixed-node approximation\textsuperscript{27} in which the nodal surface is the same as the correlated trial wavefunction. We employed Slater-Jastrow trial wavefunctions, where the one-electron orbitals constituting the Slater determinant were obtained from DFT calculations using the ABINIT code\textsuperscript{33,34} with a plane wave basis set
(cut-off energy = 40 Hartree) and the Perdew-Wang (1992) local-density exchange-correlation functionals. The Jastrow factor included one- and two-body Pade-type functions, which have 6 and 4 adjustable parameters, respectively. These parameters were optimized by the variance minimization procedure.

To attain reasonably converged results, we accumulated the numerical results over $1.2 \times 10^7$ steps for both the $\alpha$ and $\beta$ phases. A target population of 16384 random walkers was used in the DMC simulations and we adopted a time step of 0.001 a.u. All the QMC calculations were performed using the QMCPACK code.

In the DFT calculations, we considered three approximations to the exchange-correlation functional, i.e., local density approximation (LDA), generalized gradient approximation (GGA), and hybrid functionals. The LDA functional was of Ceperley and Alder type parameterized by Perdew and Zunger. We used two commonly-used GGA functionals, namely PW91 (Perdew-Wang 91) and PBE (Perdew-Burke-Ernzerhof). The hybrid functional was B3LYP which is one of the most popular functionals for studying molecular systems. In addition, to explore the effect of dispersion which is not recovered using the above functionals, we also employed a London-type empirical correction as proposed by Grimme.

The DFT calculations were performed using the CRYSTAL09 program package using an all-electron Gaussian basis set under periodic boundary conditions with a $1 \times 3 \times 4$ Monkhorst-Pack $k$-point mesh for both crystalline phases. A 6-31G** basis set was used for the hydrogen and carbon atoms and a 3-21G basis for the iodine atoms. The simulation cell was the same as the QMC unit cell. Since the dispersion correction implemented in CRYSTAL09 has been mostly tested and used for molecular crystal calculations in combination with the B3LYP functional, we chose not to add the correction to the other functionals.

Due to the small energy differences, a rigorous study of the polymorph stabilities would ideally include an analysis of both finite-size errors and zero-point energy (ZPE) contributions. Such effects could be significant on an energy scale of 10meV. However, for a relatively weakly bound molecular crystal such as DIB, the majority of the ZPE would come from intramolecular contribu-
tions which should be almost the same for both polymorphs. As a result, it is reasonable to neglect the ZPE correction when predicting the relative stability, as we do here.

In the same way, due to the structural similarity of the two phases, we may also expect the majority of the finite-size errors to cancel out when computing the energy difference. In our DFT calculations we have used $k$-point meshes which give energies converged to less than 10 meV, but the differences between the $\Gamma$-point energies and using more $k$-points suggested that the finite-size error in our DMC result may be significant. To make a more accurate evaluation, we estimated the error using the a posteriori correction scheme of Kwee et.al.\textsuperscript{44} We performed this correction using the Quantum Espresso package at the LDA level using Fritz-Haber-Institute (FHI) pseudopotentials with a cutoff energy of 50 Hartree. The result is given below.

We now describe the results of our DMC and DFT calculations of the DIB ground-state energies. The $\alpha$ and $\beta$ polymorphs are packed into orthorhombic crystal lattices belonging to the $Pbca$ ($D_{15}^{15}$) and $Pccn$ ($D_{2h}^{10}$) space groups, respectively.\textsuperscript{10} Both structures have four DIB molecules (48 atoms) per unit cell as shown in Fig. Figure 1, where it is also possible to see the qualitative difference between the $\alpha$ and $\beta$ packing in terms of the orientation of the individual molecules. In our calculations, we used both experimental and theoretically-optimized geometries. First we consider the experimental parameters, where the lattice constants and unit cell atomic positions were taken from the Cambridge Structural Database (ZZZPRO03 and ZZZPRO04 for the $\alpha$ and $\beta$ phases, respectively; http://www.ccdc.cam.ac.uk/).

Fig. Figure 2 shows the energy differences between the $\alpha$ and $\beta$ phases, $\Delta E \equiv E(\alpha) - E(\beta)$, computed with DMC and DFT, including the dispersion correction for B3LYP, labeled B3LYP+D. The DMC finite-size correction was estimated to be $+50$ meV using the scheme of Kwee et.al. Including this correction, the DMC result predicts $\Delta E = -46 \pm 37$ meV per unit cell. i.e. the $\alpha$ phase is more stable, in agreement with experiment. This is a very small energy difference of less than 2 meV per atom. In contrast, all the energy differences per unit cell computed with the conventional GGA and hybrid functionals are positive, ranging from 29 meV using PW91, to 68 meV using B3LYP.
Figure 1: (a) Lattice vectors of the unit cell and the chemical structure of the DIB molecule. (b) α phase crystal structure with lattice constants: $a = 17.000$, $b = 7.323$, and $c = 6.168$ Å. (c) β phase crystal structure with lattice constants: $a = 17.092$, $b = 7.461$, and $c = 6.154$ Å.
Figure 2: The energy difference between the $\alpha$ and $\beta$ phases of DIB, $\Delta E \equiv E(\alpha) - E(\beta)$, computed with DMC and four different DFT functionals at the experimental geometry. The DMC result includes a finite-size correction of $+50\text{meV} / \text{unit cell}$, and the error bar is shown. In addition, the effect of adding the empirical dispersion correction to the B3LYP result is included, labeled B3LYP+D.

Table 1: DFT energy differences, $\Delta E \equiv E(\alpha) - E(\beta)$, between the $\alpha$ and $\beta$ phases of $p$-DIB at the experimental (expt) and optimized (opt) geometries using four different functionals. In addition, the effect of adding the empirical dispersion correction to the B3LYP result is included, labeled B3LYP+D. All energies are in units of meV per unit cell.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>PW91</th>
<th>PBE</th>
<th>B3LYP</th>
<th>B3LYP+D</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta E(\text{expt})$</td>
<td>-123</td>
<td>29</td>
<td>25</td>
<td>68</td>
<td>-155</td>
</tr>
<tr>
<td>$\Delta E(\text{opt})$</td>
<td>-129</td>
<td>-165</td>
<td>-12</td>
<td>-16</td>
<td>-163</td>
</tr>
</tbody>
</table>
Table 2: Optimized lattice constants and unit cell volume for the two polymorphs of DIB evaluated using four DFT functionals and compared with experiment. In addition, the effect of adding the empirical dispersion correction to the B3LYP result is included, labeled B3LYP+D. Length and volume are in units of Å and Å$^3$, respectively.

<table>
<thead>
<tr>
<th></th>
<th>α phase</th>
<th></th>
<th>β phase</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>V</td>
</tr>
<tr>
<td>LDA</td>
<td>16.300</td>
<td>6.706</td>
<td>5.957</td>
<td>651</td>
</tr>
<tr>
<td>PW91</td>
<td>18.721</td>
<td>8.993</td>
<td>5.473</td>
<td>921</td>
</tr>
<tr>
<td>PBE</td>
<td>18.748</td>
<td>8.589</td>
<td>5.555</td>
<td>894</td>
</tr>
<tr>
<td>B3LYP</td>
<td>18.620</td>
<td>9.733</td>
<td>5.756</td>
<td>1043</td>
</tr>
<tr>
<td>Expt</td>
<td>17.000</td>
<td>7.323</td>
<td>6.168</td>
<td>768</td>
</tr>
</tbody>
</table>

Next, we investigate the sensitivity of the results to the crystal geometry. To do so, we optimize both the atomic positions and lattice constants to give a fully-relaxed structure. Due to the computational expense, this was only practical for the DFT methods. Table 1 shows the energy differences, $\Delta E$, between the α and β phases using the experimental and optimized geometries. In fact, all five DFT results correctly predict the α phase to be more stable at the optimized geometries. Table 2 reports the optimized lattice cell parameters and unit cell volumes compared to experiment. For both phases, LDA and B3LYP+D give the most compact structures, closest to experiment, while B3LYP strongly overestimates the cell volume.

An analysis of the above results must inevitably focus on the size of the energy difference, $\Delta E$. To accurately and rigorously predict an energy difference of order 50 meV, many factors must be carefully included in the calculation. In this work, we have explored three of the main sources of error: (1) choice of theoretical method, (2) crystal geometry and (3) finite-size effects.

While the DMC result should be of high quality, the estimated error bar in Fig. Figure 2 highlights the computational challenge. We conservatively chose a time step of 0.001 a.u. to minimize the time-step error, but in turn this required significant computational time to reduce the statistical error to within our chosen accuracy of less than 30 meV for each polymorph. A larger time-step would facilitate faster convergence of the statistical error, but could introduce unknown systematic errors. From our final error bars, the probability that the DMC $\Delta E$ value has a positive sign is
approximately 21%.

DFT is the most widely-used method for the \textit{ab initio} treatment of molecular crystals, but it is striking that the three commonly-used GGA and hybrid functionals we tested give the wrong qualitative stability for the polymorphs at the experimental geometries. It is not surprising that PW91 and PBE give very similar results since the functionals are very closely related. B3LYP performs the worst and gives a value for $\Delta E$ more than 100 meV greater than the DMC benchmark. This is significant because B3LYP is the most widely used functional in chemistry.

Perhaps the most striking results in Figure 2 are the LDA and B3LYP+D values, which correctly predict the $\alpha$ phase to be most stable, but strongly overestimate the magnitude of $\Delta E$ in comparison to DMC. The B3LYP+D calculation suggests that an accurate treatment of dispersion is important, as we expected, and shifts the predicted stability in favor of the $\alpha$ phase. However, the empirical correction used here is much too large if we take the DMC result as our benchmark. It would therefore be interesting to test more sophisticated dispersion-corrected functionals, or wavefunction-based methods, to explore this issue further, and we are currently doing so.

It is well-known that LDA overbinds. At the experimental geometry, the $\alpha$ unit cell volume is more compact than in the $\beta$ phase and the $\alpha$ phase is most stable at low temperature. Physically, the stability associated with the more compact unit cell is due to increased van der Waals and other noncovalent interactions. PBE, PW91 and B3LYP cannot recover this energy accurately and fail to predict the relative stability of the $\alpha$ phase, but the tendency for LDA to overbind seems to compensate for the lack of dispersion. Overall, the resulting error cancellation leads to the correct sign for $\Delta E$ compared to the GGA and hybrid functionals, but the result is much too negative (-123 meV) and cannot be considered reliable.

These observations are also reflected in the geometry optimizations. In Tables 2 and 3, we may notice that LDA strongly underestimates the optimized unit cell volume, consistent with the overbinding. However, the resulting $\Delta E(\text{opt})$ is very similar to $\Delta E(\text{expt})$ and both are too negative. Somewhat surprisingly, all five DFT methods give the correct sign for $\Delta E(\text{opt})$: the optimized PW91, PBE and B3LYP calculations predict the $\alpha$ phase to be most stable, but they also all give
too large unit cell volumes due to the lack of attractive noncovalent interactions. Moreover, using PW91 and PBE, the \( \alpha \) cell volume is greater than the \( \beta \) cell volume, in contradiction with experiment. Thus the more accurate, negative \( \Delta E(\text{opt}) \), is likely to be fortuitous error cancellation.

More interesting is the B3LYP+D result, which introduces dispersion and dramatically reduces the cell parameters from the B3LYP values towards experiment. Unfortunately, the contraction is too severe along the \( b \)-axis and the final structure is somewhat too compact. Nevertheless, the final geometries are the closest to experiment of all five methods. As with LDA, the resulting \( \Delta E(\text{opt}) \) is very similar to \( \Delta E(\text{expt}) \), but too negative.

In light of the apparent importance of dispersion effects, it is interesting to compare our DFT results with the benchmark study of Zhao and Truhlar.\(^{17}\) They tested forty exchange-correlation functionals on 22 noncovalent complexes which have significant hydrogen-bonded or van der Waals interactions, including systems similar to DIB such as the benzene dimer. Overall, their estimated mean errors in the interaction energies were found to increase in the order: PW91 (90 meV), PBE (106 meV), LDA (108 meV) and B3LYP (154 meV). The main point to note is that these errors are of the same order of magnitude as the predicted \( \Delta E \) energy itself. It could therefore be argued that conventional DFT functionals are not appropriate for the rigorous prediction of quantities such as \( \Delta E \) in molecular crystals. Certainly, the impact of B3LYP+D in our results seems to support this view.

To conclude, we have studied the relative stabilities of two polymorphs of a molecular crystal using the DMC method. The DMC result correctly predicts that the \( \alpha \) phase is more stable than the \( \beta \) phase at zero temperature. In contrast, the DFT results using four common functionals were inconsistent and inconclusive, with variations of the same order of magnitude as the energy difference itself. A proper treatment of electron correlation to include an accurate treatment of noncovalent interactions seems to be important. We hope that our work demonstrates that DMC calculations on molecular crystals which can include these effects are now feasible and can provide crucial benchmarks for testing more approximate methods.
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