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Abstract. We present a global data set of free tropospheric ozone–CO correlations with $2^\circ \times 2.5^\circ$ spatial resolution from the Ozone Monitoring Instrument (OMI) and Atmospheric Infrared Sounder (AIRS) satellite instruments for each season of 2008. OMI and AIRS have near-daily global coverage of ozone and CO respectively and observe coincident scenes with similar vertical sensitivities. The resulting ozone–CO correlations are highly statistically significant (positive or negative) in most regions of the world, and are less noisy than previous satellite-based studies that used sparser data. Comparison with ozone–CO correlations and regression slopes ($dO_3/dCO$) from MOZAIC (Measurements of OZone, water vapour, carbon monoxide and nitrogen oxides by in-service AlRbus airCraft) aircraft profiles shows good general agreement. We interpret the observed ozone–CO correlations with the GEOS (Goddard Earth Observing System)-Chem chemical transport model to infer constraints on ozone sources. Driving GEOS-Chem with different meteorological fields generally shows consistent ozone–CO correlation patterns, except in some tropical regions where the correlations are strongly sensitive to model transport error associated with deep convection. GEOS-Chem reproduces the general structure of the observed ozone–CO correlations and regression slopes, although there are some large regional discrepancies. We examine the model sensitivity of $dO_3/dCO$ to different ozone sources (combustion, biosphere, stratosphere, and lightning NOX) by correlating the ozone change from that source to CO from the standard simulation. The model reproduces the observed positive $dO_3/dCO$ in the extratropical Northern Hemisphere in spring–summer, driven by combustion sources. Stratospheric influence there is also associated with a positive $dO_3/dCO$ because of the interweaving of stratospheric downwelling with continental outflow. The well-known ozone maximum over the tropical South Atlantic is associated with negative $dO_3/dCO$ in the observations; this feature is reproduced in GEOS-Chem and supports a dominant contribution from lightning to the ozone maximum. A major model discrepancy is found over the northeastern Pacific in summer–fall where $dO_3/dCO$ is positive in the observations but negative in the model, for all ozone sources. We suggest that this reflects a model overestimate of lightning at northern midlatitudes combined with an underestimate of the East Asian CO source.

1 Introduction

Tropospheric ozone is produced by the photochemical oxidation of carbon monoxide (CO), methane (CH₄), and non-methane volatile organic compounds (NMVOCs) in the presence of nitrogen oxides (NOₓ ≡ NO + NO₂). It is a potent
greenhouse gas and harmful surface air pollutant, with implications for climate, human health, and agricultural productivity (IPCC, 2007). Current global models can capture the observed large-scale spatial and seasonal patterns of ozone concentrations but there is large uncertainty in the driving factors, as reflected by the large differences between models in ozone production and loss rates (Wild, 2007; Wu et al., 2007) and in source contributions (Fiore et al., 2009). We present here a high-density global satellite database of ozone–CO correlations using data from the Ozone Monitoring Instrument (OMI; Levelt et al., 2006) and the Atmospheric Infrared Sounder (AIRS; Aumann et al., 2003), and explore its value for constraining our understanding of the factors controlling ozone.

Many studies have used ozone–CO correlations derived from in situ observations to constrain ozone sources and transport. CO is emitted from incomplete combustion and has an atmospheric lifetime of a few months against oxidation. Fishman and Seiler (1983) first used the sign of the ozone–CO correlation in aircraft observations to distinguish between ozone produced photochemically in the troposphere (positive) and transported down from the stratosphere (negative). Positive surface air correlations observed in aged pollution and biomass burning plumes have been used to infer ozone production efficiencies (OPEs) and continental export (Parrish et al., 1993; Chin et al., 1994; Hirsch et al., 1996; Mao and Talbot, 2004; Jaffe and Wigder, 2012). Negative correlations may result from ozone chemical loss and surface deposition (Cardenas et al., 1998; Parrish et al., 1998; Harris et al., 2000). Observations from aircraft and remote mountain sites show that ozone–CO correlations extend into the free troposphere and on intercontinental scales, although they then reflect mixing of air masses as well as chemistry (Andreae et al., 1994; Mauzerall et al., 1998; Zahn et al., 2002; Honrath et al., 2004; Hudman et al., 2007). Interleaving of stratospheric intrusions with polluted continental outflow can complicate the fine-scale correlations in the free troposphere (Parrish et al., 2000; Nowak et al., 2004; Price et al., 2004; Liang et al., 2007).

Coincident satellite observations providing global coverage of ozone and CO have become available over the past decade from the NASA A-Train constellation. The vertical resolution of satellite retrievals is typically limited to 1–2 pieces of information in the troposphere. Zhang et al. (2006) first demonstrated that ozone–CO correlations could be derived from Tropospheric Emission Spectrometer (TES) retrievals of the mid-troposphere (Beer et al., 2001). Hegarty et al. (2009, 2010) examined ozone–CO correlations from TES grouped by the predominant synoptic circulation patterns over North America, and found a well-defined positive relationship in continental export in spring–summer. Voulgarakis et al. (2010) used TES data from 2005 to 2008 to derive global ozone–CO correlation statistics for December–January and July–August, and compared to results from two global models. They concluded that a systematic underestimate of the TES-derived ozone–CO correlations by the UKCA model was likely caused by model transport errors.

All previous ozone–CO correlation analyses from space have used ozone and CO satellite data from the TES instrument. A drawback is the limited coverage of TES due to lack of cross-track scanning. Individual satellite retrievals have large random error, compromising correlation analyses unless large ensembles are considered. Correlation analyses using TES have had to aggregate the data over ~1000 km spatial domains and/or over several years. Even so, the random retrieval error is problematic when diagnosing ozone–CO correlations (Zhang et al., 2006).

In this work, we produce a new database of ozone–CO correlations from space using ozone retrievals from OMI and CO retrievals from AIRS. These two instruments aboard the NASA A-Train observe the same scenes with near coincidence (<15 min). They use different spectral bands (OMI in the UV, AIRS in the thermal IR) but their vertical sensitivities are similar. Both provide near-daily global coverage. This allows us to calculate robust statistical relationships between ozone and CO with much less error and finer spatiotemporal resolution than previous satellite studies. We evaluate the resulting product with ozone–CO correlation data from MOZAIC (Measurements of OZone, water vapour, carbon monoxide and nitrogen oxides by in-service AIrbus aircraft) aircraft profiles (www.iagos.fr). Here we present global ozone–CO correlations for each season of 2008 on a 2° × 2.5° grid, and we use the global GEOS (Goddard Earth Observing System)-Chem chemical transport model (CTM) to interpret these correlations. A subsequent paper will examine interannual variability.

2 Data and methods

2.1 OMI

The OMI instrument is onboard the NASA Aura satellite with an Equator crossing time of ~13:45 LT. It measures solar backscatter at 270–500 nm. The nadir footprint is 13 km × 24 km, with near-daily global coverage from its 2600 km cross-track push-broom scanner. We use the Level 2G product of PROFOZ ozone profile retrievals by X. Liu et al. (2010), with a few major modifications described below. This retrieval is based on the optimal estimation method of Rodgers (2000). It reports partial ozone columns for 24 layers extending from the surface to ~0.1 hPa. The retrieved vertical profile of partial ozone columns, described by the vector \( \hat{x} \), can be expressed as

\[
\hat{x} = Ax + (I - A)x_a + \epsilon ,
\]

where A is the averaging kernel matrix, x is the true vertical profile, I is the identity matrix, \( x_a \) is the a priori estimate, and \( \epsilon \) is the retrieval error. The averaging kernel matrix represents the sensitivity of the retrieval to the true profile.
To speed up processing, the retrieval is done here at a nadir resolution of 52 km × 48 km by averaging (co-adding) 4/8 OMI UV1 (270–310 nm)/UV2 (310–330 nm) pixels. A major change to the retrieval presented by X. Liu et al. (2010) is the constraint on measurement error. Recent downward revision of the OMI measurement error (Braak, 2010), together with further reduction of this error through co-adding, results in unrealistically small observational error specification (∼0.035 % at 320 nm under tropical clear conditions) that causes spurious variability in the retrieval. This is most likely due to other unaccounted measurement and forward modeling errors. Therefore a minimum measurement error of 0.2 % in the spectral region of 300–330 nm is imposed. In addition, X. Liu et al. (2010) used effective O₃ cross sections and performed calculations at the OMI spectral grid resolution, which causes radiance errors up to 0.2–0.6 % at some wavelengths (with spectral position and magnitude errors varying with solar zenith angle). In the new algorithm, the radiative transfer calculation is done using VLIDORT (Spurr, 2006) as in X. Liu et al. (2010), but is now performed at selected wavelengths, interpolated to a fine grid of 0.05 nm using weighting functions, and is then convolved with OMI slit functions. This new scheme can reduce the radiance errors to typically less than 0.1 %.

The PROFOZ retrievals typically have 0.5–1.0 degrees of freedom for signal (DOFS), usually peaking at 700–500 hPa. We filter out poor retrievals by requiring that the average and root mean square (RMS) fitting residuals provided by the retrieval for the UV-2 channel be less than 3 % of the measurement error, and we also exclude data poleward of 60° due to high solar zenith angles.

The a priori estimate for the PROFOZ retrieval uses the McPeters et al. (2007) ozone profile climatology, which depends on calendar month and latitude. This adds variability to the retrieved profiles that is not actually measured. We remove this variability as in Zhang et al. (2006) by reprocessing the OMI retrievals to use a fixed a priori profile everywhere, which we choose as the mean annual McPeters et al. (2007) profile for 30° S–30° N.

Intercomparison of the OMI PROFOZ and TES ozone retrievals by Zhang et al. (2010) shows that the two exhibit similar geographic and seasonal variability with differences generally within ±10 ppbv. Validation of the OMI PROFOZ retrieval with ozonesonde profiles shows a global mean positive bias of 2.8 ppb in the troposphere (Zhang et al., 2010), which we subtract from the retrieved values.

### 2.2 AIRS

The AIRS instrument is onboard the NASA Aqua satellite with an Equator crossing time of ∼13:30 LT. AIRS retrieves CO by observing thermal emission around the 4.7 μm vibrational fundamental band. We use the Level 2 CO profiles from the version 5 (v5) AIRS retrieval (available for download through ftp://airspar1u.ecs.nasa.gov). A detailed description of the retrieval algorithm is available in Susskind et al. (2003). We use the Support retrieval product, which includes higher resolution profiles than the Standard product, reporting CO partial columns on 100 pressure levels between 1100 and 0.016 hPa. AIRS CO retrievals typically have ∼0.8 DOFS with sensitivity generally peaking between 600 and 300 hPa (Warner et al., 2007). The AIRS a priori is a fixed vertical profile from Deeter et al. (2003) up to 10.25 hPa and from the Air Force Geophysics Laboratory (AFGL) standard atmosphere profile above.

Validation of the AIRS v5 retrieval with aircraft vertical profiles shows a positive bias of 6–10 % in the Northern Hemisphere (McMillan et al., 2011) with a larger positive bias in the Southern Hemisphere (Yurganov et al., 2008, 2010; Warner et al., 2010). To correct for this bias we scale AIRS profiles down by 10 %. We remove retrievals that do not have a quality flag of QA = 0 provided in the retrieval product as well as any profiles with surface temperature reported as less than 250 K. For consistency with OMI, we limit our analysis to the daytime retrievals.

### 2.3 GEOS-Chem

We use the GEOS-Chem global CTM (version 9-01-02, http://geos-chem.org), originally described by Bey et al. (2001) and Park et al. (2004), to interpret the observed satellite ozone–CO relationships. GEOS-Chem is driven by Goddard Earth Observing System (GEOS-5) assimilated meteorological data from the NASA Global Modeling and Assimilation Office (GMAO). The GEOS-5 meteorological data have a native horizontal resolution of 0.5° × 0.67° with 72 vertical pressure levels and 6 h temporal frequency (3 h for surface variables and mixing depths). We degrade the horizontal resolution to 2° × 2.5° for input to GEOS-Chem. The model results presented here are for 2008 following a 1 yr initialization.

Global anthropogenic emissions of CO, NOₓ, and SO₂ are from the EDGAR 3.2 monthly inventory for 2000 (Olivier and Berdowski, 2001) while anthropogenic NMVOC emissions are from the RETRO monthly global inventory for 2000 (van het Bolscher et al., 2008). The default inventories are scaled for subsequent years on the basis of economic data (van Donkelaar et al., 2008) and regional overwrites are used where available. These include the US EPA NEI inventory for 2005, Asian emissions from Zhang et al. (2009) for 2006, the EMEP inventory for Europe (Vestreng and Klein, 2002) for 2005, the CAC emission inventory for Canada for 2005, and the BRAVO emission inventory for Mexico (Kuhns et al., 2003) for 1999. Global shipping emissions are from ICOADS, as implemented in GEOS-Chem by Lee et al. (2011). Global biofuel emissions are from Yevich and Logan (2003). Biomass burning emissions are from the Global Fire Emission Database version 3 (GFED3) inventory with monthly resolution (Giglio et al., 2010; van der Werf et al., 2010). Biogenic VOC emissions are from the Model of
Emissions of Gases and Aerosols from Nature (MEGAN) inventory of Guenther et al. (2006). The present simulation also includes conversion of HO$_2$ to H$_2$O in aerosol particles (Mao et al., 2013).

Lightning NO$_x$ emissions are constrained by an OTD/LIS (Optical Transient Detector and Lightning Imaging Sensor) climatology of lightning flash observations from satellites as described by Sauvage et al. (2007) and Murray et al. (2012), with timing and vertical distribution determined by GEOS-Chem deep convection. The global lightning NO$_x$ source is 6 Tg N a$^{-1}$ (Martin et al., 2007) with higher NO$_x$ yield per flash at northern midlatitudes compared to the tropics (Hudman et al., 2007).

Vertical profiles of ozone and CO in the stratosphere are simulated in GEOS-Chem using GEOS-5 transport, as in the troposphere, but with climatological production and loss rate constants. Production and loss rate constants for ozone in the stratosphere are computed locally with the Linoz algorithm of McLinden et al. (2000), while those for CO are specified on a monthly basis from the 2-D model of Schneider et al. (2000).

Previous evaluations of the ozone and CO simulations with OMI and AIRS by Zhang et al. (2010) and Kopacz et al. (2010) showed that GEOS-Chem is in general consistent with observations. However, several regional biases were apparent in these studies. In particular, the ozone simulation of Zhang et al. (2010) underestimated ozone in the tropics while overestimating ozone in the northern subtropics and southern midlatitudes. We will discuss these biases in the context of the present simulation below.

### 2.4 Correlation statistics

We average the individual OMI ozone and AIRS CO profile retrievals over a 2° × 2.5° horizontal grid, based on the center of the satellite footprint, for each day of 2008. We focus on the 700–400 hPa columns, where both instruments have maximum sensitivity. These are computed by adding the corresponding partial columns in the retrievals, with linear interpolation as necessary. For clarity of presentation, we convert the partial columns to the corresponding column mixing ratios. We compute the 700–400 hPa DOFS by adding the corresponding elements of the diagonal of the averaging kernel matrix and remove scenes with DOFS of less than 0.1.

We compute seasonal ozone–CO correlation statistics, specifically the correlation coefficient (r) and unweighted reduced-major-axis (RMA) regression slope (dO$_3$/dCO), for the three-month time series (DJF, MAM, JJA, SON) of the ozone and CO mixing ratios for each grid square.

For comparison to the satellite data, we archive GEOS-Chem daily output at the local satellite overpass time and regrid it vertically to the instrument retrieval levels. Since GEOS-Chem has little predictive capability in the stratosphere due to the use of climatological chemical rates, we replace the simulated profiles above the tropopause with the observed profiles as in Zhang et al. (2006). The simulated ozone and CO profiles are then smoothed with the instrument averaging kernels to account for the measurement sensitivity. The ozone–CO statistics from GEOS-Chem are calculated using the same methodology as the satellite data described above.

Random noise in individual ozone and CO profile retrievals degrades the ozone–CO correlations but this can be greatly reduced by averaging (central limit theorem). The high density of OMI and AIRS observations is of considerable advantage for this purpose. After data filtering, there are typically 10–30 OMI and AIRS profiles binned daily in each 2° × 2.5° grid square where data are available, with more profiles at lower latitudes. Tests applying random retrieval error to the GEOS-Chem profiles, as in Zhang et al. (2006), indicate little effect of retrieval noise on the simulated ozone–CO correlations from OMI and AIRS. This is in contrast to the TES results of Zhang et al. (2006) and Voulgarakis et al. (2010) where the correlations were found to be significantly degraded by that noise.

### 2.5 Evaluation with MOZAIC aircraft data

We evaluate the ozone–CO correlations and regression slopes derived from OMI/AIRS with in situ aircraft profiles over commercial airports in 2006 and 2008 from the MOZAIC program (Marenco et al., 1998 and www.iagos.fr). MOZAIC ascent/descent profiles extend up to a permanent 12 km limit. The profiles are vertically interpolated to the satellite retrieval grids and smoothed with the mean instrument averaging kernel matrix for the corresponding day and 2° × 2.5° horizontal grid square. The 700–400 hPa ozone and CO mixing ratios are then calculated for MOZAIC in the exact same manner as for the OMI/AIRS data described in Sect. 2.4. We require at least 10 MOZAIC vertical profiles with coincident satellite data at a site in a given season to derive ozone–CO correlations. This requirement is satisfied in those two years for three MOZAIC sites in Europe (Frankfurt, London, Vienna), four sites in the USA (Atlanta, Dallas, Philadelphia, Portland), two sites in Asia (Hyderabad, Tokyo), and one site in Africa (Windhoek). Only Windhoek, Namibia, has sufficient data for all four seasons.

### 3 Global ozone–CO correlation patterns

Figure 1a and b show global maps of the 2008 seasonal mean mixing ratios for AIRS CO and OMI ozone at 700–400 hPa. CO is highest over and downwind of combustion source regions (fossil fuel, seasonal fires). The spring maximum is primarily driven by photochemical loss of CO from reaction with OH. Ozone features include the well-known spring–summer maximum in the northern extratropics (Monks, 2000) and minimum over the tropics except for biomass burning regions and the South Atlantic (Martin et
Fig. 1a. Seasonal mean AIRS CO mixing ratios at 700–400 hPa for 2008. Data are plotted on the 2° × 2.5° GEOS-Chem grid. Gray indicates insufficient data (see text).

Fig. 1b. Same as Fig. 1a but for OMI ozone mixing ratios at 700–400 hPa.

Ozone at southern midlatitudes peaks in winter–spring, reflecting a combination of stratospheric and biomass burning influences (Zhang et al., 2002). Comparison of Fig. 1 to the corresponding seasonal mean distributions for ozone and CO simulated by GEOS-Chem (Fig. S1a and b in the Supplement) shows that the model generally reproduces the large-scale patterns and seasonal cycles of both species. Biases in the ozone simulation are similar to those reported by Zhang et al. (2010).

Figure 2 shows the observed seasonal ozone–CO correlation coefficients and RMA regression slopes (dO₃/dCO) from OMI and AIRS and compares them to the corresponding GEOS-Chem values. The correlations are in general highly statistically significant. Strong positive correlations are observed in all seasons in the northern subtropics, particularly downwind of the continents. The strongest correlations are in MAM and JJA, with r exceeding 0.8 over the western Pacific. GEOS-Chem shows prominent discrepancies over Eurasia and the northeastern Pacific in JJA and SON where model correlations are negative. Quantitative discussion of correlations over the North Atlantic and northeastern Pacific will be presented in the next section.

Observed correlations in the tropics show positive or negative values depending on region. Positive correlations in the northern tropics appear to be an extension of the subtropics. The strongest negative correlation is over the Caribbean in JJA, with r exceeding −0.7. This reflects lightning influence as discussed below. The well-known ozone maximum over the tropical South Atlantic also features a negative correlation and this will be examined quantitatively in the next section.

The observed OMI/AIRS correlations reported here are generally consistent with previous TES results for July 2005 (Zhang et al., 2006), spring seasonal composites for the North Atlantic (Hegarty et al., 2009), and the 4 yr global July–August results (Voulgarakis et al., 2010). The higher data density from OMI/AIRS provides finer-scale information. We find regional discrepancies with the Voulgarakis et al. (2010) TES analysis for December–January, for example in the sign of r over Indonesia. This may reflect interannual variability or actual inconsistency between the TES and OMI/AIRS product. We will address this issue in future work.

Figure 3 compares the OMI/AIRS RMA regression slopes (dO₃/dCO) to the corresponding MOZAIC aircraft values...
Fig. 2b. Same as Fig. 2a but for the ozone–CO RMA regression slope \( \frac{dO_3}{dCO} \) for each season of 2006 and 2008. Full statistics are in the Supplement (Table S1). The MOZAIC slopes are positive and significant in all seasons, and this is consistent with the local OMI/AIRS slopes (no MOZAIC data are available where OMI/AIRS observes negative slopes). The \( r \) values from OMI/AIRS are in the same range as for MOZAIC. The slopes are strongly correlated with \( r = 0.63 \) although \( dO_3/dCO \) values from OMI/AIRS are 20% larger than from MOZAIC. The largest \( dO_3/dCO \) value in both cases is over Hyderabad in SON 2008, reflecting the contrast between polluted continental air and clean maritime tropical air. The smallest \( dO_3/dCO \) value in both cases (with strong correlation; Table S1) is over Namibia in JJA 2008 and is typical of biomass burning plumes (Mauzerall et al., 1998).

### 4 Interpretation of the ozone–CO relationship

Ozone–CO correlations reflect a combination of transport and chemistry. In pollution outflow mixing with a relatively clean background, the ozone–CO relationship gives a measure of the OPE for that pollution source region (Parrish et al., 1993; Hirsch et al., 1996). In stratospheric intrusions mixing with tropospheric air, the ozone–CO relationship reveals the stratospheric influence on ozone (Fishman and Seiler, 1983). In general, however, the relative contributions of transport and chemistry in driving the ozone–CO relationship are not obvious, especially in the free troposphere where the chemistry is relatively slow and pollution enhancements are relatively weak. Previous studies for the free troposphere have highlighted how interpretation of ozone–CO correlations is complicated by mixing of combustion plumes with a variable background (Mauzerall et al., 1998) or by interleaving of stratospheric intrusions with polluted continental outflow (Parrish et al., 2000; Nowak et al., 2004; Price et al., 2004; Liang et al., 2007). These complications motivate the use of a CTM to interpret the observed ozone–CO relationships.

Two previous studies have used CTMs to interpret observed ozone–CO correlations from satellites. Zhang et al. (2008) found positive ozone–CO correlation coefficients in two transpacific pollution events in both the TES retrievals and GEOS-Chem. They interpreted the observed correlations as indicative of Asian pollution influence on ozone, since the correlation disappeared in the model in a sensitivity simulation without Asian emissions. Voulgarakis et al. (2010) conducted sensitivity simulations with perturbed emissions in the G-PUCCINI and UKCA models to examine the importance of different sources in driving the global correlation patterns. They found that emissions were important...
for changing the strength of the correlation downwind of source regions, with biomass burning in the tropics capable of changing the sign.

Here we use the GEOS-Chem CTM to interpret the OMI/AIRS ozone–CO correlations presented in Fig. 2. Our aim is to use the observed correlations as constraints on the model representation of ozone sources. This can be compromised if the simulated correlations are highly sensitive to model transport error. In that case, comparison to observed correlations would mainly serve as a convoluted test of model transport. Thus we first examine the sensitivity of the ozone–CO correlations in GEOS-Chem to model transport error, diagnose the features that appear to be robust against this transport error, and then conduct a more focused examination of the sensitivity to ozone sources for regions of particular interest.

4.1 Sensitivity to model transport error

We examined the impact of model transport errors on the ozone–CO relationship simulated with GEOS-Chem by comparing the standard simulation driven by GEOS-5 meteorological data to a simulation driven by the previous-generation GEOS-4 meteorological data for the same year. Here we used 2006, the last year for which GEOS-4 data are available. GEOS-5 and GEOS-4 are very different in terms of both model physics (they use different general circulation models) and data assimilated. Previous studies have compared GEOS-5 and GEOS-4 simulations of CO (Liu et al., 2010) and CO₂ (Feng et al., 2011; Parazoo et al., 2012) and shown large differences reflecting the different convective parameterizations.

Figure 4 shows ozone–CO correlations in JJA 2006 from OMI/AIRS, GEOS-Chem driven by GEOS-4, and GEOS-Chem driven by GEOS-5. The OMI/AIRS JJA correlations for 2006 (El Niño) are similar to the 2008 (La Niña) results shown in Fig. 2a, with slight differences over the United States and Southeast Asia. We find that the ozone–CO correlations simulated by GEOS-Chem using GEOS-5 and GEOS-4 meteorological fields generally show similar spatial patterns. The main differences are in the tropics, where GEOS-4 tends to simulate weaker negative correlations than GEOS-5.

Overall, we conclude that model transport errors can have significant regional impacts on simulated ozone–CO correlations. In some areas such as the equatorial western Pacific, this completely compromises the ability to interpret \( \frac{dO_3}{dCO} \) in terms of ozone sources. In most regions, however, the general correlation patterns are sufficiently robust against model transport errors (at least for GEOS-5 vs. GEOS-4) that we can investigate them further to diagnose contributions from ozone sources.

4.2 Sensitivity to ozone sources

We now examine here whether the observed ozone–CO relationships can be used to place constraints on combustion (NOₓ, CO, VOCs), biogenic (VOCs), lightning (NOₓ), and stratospheric sources of ozone. All four are considered to be major sources of ozone, but their relative importance in different regions of the troposphere is uncertain (Stevenson et al., 2006; Wu et al., 2007; Terao et al., 2008; Baray et al., 2012). Starting from the standard GEOS-Chem simulation described in Sect. 2.3 and with results shown in Figs. S1 and 2, our approach is to conduct sensitivity simulations with individual sources shut off. Here we aggregate fossil fuels and biomass burning in the combustion source, with the understanding that the latter will mainly affect the tropics.

Zhang et al. (2006) and Voulgarakis et al. (2010) previously diagnosed the influence of individual sources on the ozone–CO relationship as the change in the ozone–CO correlation or slope (\( \frac{dO_3}{dCO} \)) between their standard CTM simulation and a sensitivity simulation with that source shut off. However, this does not provide a proper measure of the...
influence of the source on ozone because the ozone–CO relationship is then affected by changes in both ozone and CO. A more appropriate approach is to correlate CO from the standard simulation with the ozone difference between the standard and sensitivity simulations. Chin et al. (1994) previously used this approach to interpret ozone–CO relationships from eastern North American surface sites in terms of ozone production.

We illustrate our approach in Fig. 5, which shows the simulated ozone–CO relationships at 700–400 hPa for a 2° × 2.5° grid square in JJA in the western North Atlantic (38° N, 70° W) receiving polluted continental outflow from North America (Zhang et al., 2006, had previously examined the ozone–CO relationships observed from TES and aircraft for the same region). In the left panel in Fig. 5, ozone from the standard simulation is shown in black and ozone from a simulation without combustion sources is shown in red, both plotted against CO from the standard simulation. The ozone–CO slope and 95% confidence interval calculated using nonparametric bootstrapping for the standard simulation are shown inset. We see that the ozone–CO correlation disappears without combustion sources, indicating that it provides a test of combustion influence. This is quantified in the right panel by plotting the ozone difference \( \Delta O_3 \) between the standard and no combustion simulations against CO from the standard simulation. We find a strong positive slope \( d\Delta O_3/dCO \) that can explain the majority of \( dO_3/dCO \) from the standard simulation.

Global maps of \( d\Delta O_3/dCO \) for different ozone sources and seasons are presented in the supplementary material and can be used to interpret the \( dO_3/dCO \) slopes in Fig. 2b. Here we focus our discussion on three illustrative regions of particular interest: (1) the North Atlantic in JJA (30–40° N, 60–80° W), where USA pollution outflow is known to take place and has been previously diagnosed from observed ozone–CO correlations; (2) the South Atlantic in DJF (0–20° S, 30° W–10° E), where different explanations have been proposed for the origin of the observed ozone maximum; and (3) the northeastern Pacific in SON (20–40° N, 120–160° W), where significant intercontinental transport of Asian pollution is expected. As shown in Fig. 2b, GEOS-Chem reproduces the observed \( dO_3/dCO \) from OMI/AIRS for (1) and (2) but fails for (3).

Figure 6 shows the observed and simulated \( dO_3/dCO \) for the three above regions along with \( d\Delta O_3/dCO \) calculated for simulations without combustion, biogenic, lightning NO\(_x\), and stratospheric ozone sources for 2008. The statistics are calculated by aggregating all of the daily average ozone and CO data contained within the region’s boundaries. We also include in Fig. 6 the observed \( dO_3/dCO \) for 2006, along with model values for that year using both GEOS-5 and GEOS-4 meteorology. These allow us to examine interannual variability and the effect of transport errors as discussed above. Error bounds in Fig. 6 represent the standard deviation calculated from all nonparametric bootstrap slope realizations for each grid within the region’s boundaries.
The observed ozone–CO relationship at northern midlatitudes in JJA shows a consistent positive correlation in continental outflow. Here we focus on the North Atlantic (Fig. 6a) but results are similar for the NW Pacific. The GEOS-Chem $dO_3/dCO$ agrees well with the observed slope of $0.72 \pm 0.30$ for 2008. The observed slopes show little difference between 2006 ($0.76 \pm 0.31$) and 2008. The GEOS-Chem results using GEOS-5 and GEOS-4 in 2006 are consistent, suggesting that the ozone–CO relationship is robust against errors in transport.

From the $dO_3/dCO$ values in Fig. 6a we see that the $O_3$–CO correlation over the North Atlantic in JJA reflects a major contribution from combustion sources. Surface observations over the eastern USA in summer typically show a $dO_3/dCO$ value of $0.3$–$0.5$, with higher values in more recent studies reflecting a decrease in CO emissions (Chin et al., 1994; Hirsch et al., 1996; Mao and Talbot, 2004; Hudman et al., 2008, 2009). We find in our sensitivity simulation that $dO_3/dCO$ from combustion sources decreases from west to east across the North Atlantic while $dO_3/dCO$ remains roughly constant, suggesting little sustained photochemical production following lifting of the surface air to the free troposphere. The observed and simulated $dO_3/dCO$ fall within the range of slopes observed by Honrath et al. (2004) at a mountaintop site in the Azores for 2001 and 2003.

Air mixing down from the stratosphere makes a significant contribution to the ozone–CO regression slope, as shown in Fig. 6a. A remarkable result is that this effect is positive, whereas stratospheric influence is commonly thought to be associated with a negative ozone–CO correlation (Fishman and Seiler, 1983). As shown by Cooper et al. (2002), stratospheric influence over the western North Atlantic is associated with the dry air stream (DA) of midlatitude cyclones, mixing with the warm conveyor belt (WCB) that lifts continental pollution to the free troposphere. This would lead to positive correlation of pollution and stratospheric influences when smoothed vertically over the averaging kernel of the satellite observations. A number of studies have shown ozone pollution plumes over the northern midlatitude oceans to be interwoven with stratospheric influence (Parrish et al., 2000; Nowak et al., 2004; Price et al., 2004; Liang et al., 2007).

Lightning NO$_x$ has a large negative influence on $dO_3/dCO$ over the North Atlantic, comparable in magnitude to the positive influence from combustion sources (Fig. 6a). Lightning NO$_x$ produces both ozone and OH with high efficiency (Labrador et al., 2004), and OH oxidizes CO, thus leading in general to a negative $dO_3/dCO$ effect.

### 4.2.2 South Atlantic in DJF

Tropical tropospheric ozone shows a persistent maximum over the South Atlantic associated with strong subsidence (Thompson et al., 2000; Sauvage et al., 2006). The DJF ozone maximum is clearly seen by OMI (Fig. 1b) and is well reproduced by GEOS-Chem (Fig. S1b). The sources contributing to this maximum are not well understood. Different studies have argued for major contributions from combustion sources, including biomass burning in Africa (Thompson et al., 1996; Jourdain et al., 2007) and long-range transport of pollution (Chatfield et al., 2004), lightning NO$_x$ (Martin et al., 2002; Sauvage et al., 2007), and intrusions of northern hemispheric air (Waugh and Polvani, 2000; Martin et al., 2002).

We see in Fig. 6b that the observed regression slope for the region is negative with a value of $-0.49 \pm 0.31$. Good
consistency is found between GEOS-Chem (either GEOS-5 or GEOS-4) and observations, and between 2006 and 2008. Model sensitivity studies indicate that the ozone–CO relationship is determined principally by lightning NOx emissions. This implies that the ozone variability in the region is driven by lightning as suggested previously by Sauvage et al. (2007). The negative ozone–CO correlation associated with the lightning NOx source reflects ozone production in the upper troposphere followed by strong subsidence of this photochemically aged air over the South Atlantic (Jacob et al., 1996; Martin et al., 2002). The $d\Delta O_3/dCO$ values in Fig. 6b suggest that stratospheric and combustion sources, including biomass burning, make little contribution to the ozone maximum over the South Atlantic.

4.2.3 Northeastern Pacific in SON

The $dO_3/dCO$ values derived from OMI and AIRS are positive in all seasons over the northeastern Pacific poleward of 20° N (Fig. 2b). GEOS-Chem reproduces this in DJF and MAM, but has negative slopes in JJA that extend across the entire eastern North Pacific by SON. The SON discrepancy is summarized in Fig. 6c. A slope of 0.76 ± 0.20 is observed in 2008 (similar in 2006), but GEOS-Chem simulates a negative slope using either GEOS-5 or GEOS-4 meteorology. The consistency between GEOS-5 and GEOS-4 suggests that an error in sources is responsible for the poor simulation.

The model shows negative $d\Delta O_3/dCO$ over the region from all ozone sources including combustion (Fig. 6c). This is because air masses over the northeastern Pacific are very remote from sources, having been transported across the Pacific and subsiding slowly around the Pacific High. Ozone is produced efficiently in the subsiding air masses (Hudman et al., 2004; Zhang et al., 2008) while CO is oxidized. Figure 6c shows that lightning is the principal driver of the negative $dO_3/dCO$ values in GEOS-Chem.

Even in the absence of lightning influence, however, we see from Fig. 6c that GEOS-Chem would still produce negative $dO_3/dCO$ values over the northeastern Pacific. This may reflect a model underestimate of CO emissions from East Asia, as supported by the underestimate of AIRS CO mixing ratios (compare Figs. 1a and S1a) and by the work of Kopacz et al. (2010), who found from an inverse analysis using AIRS CO data that GEOS-Chem underestimates CO sources in China by up to a factor of two in SON. Such a bias in CO emissions could cause the $d\Delta O_3/dCO$ values from Asian pollution over the northeastern Pacific to flip from positive to negative.

5 Conclusions

Ozone–CO correlations provide a valuable constraint to test models of tropospheric ozone but have hitherto been limited to in situ measurements and sparse satellite observations. By using satellite instruments with near-daily global coverage of the same scenes, OMI for ozone and AIRS for CO, we constructed a global data set of ozone–CO correlations in the free troposphere on a 2° × 2.5° grid with seasonal resolution and for individual years. The high data density avoids the degradation of the correlations by instrument noise that was a problem in previous satellite studies. The correlation coefficients $r$ are highly significant, showing strong positive values in continental outflow in the northern extratropics. The tropics and Southern Hemisphere show seasonally varying patterns of positive and negative correlations. Evaluation with MOZAIc vertical profiles shows good consistency in correlation and regression slope patterns.

We interpreted the satellite-derived ozone–CO correlations with the GEOS-Chem chemical transport model to explore the constraints that they place on the model sources of ozone. By driving the model with different meteorological fields for the same year, we diagnosed the effect of model transport error on the correlations. This effect is large in some regions of the tropics, where the ozone–CO correlations are then of little value as a test of ozone sources. In general, however, we find that correlation patterns are consistent for different meteorological fields as well as different years, and can therefore be used as a test of ozone sources.

We tested the model sensitivity of the ozone–CO regression slope, $dO_3/dCO$, to different sources by conducting a series of sensitivity simulations with individual sources shut off (combustion, biosphere, stratosphere, lightning NOx). From these we calculated the source influence, $d\Delta O_3/dCO$, by correlating the ozone change from each source with CO from the standard simulation. The results provide global information on the sources responsible for the ozone–CO correlations in the model, thus enabling interpretation of comparisons of simulated and observed $dO_3/dCO$. Complete results are in the supplementary materials. We focused our discussion on three regions of particular interest.

The northern extratropics show strong positive $dO_3/dCO$ in spring–summer that is driven by combustion sources and provides a test of the model simulation of continental outflow and intercontinental transport of ozone pollution. Remarkably, we find that stratospheric influence in the region is also associated with a positive $d\Delta O_3/dCO$ value, reflecting its interweaving with continental outflow.

The well-known tropical ozone maximum over the South Atlantic features a strongly negative $dO_3/dCO$, consistent for different years and meteorological data sets. GEOS-Chem reproduces this observation and attributes it to lightning. Previous model studies had reached a range of conclusions as to the origin of the South Atlantic ozone maximum, but the independent information from the ozone–CO correlations provides evidence of a dominant lightning source.

The northeastern Pacific is a region of particular interest for transpacific ozone pollution. Here we find that GEOS-Chem fails to reproduce the observed ozone–CO correlation in summer–fall, yielding negative $dO_3/dCO$ values when the
observations show positive values. Remarkably, all ozone sources in the model yield negative $d\Delta O_3/dCO$ values in that region. This reflects the remote subsiding environment, where ozone is produced while CO is oxidized as air masses subside slowly around the Pacific High. Further analysis combined with independent evidence suggests that correcting this model bias would require both a reduction in the lightning source at northern midlatitudes and an increase in CO emissions in East Asia.

We have shown in this paper that the combination of OMI ozone and AIRS CO provides a robust global data set of ozone–CO correlations in the free troposphere, and that these correlations provide a powerful tool for testing ozone sources in global models. In future work we will exploit this data set further to examine interannual variability in ozone–CO correlations and the implications for our understanding of ozone sources.

Supplementary material related to this article is available online at http://www.atmos-chem-phys.net/13/9321/2013/acp-13-9321-2013-supplement.pdf.
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