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Low-threshold indium gallium nitride quantum dot microcavity lasers

Abstract

Gallium nitride (GaN) microcavities with embedded optical emitters have long been sought after as visible light sources as well as platforms for cavity quantum electrodynamics (cavity QED) experiments. Specifically, materials containing indium gallium nitride (InGaN) quantum dots (QDs) offer an outstanding platform to study light matter interactions and realize practical devices, such as on-chip light emitting diodes and nanolasers. Inherent advantages of nitride-based microcavities include low surface recombination velocities, enhanced room-temperature performance (due to their high exciton binding energy, as high as 67 meV for InGaN QDs), and emission wavelengths in the blue region of the visible spectrum. In spite of these advantages, several challenges must be overcome in order to capitalize on the potential of this material system. Such difficulties include the processing of GaN into high-quality devices due to the chemical inertness of the material, low material quality as a result of strain-induced defects, reduced carrier recombination efficiencies due to internal fields, and a lack of characterization of the InGaN QDs themselves due to the difficulty of their growth and therefore lack of development relative to other semiconductor QDs. In this thesis we seek to understand
and address such issues by investigating the interaction of light coupled to InGaN QDs via a GaN microcavity resonator. Such coupling led us to the demonstration of the first InGaN QD microcavity laser, whose performance offers insights into the properties and current limitations of the nitride materials and their emitters.

This work is organized into three main sections. Part I outlines the key advantages and challenges regarding indium gallium nitride (InGaN) emitters embedded within gallium nitride (GaN) optical microcavities. Previous work is also discussed which establishes context for the work presented here. Part II includes the fundamentals related to laser operation, including the derivation and analysis of the laser rate equations. A thorough examination of the rate equations serves as a natural motivation for QDs and high-quality factor low-modal volume resonators as an optimal laser gain medium and cavity, respectively. The combination of the two theoretically yields the most efficient semiconductor laser device possible. Part III describes in detail the design, growth, fabrication and characterization of the first InGaN QD microcavity laser. Additional experiments are also conducted in order to conclusively prove that the InGaN QDs serve as the gain medium and facilitate laser oscillation within the microdisk cavities. Part III continues with work related towards the development of the next generation of nitride light emitting devices. This includes the realization of photonic crystal cavity (PCC) fragmented quantum well (FQW) lasers that exhibit record low lasing thresholds of 9.1 $\mu J/cm^2$, comparable to the best devices in other III-V material systems. Part III also discusses cavity QED experiments on InGaN QDs embedded within GaN PCCs in order to quantify the degree of light-matter interaction. The lack of experimental evidence for weak or strong coupling, in the form of the Purcell Effect or cavity-mode anti-crossing respectively, naturally motivates the question of what mechanism is limiting the device
performance. Part III concludes with cathodoluminescence and tapered fiber measurements in order to identify the limiting factor towards achieving strong coupling between InGaN QDs and GaN microcavities.
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Introduction

1.1 Overview

Next generation technology requires next generation materials and devices. Much like past innovations that led to the stone age, bronze age, iron age, etc., the invention of the transistor in 1947 followed by the integrated circuit in 1958 has led to a “silicon age” which has reaped innumerable benefits for mankind. At some point, however, mankind’s imagination outpaces his or her tools and new technological innovations are required. We are quickly approaching the limit of silicon’s capabilities. While Moore’s law (the fact that the number of transistors in a dense integrated circuit doubles approximately every 2 years) [26] has held since 1958, exponential growth is unsustainable [27]. There are disputes as to when Moore’s law will end, with one highly cited report from Intel predicting that at current rates the trend will continue until 2029, at which point a new computing architecture will be necessary to realize further advancements in processing power [28]. Solid state quantum computers offer one potential solution but in order to realize such a device, a quantum bit (or qubit) must be optically addressed in order to
read, write and manipulate the quantum state. Furthermore, one additional requirement is that the qubit design must be scalable. This necessitates devices of small sizes. Achieving light-matter interaction within nanoscale systems is therefore critical towards realizing a quantum computer.

Similarly, lighting technology such as incandescence bulbs, have fundamental energy consumption constraints, as they operate on the principle of blackbody emission. The tungsten wire has to reach a critical temperature in order to emit appreciable amounts of visible light. It takes a certain amount of energy to heat the device to this temperature. Even CFL bulbs have minimum energy consumption requirements as a certain amount of electrical current is required to stimulate light emission from the argon and mercury gases inside. Lighting currently consumes twelve percent of our electrical consumption in the United States and the worldwide demand will only increase as the standard of living in emerging economies progresses [29]. A new lighting architecture is therefore necessary and in fact well underway in the form of GaN light emitting diodes (LEDs). However, there are still many open questions regarding the materials that make up LEDs. How are the devices, which are riddled with dislocations and impurities, so efficient? How can we overcome “droop,” an observed decrease in LED efficiency as injection currents are increased? Fundamental studies of the light emitters themselves are necessary to answer such questions.

Even lasers, which falsely seem like a rarely used technology, must evolve in the near future to prevent a bottleneck in computing power. As the number of processors increases, so does the data transfer rates. This in turn leads to deleterious heating of electrical circuits, compromising computing performance. The replacement of electrical circuits with optical circuits offers one solution to this problem, due to the high bandwidth and low power consumption of optical waveguides. However, a coherent source
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is required to generate the light that propagates in such waveguides. Tabletop or even millimeter-sized conventional lasers will not be sufficient, due to the lack of on-chip scalability. Therefore, new laser sources which are on the micrometer or even nanometer scale are necessary.

Gallium nitride (GaN) and its alloy, indium gallium nitride (InGaN), has the potential to address all of these technological bottlenecks. The material’s efficient emission of light spanning the visible spectrum in conjunction with its enhanced room temperature performance, compared to other semiconductor materials, make it an ideal candidate for next-generation devices. But, as with the development of any new technology, there are challenges towards realizing such devices. As we will see in Parts I and II the motivations or *why*, is often readily apparent from GaN’s material properties, however the *how* is often obfuscated. This thesis is a work of *how*. How do we get an artificial atom in the form of a quantum dot to interact with a photon? How can we use this interaction to learn about the properties of the material itself? How do we make a nanoscale light source that consumes low amounts of power?

1.2 Methodology

The approach we have taken in this work is to fabricate nanoscale GaN optical cavities with embedded indium gallium nitride (InGaN) QDs. This system serves as an ideal platform for the study of light-matter interactions and allows for the realization of efficient laser devices. This work offers a significant advancement for the GaN-based materials, as it demonstrates that the performance of GaN lasers is now comparable to the best arsenide or phosphide devices. This thesis also emphasizes that while lasers are one potential application of this work, they are by no means the only ultimate goal. In
fact, novel light emitters such as exciton-polariton lasers offer the potential for coherent light emission without the requirement of carrier inversion. Exciton-polariton lasers may well replace conventional diode lasers; however in order to realize such devices significant light-matter interaction between the exciton and cavity mode is necessary. To date, polariton lasing has not been observed in GaN-based microcavities, such as microdisks or photonic crystal cavities. However, this work serves as a critical stepping stone towards the realization of such next generation technology. In fact, in the investigation of our laser devices we have identified a new gain material known as a fragmented quantum well (FQW). FQW is a type of hybrid between a quantum dot and a quantum well and offers advantages over both, such as enhanced carrier capture cross section and carrier confinement.

Interestingly, the hows of this work have led back to questions of why. Why does a microcavity that appears flawless still have lower photon lifetimes when compared to similar arsenides or phosphide devices? Why don’t we see evidence of weak or strong coupling in cavity quantum electrodynamics experiments? We provide experiments that suggest possible answers to these questions, which should serve as the foundation towards the next generation of GaN-based microcavity devices.
Part I

InGaN QDs in GaN microcavities
Chapter 2

Microcavities with embedded
indium gallium nitride emitters
(motivation and previous work)

2.1 Introduction

In this chapter we discuss key advantages and challenges regarding indium gallium nitride (InGaN) emitters embedded within gallium nitride (GaN) optical microcavities. In short, the main advantage of InGaN emitters relate to the materials’ wide bandgap (up to 3.4eV) and high exciton binding energy (up to 67 meV for non-polar InGaN QDs), which allow for light emission across the entire visible spectrum as well as enhanced room temperature performance compared to other III-V emitters [30]. The challenges regarding nitride microcavities are vast and often not well defined or understood. A few specific challenges include the lack of a wet chemical undercut for device processing due the inertness of the nitrides, and the lack of controlled and reproducible means of QD
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formation. This makes the emitters more difficult to grow than in other III-V materials [31, 32]. A major focus of the work presented in this thesis is identifying and overcoming such challenges. The chapter concludes with work conducted before the onset of this thesis in order to highlight specific milestones in the field while providing a broader context for the work presented in the next chapter. There are many excellent recourses available regarding photonic microcavites and the nitride family of emitters highlighted in this chapter. Specific works include Dr. R. Johne’s PhD thesis (Université Blaise Pascal, 2009)[33], Dr. Haitham El-Ella’s PhD thesis (Cambridge University, 2012)[2], Dr. Anas Jarjour’s PhD thesis (Oxford University, 2007)[34], Dr. Kevin Hennesey’s PhD thesis (UCSB, 2006)[7], and Microcavities by Dr. Alexey Kavokin et al.[5], among others.

2.2 Advantages of InGaN emitters embedded within GaN

2.2.1 Light emitting diodes and lasers

The advantages of InGaN-based light emitting devices compared to other semiconductor materials is readily apparent in a few simple plots. Figure 2.1 is one such graph, showing the band gap and corresponding wavelength of emission for a variety of semiconductors.

In Figure 2.1 we see that In$_x$Ga$_{1-x}$N is the only ternary alloy with a band gap spanning the entire visible spectrum (as the indium composition is varied from zero to one). This is, in large part, because the lattice constant varies between 0.319 nm and 0.353 nm for GaN and InN, respectively. These values of the In$_x$Ga$_{1-x}$N lattice constant are considerably smaller than other III-V materials, excluding Al$_{1-x}$Ga$_x$N[35].
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Figure 2.1: Graph of the band gap and wavelength of various material systems at 300K versus lattice constant, adapted from [1]. In$_x$Ga$_{1-x}$N is the only alloy that covers the whole visible spectrum as $x$ varies from zero to one.

All of the experiments conducted in this work were done using c-plane in the Wurzite phase, shown in Figure 2.2a. Furthermore, Figure 2.2b illustrates that the band structure of the GaN possesses a direct band gap in the $\Gamma$ valley, which makes it an inherently efficient light emitter, compared to indirect band gap semiconductors like silicon.

Figure 2.2: a) Wurzite phase GaN where the c plane is perpendicular to the [0001] direction, from [2]. b) Bandstructure of GaN which shows the presence of a direct band gap at the $\Gamma$ valley [3].

From a device perspective, the possibility of a single semiconductor platform emitting light at any wavelength in the visible spectrum is exhilarating. One report outlines
the specific advantages of GaN-based LEDs as the following, “They contain no harmful substances, consume less energy and, with a lifetime of between 15,000 and 30,000 hours, last longer than conventional light sources. They also work at full brightness as soon as you flick the switch.” [36] Due to the enormous potential of GaN as a light source, GaN-based LEDs emitting in the blue were demonstrated immediately following the first demonstration of a high-quality GaN film with output powers 10 times greater than SiC based blue LEDs [37, 38]. Advancement of the material since 1991 has led to GaN LED based lightbulbs that are commercially available through Soraa® (product MR16) for $32.99. They consume 75% less power and run 10 times longer than 60 Watt incandescents. The commercial impact of GaN-based LEDs is vast, with a current market size of $12.9b (as of 2014). Current studies predict that GaN-based LEDs will capture between 88 and 90 percent of the lighting market by 2020 [36, 39].

As this work focuses on the design and fabrication of GaN-based lasers, it is important to note that GaN-based laser diodes also have great potential as light sources. The laser based automobile headlights in the 2015 BMW i8 is one such example [4]. Figure 2.3 demonstrates the two-fold enhancement in road visibility provided by GaN laser diode based headlamps, compared to LED models. Furthermore, the laser diode also consumes half of the power and has a light emitting surface 100 times smaller than its LED counterpart [4]. Specific advantages of GaN-based laser diodes include: their peak efficiency occurs at operating currents up to 2,000 times greater than that of LEDs, they do not experience droop (a rapid decline in efficiency as the current is increases), light emission is within very tight beam angles that permit long throw, and the emission areas are up to 10,000 times smaller than LEDs [40].

While the lighting applications presented here may seem somewhat removed from GaN-based optical microcavities it is important to note that due to their small size,
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Figure 2.3: Schematic of the enhanced visibility from a GaN laser diode based headlamp compared to a GaN LED headlamp [4]. This provides one example where laser diode based sources are desirable over LEDs.

GaN-based microcavities, serve as an excellent platform to study the fundamental material properties of InGaN emitters. Experimental results presented later in this work are obtained with laser devices that contain as few as zero dislocations and statistically less than five QDs that are coupled to the lasing mode. As mentioned previously, the light emitted from the laser device serves as an excellent probe as it contains information regarding the material properties. The feedback loop between device performance, understanding the physical system, and material growth is a reoccurring theme and motivating principle throughout this work. It is schematically represented in Figure 2.5. It is also important to note that while not discussed in this work, other GaN-based devices, such as solar cells and High Electron Mobility Transistors (HEMTs) can also greatly benefit from an enhanced understanding of the operating principles behind GaN and its alloys.

Aside from the broader implications of this work toward improving the understanding and performance of InGaN emitters, there are very direct applications which make InGaN QDs embedded in GaN microcavities an exciting platform to study. The first
advantage of nitrides over other III-V materials is the materials’ high exciton binding energy. A simple modification of the Bohr model which accounts for the different permittivity and effective electron mass in semiconductors yields Eq. 2.1.

\[
E_b(n) = \frac{m_e^*}{m_e} \frac{1}{\epsilon_r^2} \cdot \frac{13.6eV}{n^2} \tag{2.1}
\]

A high exciton binding energy is desirable, as it reduces the possibility of thermal decomposition of the electron-hole pair, and hence leads to improved performance at high temperatures and high powers. Interestingly, the binding energy is correlated to the band gap, as wide band gaps often have higher effective masses for the electron and light-hole, compared to narrow band gap semiconductors [41]. Inserting the respective values of \(\epsilon_r\) (12.9, 8.9) and \(m_e^*\) (0.063\(m_e\), 0.2\(m_e\)) for GaAs and GaN into Eq. 2.1, one obtains binding energies of 4 meV and 34 meV, respectively. As the thermal energy at room temperature is approximately 25 meV, GaN and its alloys are expected to have greatly enhanced performance at room temperature compared to other III-V emitters [31]. Furthermore, one can increase the exciton binding energy even further than the bulk value by employing an additional confinement potential in the form of a quantum well (QW) or quantum dot (QD). This additional potential causes a further reduction in the Bohr radius compared to the bulk value, which in turn increases the binding energy.
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Calculations give binding energies as high as 50 meV and 67 meV for non-polar QWs and QDs, respectively [42, 43]. It is important to note that the presence of an internal field reduces the binding energy somewhat as the electron-hole wave function overlap is reduced. This leads to an increase in the spontaneous emission lifetime of carriers and contributes to increased lasing thresholds as is discussed in Section 3.4.

Another useful implementation of InGaN QDs within GaN microcavities is the promise of on-demand single photon sources operating at room temperature. Such a source has been realized at 4 K using InAs QDs within a GaAs microdisk. It is of considerable interest as “an essential element of secure key distribution in quantum cryptography is an optical source emitting a train of pulses that contain one and only one photon.” [44] Recent results have demonstrated GaN QD single photon sources operating near or above room temperature [45–47]. One could also conceive of semiconductor quantum qubits operating at room temperature, as the InGaN QD is mathematically equivalent to an atomic system in terms of the confined electrons wave functions and energy levels. Thus the QD coupled to a cavity mode is equivalent to an atom coupled to a cavity mode, which has been shown to be an effective quantum computing platform [48, 49]. In moving towards this goal, experiments have demonstrated strong coupling between a single QD and a microcavity in the arsenide material system. However, to-date, there have been no reports of strong coupling of a GaN-based QD and microcavity resonators [50, 51]. Recent results have demonstrated Rabi oscillations in a non-polar InGaN QD, which serve as a critical first step towards quantum information processing in GaN [52]. Other methods of quantum computation rely on cooling the system to cryogenic temperatures in order to cross the Curie temperature and make a material superconducting or to stably trap cold ions within an optical lattice [53, 54]. Furthermore, as the QDs are embedded within the optical cavity once the device is fabricated,
it is extremely robust. An example of this is a GaAs photonic crystal device with an embedded InAs QD that was fabricated in 2006 still being utilized as of 2012 [7, 55]. As GaN possess significantly higher material hardness (5GPa) than other III-V materials, devices fabricated out of GaN promise to be even more robust than their arsenide-based counterparts [56, 57].

2.2.2 Exciton-polariton lasers

Another advantage of InGaN QDs relates to their use as the active medium in exciton-polariton lasers. Exciton-polariton lasers operate on the principle of strongly coupling an optical cavity to an emitter. A system is considered strongly coupled in this context when the coupling rate between the exciton and cavity photon \( g_0 \) exceeds the exciton \( \gamma_0 \) loss rate and cavity loss rate \( \gamma_c \). Qualitatively, this means that the photon is more likely to interact with an exciton before the exciton decays or the photon escapes the cavity. For a cavity with parabolic dispersion strongly coupled to an exciton there exists an anti-crossing of the two states which upon diagonalization of the Hamiltonian leads to the formation of two new hybrid states. These are known as the upper and lower polariton branches. Mathematically, one can derive the polariton states by first considering the Hamiltonian of the uncoupled exciton and photon system as given in Eq. 2.2.

\[
\hat{H} = \sum_k E_X(k) \hat{b}_k^\dagger \hat{b}_k + E_{cav}(k) \hat{a}_k^\dagger \hat{a}_k
\]

\[
E_X(k) = E_X(0) + \frac{\hbar^2}{2m_X} - \frac{i\hbar}{2} \gamma_X(k)
\]

\[
E_{cav}(k) = \sqrt{(\frac{\hbar c}{\lambda_0})^2 + (\frac{\hbar ck}{n_{cav}})^2} - \frac{i\hbar}{2} \gamma_{cav}(k)
\]
Where $\hat{H}$ is the Hamiltonian of the uncoupled system, $E_X(k)$ and $E_{\text{cav}}(k)$ are the energy as a function of momentum for the exciton and photon, respectively. $E_X(0)$ is the exciton binding energy, $\hat{a}^\dagger (\hat{b}^\dagger)$ and $\hat{a} (\hat{b})$ are the photon (exciton) creation and annihilation operators, respectively. $m_x$ is the exciton mass, $\gamma_X$ is the exciton decay rate, $\gamma_{\text{cav}}$ is the cavity photon decay rate, $n_{\text{cav}}$ and $\lambda_0$ are the index refraction and wavelength of the cavity, respectively. If we now consider the situation where the exciton-photon coupling strength (defined as $\Omega$) is large one has the interaction Hamiltonian ($\hat{H}_{\text{int}}$) and therefore coupled Hamiltonian given ($\hat{H}_{X-\text{cav}}$) in Eq. 2.3 [5, 33, 58].

$$\hat{H}_{\text{int}} = \hbar \Omega \hat{a}^\dagger \hat{b} + \hbar \Omega \hat{b}^\dagger \hat{a}$$

$$\hat{H}_{X-\text{cav}} = \begin{pmatrix} E_X(k) & \hbar \Omega \\ \hbar \Omega & E_{\text{cav}}(k) \end{pmatrix}$$

Upon diagonalizing the coupled Hamiltonian, described by the matrix $\hat{H}_{X-\text{cav}}$, one finds the two new eigenstates. These are referred to as the lower and upper polariton state. Figure 2.5 shows the dispersion of the cavity mode and exction, as well as the upper and lower polariton branches, from [5].

![Figure 2.5](image.png)

**Figure 2.5:** a) (Solid line) dispersion of the upper and lower polariton branches that are obtained by strongly coupling a DBR cavity mode with an exciton (dashed-lines). b) Zoomed-in image of the lower polariton branch, showing that the dispersion leads to protected states where polaritons can condense. Both images are from [5].
Interestingly, because the exciton-polaritons are bosons they can form a Bose-Einstein Condensate (BEC) at the minimum of the lower polariton branch. When a polariton in the BEC decays, the exciton is destroyed and a coherent photon is emitted from the cavity. The coherent light emission has been shown to be thresholdless, as population inversion is not required to form a BEC in the potential well. Such a device is referred to as a “polariton laser” and is of immense scientific interest. Recent progress includes an electrical injected polariton laser [59–61]. For a more detailed discussion of the operating principles behind a polariton laser, please refer to reference [5].

In Figure 2.5 the depth of the potential energy well in the lower polariton branch is given by $\Omega/2$. This is of great importance because if the thermal energy of the bosons ($kT$) is greater than $\Omega/2$, then the bosons can escape the potential well or disintegrate due to the thermally induced recombination of the exciton. Thus, it does not form a condensate. It is therefore desirable to utilize materials with high exciton-photon coupling strengths, which is defined by Eq. 2.4 [62].

$$\Omega = 2\sqrt{g_0^2 - \left(\frac{\delta\omega_0 - \delta\omega_c}{4}\right)^2}$$

$$g_0^2 = \left|\langle \vec{d} \cdot \vec{E} \rangle\right| = \frac{q^2f}{4\epsilon m_0 V}$$

Where a Lorentzian lineshape is assumed for the exciton and cavity mode with $\delta\omega_0$ and $\delta\omega_c$ representing the full width at half maximum (FWHM) of the exciton and cavity, respectively. $\vec{d}$ is the dipole moment of the exciton, $\epsilon$ is the dielectric constant of the material, $\vec{E}$ is the electric field of the cavity mode, $f$ is the exciton oscillator strength, $m_0$ is the free electron mass, and $V$ is the modal volume of the cavity mode. The second term under the square root in Eq. 2.4 accounts for the decrease in exction-photon coupling due to the lack of overlap of the Lorentzian lineshapes. From Eq. 2.4, one can
see that a small modal volume and high oscillator strength is desirable to increase the exciton-photon coupling strength. Furthermore, one can represent the exciton oscillator strength in terms of the exciton lifetime ($\tau_0$) and emission frequency ($\omega_0$), as given by Eq. 2.5 [63].

$$f = \frac{1}{\tau_0} \cdot \frac{6\pi \epsilon_0 m_0 c^3}{m^2 \omega_0^2} \cdot \left( \frac{a_b}{a} \right)^3$$

(2.5)

Where $a$ is the unit cell length and $a_b$ is the exciton Bohr radius. Section 5.1 discusses how one can decrease the exciton lifetime by utilizing a confinement potential such as a QW or QD. Due to their small size, QDs provide the highest localization of excitons and therefore highest achievable oscillator strengths. Furthermore, by utilizing wide band gap semiconductors such as InGaN with small unit cell lengths ($a$), one can increase the oscillator strength, compared to other III-V materials shown in Figure 2.1 [64]. Full calculations of the polariton dynamics, shown in Figure 2.6 confirm our results, as the critical temperature in order to form a BEC is below 60K and 500K for GaAs and GaN, respectively.

**Figure 2.6:** “Phase diagrams for GaAs and GaN-based microcavities at zero detuning. Vertical and horizontal dashed lines show the limits of the strong-coupling regime imposed by the exciton thermal broadening and screening, respectively. Solid lines show the critical concentration $N_c$ versus temperature of the polariton KT phase transition. Dotted and dashed lines show the critical concentration $N_c$ for quasi condensation in a 100 nm and in a one meter lateral size systems, respectively. The thin dashed line (upper right) symbolizes the limit between vertical cavity surface emitting laser (VCSEL) and light-emitting diode regimes,” adapted from [5].
As an additional note, the cavity dispersion depends on the optical cavity design. In the case described above a distributed Bragg reflector (DBR), and is not parabolic for PCCs or microdisks. The polariton dispersion of microcavities, such as micropillars, has been shown to reduce the momentum conservation constraints for polaritons to condense into the protected state [65, 66]. In fact, polariton lasing has been demonstrated between a single InAs QD embedded within a GaAs photonic crystal cavity [67]. These findings serve as an additional motivation for the realization of microcavity structures.

2.3 Challenges with InGaN emitters embedded in GaN optical microcavities

As mentioned previously, there are substantial difficulties inherent to the nitride family of semiconductors which must be addressed in order to realize the next generation of GaN-based devices. In this section, we introduce these challenges as well as potential solutions implemented throughout this work.

2.3.1 Internal fields

One of the most striking features of Wurtzite phase GaN and its alloys, is the presence of internal fields in the [0001] direction, parallel to the c-axis. The fields originate due to the presence of a spontaneous and piezoelectric polarization within the material, referred to as $P_{sp}$ and $P_{pz}$, respectively. Once the polarization is known, one can calculate the charge density ($\rho$) and therefore electric fields within the material using Eq. 2.6.

$$\rho = -\nabla \cdot \left( P_{sp} + P_{pz} \right)$$  \hspace{1cm} (2.6)
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The origin of the polarization within the GaN and its alloys stems from the arrangement of the gallium (or indium) and nitrogen atoms in the non-centrosymmetric Wurzite crystal. The higher electronegativity of the nitrogen atoms, compared to the gallium or indium atoms causes the electrons in the crystal to be more localized near the nitrogen atoms. This gives rise to a spontaneous polarization. Figure 2.7 shows the tetrahedral arrangement of the gallium and nitrogen atoms that gives rise to the spontaneous polarization in c-plane GaN and its alloys. The [0001] and [000\( \bar{1} \)] directions have opposite terminating charges, leading to polarization charges at the boundaries of the GaN layer.

![Figure 2.7: Unit cell of GaN showing that the arrangement of the gallium and nitrogen atoms gives rise to an inhomogeneous charge distribution, which in turn leads to internal fields in the c-plane, adapted from [6].](image)

The piezoelectric polarization is somewhat self-explanatory as it arises from the deformation of the GaN crystal structure. This in turn displaces the gallium, or indium, and nitrogen atoms. Depending on the exact form of the deformation, the piezoelectric polarization can either contribute to or cancel the inherent spontaneous polarization within the material. For the purpose of this work, there is never any external pressure applied to the structure. Therefore the entirety of the piezoelectric polarization is due to internal strain within the material. One can mathematically calculate \( \vec{P}_{pz} \) using the
piezoelectric \((d_{ijk})\) and strain tensors \((\sigma_{ij})\), as given in Eq. 2.7.

\[
P_k^{\mu\nu} = d_{ijk}\sigma_{ij}
\]  

The consequence of the polarization within c-plane GaN is that internal fields bend the electronic bands for any c-plane heterostructure device, such as a QW or QD. As the electron and hole have different charges, this leads to a delocalization of the exciton and therefore a reduction of the spontaneous emission rate, oscillator strength and cavity photon-coupling rate. Mathematically, this is due to the reduction of the wave function overlap between the electron and hole, given in Eq. 3.39. Figure 2.8 shows a band structure calculation (simulated using nextnano3) of the electron and hole wave function overlap within a 4nm In\(_{0.3}\)Ga\(_{0.7}\)N QW sandwiched between GaN.

![Figure 2.8: Bandstructure of a 4nm In\(_{0.3}\)Ga\(_{0.7}\)N QW between GaN. The energy levels (pink lines) as well as wave functions of the electron and hole (black line) are numerically solved using a Schrödinger-Poisson solver (nextnano3).](image)

From Figure 2.8, one can see that the electron-hole wave function overlap is significantly reduced as a result of the electron and hole being spatially localized in different regions of the QW. Interestingly, there are at least two possible solutions in order to
offset this undesired effect. The first is the most obvious and involves the use of non-polar Wurtzite phase GaN. There are multiple such planes of GaN that are non-polar. The most popular is the m-plane and a-plane. However, the growth of a-plane and m-plane GaN is significantly more difficult than c-plane GaN due to the lack of lattice matched substrates. Natural-non polar substrates such as m-plane SiC or LiAlO\(_2\) lead to “dislocation densities on the order of 10\(^{10}\) cm\(^{-2}\), and basal plane stacking fault densities on the order of 10\(^5\) cm\(^{-2}\). Extended defects, namely threading dislocations, act as non-radiative recombination centers and subsequently lead to low efficiencies and low output powers when their density is high.” [68] To overcome the substrate problem, c-plane wafers are often precisely diced along non-polar planes. This is laborious and wasteful of material. Significant progress has been made with recent achievements including the demonstration of non-polar and epitaxial lateral overgrowth (ELOG) (discussed in Figure 2.18) LEDs, laser diodes, vertical-cavity surface-emitting lasers (VCSELs) and microdisk cavities, as well as InGaN QDs [69–73].

The other method to eliminate the effect of the internal fields involves applying an external bias across the GaN structure. The magnitude and polarity of the bias can be adjusted to precisely cancel the internal fields and therefore increase the oscillator strength. This approach was first demonstrated by Jarjour et al. (2007) and has been confirmed in this work [74]. Figure 2.9 illustrates the tuning of the wavelength, and therefore oscillator strength, of a QD exciton through the application of an external bias.

The data in Figure 2.9 was obtained using a micro-photoluminescence (µ-PL) setup with an integrated current source to facilitate electrical tuning. It is schematically shown in Figure 2.10. This setup is used for all of the optical measurements throughout
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Figure 2.9: a) Schematic of the material structure with embedded InGaN QDs. b) Measurement of the exciton wavelength vs. external bias. The tuning is completely reversible as there are no hysteresis observed. Dr. Kasey Russell contributed equally to this work.

This work and has the ability to measure spectrums, emitter lifetimes and second order correlation functions (when a second APD is utilized).

While the cancellation of the internal fields in polar GaN is promising, several challenges still remain before this technique can be implemented in a photonic device. First, a metallic contact layer is required on top of the photonic crystal device in order to efficiently inject carriers. This layer must be transparent in order to collect the photoluminescence signal from the QDs, but it poses a challenge in fabricating a high Q photonic crystal or microdisk cavity, as even small absorption in the indium tin oxide (ITO) layer can dramatically lower the cavity photon lifetimes. However, if such difficulties are overcome, one could envision a QD-cavity system where the QD is electrically tuned into resonance with the cavity mode. Such a device would be of great practical importance as it could compensate for slight fabrication errors that can detune a cavity mode from its intended wavelength, leaving the QD-cavity system uncoupled.
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Figure 2.10: µ-PL setup used for all the optical data collection presented in this work. Thank you to Dr. Tsung-li Liu for his assistance in creating this figure.

2.3.2 Chemical inertness

While the chemical inertness of a material may initially seem like a desirable parameter, as it means the material is resistant to corrosion, it greatly complicates the fabrication of photonic cavities. Many photonic microcavity devices, such as PCCs and microdisks, rely on chemically etching a sacrificial layer in order to surround the cavity membrane in the vertical dimension with air. Similar to our discussion of in-plane confinement of modes within the microdisk, the high index contrast between air (n=1) in comparison to GaN (n=2.48 @ λ = 450nm) allows waveguiding in the vertical dimension. Figure 2.11 shows the electric field intensity in the vertical dimension of a 450 nm photon in a 120 nm GaN membrane surrounded by air. The electric field can be solved analytically by directly mapping the Maxwell boundary conditions to a quantum finite potential well. The mode shown in Figure 2.11 is the analogue of a ground state wavefunction. Thank
you to Aun Zaidi for his help developing the eigenmode solver.

![Electric field profile in the \( \hat{z} \) direction for a 120nm GaN membrane. A single mode is clearly confined within the membrane.](image1)

**Figure 2.11:** Electric field profile in the \( \hat{z} \) direction for a 120nm GaN membrane. A single mode is clearly confined within the membrane.

For GaAs membranes, the sacrificial layer is usually Al\(_{x}\)Ga\(_{1-x}\)As, where \( x \) is approximately 0.3. This layer can easily be removed in a dilute hydrofluoric (HF) acid etch and produces beautiful undercut structures, such as the PCC shown in Figure 2.12, adapted from [7].

![Cross section perspective SEM image of an undercut GaAs PCC where an Al\(_{0.3}\)Ga\(_{0.7}\)As layer was removed with diluted HF. The lack of residual material left on the bottom of the GaAs membrane contributes to the high Q of the device as there is minimal photon scattering from the membrane.](image2)

**Figure 2.12:** Cross section perspective SEM image of an undercut GaAs PCC where an Al\(_{0.3}\)Ga\(_{0.7}\)As layer was removed with diluted HF. The lack of residual material left on the bottom of the GaAs membrane contributes to the high Q of the device as there is minimal photon scattering from the membrane [7].

As there is no effective selective room-temperature wet chemical etch for GaN or its alloys, a variety of techniques have been developed to fabricate suspended membranes. Specific methods to create an undercut structure include: the growth of GaN on Si (etched in potassium hydroxide (KOH)), selective oxidation and etching of AlInN in nitric acid, and photoelectrochemical (PEC) etching (exclusively used in this work) [75–79]. PEC etching is a selective etching process that relies on the band gap mismatch
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between a sacrificial In$_x$Ga$_{1-x}$N layer and the surrounding GaN [8, 79]. The process flow is as follows. A dry etch is used to define a cylinder of GaN. A cathode is then placed to allow the electrons to be swept away and chemically reduce the diluted HCl solution the sample is immersed in. This process is mediated by incident photons that are spectrally filtered such that electron-hole pairs are only generated in the narrow band gap sacrificial layer. The remaining holes are then swept to the surface where they oxidize the sacrificial layer. The InGaN oxide complex is then etchable in HCl, allowing for the removal of the sacrificial layer. Figure 2.13 shows a simplified schematic of the PEC etch process, adapted from [8].

A detailed schematic of the PEC etching process utilized in this work is given in Figure 2.14 from [6].

For the devices fabricated in this work, we utilized a .004M HCl solution, 1000W xenon lamp and 5 nm/50 nm : Ti/Au cathode. Initial investigations found no significant improvement of the undercut in the presence of a 20 nm nickel anode in the center of the top surface of the microdisk, as was done in reference [8]. Under the proper conditions the PEC technique can be very effective in creating undercut devices. Figure 2.15 shows

![Figure 2.13: Simplified schematic of the PEC etching process, allowing for the removal of a sacrificial layer (yellow) and therefore realization of a suspended cavity membrane [8].](image-url)
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Figure 2.14: Detailed schematic of the PEC etching process utilized in this work, from [6].

An example of an undercut microdisk cavity fabricated using the conditions described above.

Figure 2.15: Perspective and side view of a 1 μm GaN microdisk. Both the sacrificial and membrane layers have a thickness of 200nm. The scale bar is 500nm in width.

A variety of problems can occur during the PEC etching, leading to poor membrane undercuts. This can be due to a variety of reasons including high contact resistance of the cathode and threading dislocations within the sacrificial superlattice which act as electrically resistive pathways that inhibit etching. Surface damage incurred during
the chlorine based inductively coupled plasma (ICP) dry etch can also lead to reduced efficacy of the PEC technique [80]. We return to a more in-depth discussion of the precise mechanism for a non-ideal PEC undercut in Section 7.4. Figure 2.16 shows one example of a poorly undercut microdisk device.

![Figure 2.16: A 1 µm Microdisk cavity with a poor undercut. Such a device will have short photon lifetimes (Q≈200) due to the presence of light leakage and scattering from the membrane. The scale bar is 500nm in width.](image)

2.3.3 Threading dislocations

Threading dislocations have been ubiquitous within GaN devices since the material grown on sapphire substrates was first successfully demonstrated. The origin of threading dislocations is a result of poor matching in the lattice parameter and thermal expansion coefficients between GaN and the sapphire substrates on which it is commonly grown [81, 82]. This leads to typical dislocation densities on the order of $10^8$ to $10^{10}\text{cm}^{-2}$. These correspond to between 1 and 100 dislocations within each 1µm diameter microdisk. “As a comparison, homoepitaxially grown GaAs exhibits $10^2$ to $10^4$ dislocation cm$^{-2}$, and homoepitaxial Si almost 0.” [9] Threading dislocations pose a number of challenges for GaN based devices because they act as electron scattering and non-radiative recombination centers [83, 84]. For the purposes of this work, they compromise the efficacy of the PEC undercut as the high resistivity of the threading dislocations prevents the removal of electrons and subsequent etching of the dislocation region. Such defects may also compromise the electrical or photonic behavior of the device. This leads to the
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formation of “whiskers” on the underside of the microdisk or PCC which in turn have been shown to lower the quality factor of the photonic device as they strongly scatter light [2]. Figure 2.17 shows an example of a 1\(\mu m\) diameter microdisk with a whisker.

![Figure 2.17: A 1\(\mu m\) microdisk cavity with a “whisker” caused by the presence of a threading dislocation near the periphery of the disk. Such whiskers act as a scattering mechanism for light and lower the device Q.](image)

Currently, several techniques are implemented to reduce the threading dislocations densities in GaN. The first involves growth of GaN on GaN substrates. This leads to threading dislocations densities as low as 10\(^6\) cm\(^{-2}\) [85]. However, such substrates are currently in limited quantities and cost-prohibitive. Another method involves patterning stripes of SiO\(_2\) or SiN on the GaN surface. This method is known as epitaxial lateral overgrowth (ELOG). It can reduce the threading dislocation density below 10\(^7\) cm\(^{-2}\). As threading dislocations cannot bend sideways, there are low dislocation density regions of GaN above the oxide stripe [9]. Figure 2.18 is a schematic of the ELOG growth technique adapted from reference [9].

In an effort to improve device performance, growth on GaN substrates as well as ELOG is implemented for microdisk devices and is discussed in Section 7.4. Therefore we return to a more detailed discussion of threading dislocations later in this work.
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2.3.4 InGaN QD growth

All devices presented in this work were grown in the Dr. Rachel Oliver group at Cambridge University via metalorganic vapor phase epitaxy (MOVPE). While MOVPE is one of the most widely utilized industrial growth methods for GaN-based materials, In-GaN QD growth via MOVPE is arduous. This is due to the lack of a lattice mismatch and therefore strain between InGaN and GaN, in addition to the presence of residual and unwanted hydrogen during the growth. These effects inhibit QD formation via the Stranski-Krastanov (SK) mechanism. This is used to form arsenide and phosphide based QDs [86–88]. The hydrogen inhibits SK growth by passivating the GaN c-plane. In turn, this lowers the surface energy of the c-plane below the point necessary for facilitating the SK growth mechanism. This challenge was overcome by Oliver et al. (2003) by utilizing a technique known as Modified Droplet Epitaxy (MDE). The full details of the MDE technique are described in references [2, 32], however, in brief an InGaN QW is first grown and then annealed in nitrogen. This induces the formation of indium rich regions. These indium rich regions can partially evaporate and then coalesce on the
surface to form indium droplets. Finally, a GaN capping layer is grown causing the indium rich droplets to become InGaN QDs embedded in GaN.

For the purpose of this work the MDE method of InGaN QD growth poses several challenges in terms of realizing microcavity devices. First, the QD density can vary by as much as an order of magnitude ($2.8 \pm 0.1 \times 10^{10}$ to $2.5 \pm 0.1 \times 10^{9}$ cm$^{-2}$) between growth runs, with nominally the same growth conditions. This can lead to confusion as certain wafers will exhibit higher performance than others, even though the devices were grown and processed identically. This work employs statistical measurements in order to overcome variations between (and even within) wafers, which by nature necessitates the fabrication and measurement of many devices. The second challenge relates to the presence of a unique InGaN layer, known as fragmented quantum well (FQW). In addition to forming QDs, the MDE growth mechanism also creates a “broken” InGaN QW layer that also luminesces. Deconvolving the emission from the QD and FQW can be difficult and was only conclusively demonstrated in this work when the luminescence of the FQW and QDs were spectrally separated. Figure 2.19 is a schematic of a QW, FQW and QD+FQW active layer, respectively, as well as an AFM image of the QD+FQW layer after the QD formation step but before the growth of the GaN capping layer. Only these three active regions are utilized throughout this work, with the vast majority of experiments being conducted on the QD+FQW samples. Furthermore, the QDs themselves suffer from spectral diffusion due to charge transfer with the surrounding GaN matrix. This leads to linewidth broadening and “hopping” of the exciton energy in time [89].
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2.4 Previous work on InGaN emitters embedded in GaN optical microcavities

The development of a new semiconductor laser material often follows a very similar trajectory. Essentially the device thresholds take two steps forward and one step back. The first laser devices for a new material system usually utilize the bulk or a double heterostructure form of the gain medium. The thresholds steadily decrease over time. However, eventually there are diminishing returns as the gain of the material becomes the limiting factor towards realizing lower thresholds. At this point higher gain active regions such as QWs are investigated. The first of these devices invariably have higher thresholds then the optimized devices from the previous generation. However, as the gain media is improved, the performance far surpasses that of the previous generation. At this point, the cycle begins anew with the transition from QWs to QDs. Figure 2.20 is a plot of the threshold current density per year for GaAs based lasers, which visualizes the pattern [10].

The InGaN system is no different. While this work has broader impacts for GaN

Figure 2.19: b) AFM image of the QD+FQW active layer with arrows denoting GaN (dark regions) FQW (gray regions), and QDs (white dots). c), d), e) Are schematics of one QW, FQW and QD+FQW active layers, respectively.
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Figure 2.20: Lasing threshold of GaAs based lasers vs time. Each new form of the gain medium initially has a higher lasing threshold than its predecessor but eventually exhibits increased performance over time. [10]

Based devices (discussed in Section 8.2), in short, the work presented here details the push forward from InGaN QW to InGaN QD active layers. Furthermore, within each gain medium, devices are usually optically pumped with a pulsed laser first in order to reduce the effects of heating. Next, the device is improved to exhibit lasing to under continuous wave (CW) excitation and finally electrical injection. For all the devices in this work we will excite with a frequency double titanium sapphire laser (76 MHz repetition rate, 200 ps pulse length).

Previous to this work, the lowest threshold InGaN based laser to date had a CW lasing threshold of 300 W/cm² at room temperature and was achieved using 5 QW layers embedded in a 1.2 µm microdisk cavity [11]. Figure 2.21 shows an SEM of the completed device as well as a Light in-Light out (L-L) lasing curve which shows a clear kink indicative of lasing.

The first microdisk devices with embedded InGaN QDs were developed by Dr.
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Figure 2.21: InGaN QW microdisk laser, which before this work had the lowest lasing threshold of any InGaN device to date [11].

Fabian Rol in Evelyn Hu’s lab at Harvard University. Despite obtaining Qs as high as 6000, which represented a significant improvement compared to the highest Qs obtained by Dr. Adele Tamboli of 3,700, lasing was never observed from these devices. Figure 2.22 shows an SEM and PL spectrum of a microdisk with one layer of InGaN QDs fabricated by Dr. Rol.

Figure 2.22: SEM and PL spectrum of an approximately 2μm microdisk cavity with one layer of embedded QDs fabricated by Dr. Fabian Rol.

These previous results led to several questions regarding the devices which were a driving motivation of the work completed in this thesis. A short list includes:

1. **Why did the InGaN QD devices not exhibit lasing?**
2. **Is it possible to increase the Q above 6000?**
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3. Are the InGaN QDs serving as an effective gain media?

2.4.1 Conclusion

Part I discussed the advantages and challenges of GaN microcavities with embedded InGaN QDs. We also introduced previous work on GaN microcavities which motivated questions that this work has attempted to answer. We now conclude Part I and refer the reader to the experimental results section of this work in Part III, where we detail the effort to answer the above questions as well as future challenges that naturally arose throughout this work. Before doing so however, we focus on the underlying principles governing QD microcavity lasers in Part II.
Part II

QD microcavity lasers: Theory
Chapter 3

Quantum dots in microcavities:
the ideal low-threshold laser

3.1 Introduction

In this section we derive the laser rate equations, which fully describe the properties of laser operation. Doing so offers insight into how a semiconductor laser device works, while identifying the key parameters toward optimizing its performance. In later sections we demonstrate that QDs theoretically have the highest gain of any known emitter and by placing them in a high quality factor low-modal volume microcavity, we can theoretically realize nearly thresholdless lasers.

3.2 Derivation of the Laser rate equations

A laser operates on the fundamental coupling between light and matter. While this effect may sound obscure, evidence of light-matter interaction is ubiquitous in our lives.
For example, the light emitted from the sun or a lightbulb can be detected by our eyes or with excess power even burn our skin. The origin of such phenomenon is due to the fact that photons and electrons have an intimate inter-relationship, if certain criterion are met. In certain circumstances this interaction can lead to light amplification by the stimulated emission of radiation otherwise known as a laser.

### 3.2.1 Carrier rate equation

Let us first consider a simple toy model consisting of a two-level system for which electrons can occupy either of the two states \( E_1 \) or \( E_2 \). The number of electrons in the state \( E_1 \) or \( E_2 \) will be denoted as \( n_1 \) or \( n_2 \), respectively. We will assume the total number of electrons \( n \) is conserved and satisfies the relationship \( n = n_1 + n_2 \). We will consider the process by which an electron can make the transition from \( E_1 \) to \( E_2 \) or vice versa via the absorption or emission of a photon, respectively. The optical excitation of carriers via the process of photo absorption is described by Eq. 3.1.

\[
\frac{dn_1}{dt} = -\frac{1}{4\pi} B_{12} n_1 I(\lambda) 
\]  

Here \( I(\lambda) \) is the spectral radiance, or quantity of radiation within a given solid angle in a specified direction, of the light source and \( B_{12} \) is the probability per unit time per spectral radiance of the light source that an electron will absorb a photon and make a transition from from \( E_1 \) to \( E_2 \). In order for energy to be conserved, Eq. 3.1 is only valid for a two-level system if the energy of the photon is greater than or equal to the spacing between the two energy levels \( \Delta E = E_2 - E_1 \).

\[
E_p \geq \Delta E
\]
The energy of the photon is \( E_p = \frac{hc}{\lambda} \), \( c \) is the speed of light, and \( h \) is Planck’s constant.

We also assume if \( E_p > \Delta E \) that the electron can relax into state \( E_2 \) via losing its extra energy, which in the case of semiconductors is typically mediated by phonon coupling.

Because the absorption of a photon excites an electron from the lower energy level, to the upper energy level the population of electrons in the excited state must also vary. For simplicity it is more convenient to reformulate Eq. 3.1 in terms of the upper state population \( n_2 \) and a photon to electron conversion efficiency \( \eta \) which yields the first term in the laser rate equation Eq. 3.3.

\[
\frac{dn_2}{dt} = \frac{\eta P_{in}}{Vh\nu} \tag{3.3}
\]

Where \( \eta \) is the internal quantum efficiency, \( V \) is the volume of the active region and \( \nu \) is the frequency of incident light, and \( P_{in} \) is the power of the incident photons.

The next factor to consider is the decay of \( n_2 \). An electron will not remain in \( E_2 \) indefinitely. Instead, the electric fields from vacuum fluctuations couple to the dipole moment of the electron-hole pair and cause spontaneous emission events, where the electron relaxes down to the \( E_1 \) level, destroying the e-h pair and releasing a photon. This term is described by an Einstein coefficient \( A_{21} \) in Eq. 3.4, which is the probability per unit time that an electron will make the transition from \( E_2 \) to \( E_1 \).

\[
\frac{dn_2}{dt} = -\frac{1}{4\pi}A_{21}n_2 \tag{3.4}
\]

However, there can also be non-radiative forms of recombination, where the electron relaxes to \( E_1 \) without emitting a photon. This can be recombination at defects in the material, recombination with surface states Auger recombination, etc. For convenience and ease of experimental measurement, it is common to represent both the radiative
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and non-radiative losses as lifetimes, which is done in Eq. 3.5.

\[
\frac{dn_2}{dt} = -\frac{n_2}{\tau} \\
\frac{1}{\tau} = \frac{1}{\tau_{sp}} + \frac{1}{\tau_{nr}}
\]  

(3.5)

Where \(\tau_{sp}\) is the spontaneous emission lifetime and \(\tau_{nr}\) is the non-radiative lifetime of the carrier. Another common and equivalent representation of Eq. 3.5 is to replace \(n_2/\tau\) with the polynomial \(An_2 + Bn_2^2 + Cn_2^3\) where A, B and C represent defect, spontaneous and Auger recombination, respectively. Eq. 3.6 represents this.

\[
\frac{dn_2}{dt} = -(An_2 + Bn_2^2 + Cn_2^3)
\]  

(3.6)

We will later show that the laser rate equations containing the A, B and C model can be used in order to evaluate which types of non-radiative recombination are present in a laser device. An alternative but equivalent expression for surface recombination is shown in Eq. 3.7.

\[
An_2 = \frac{a_s v_s}{V} n_2
\]  

(3.7)

Where \(a_s\) is the exposed surface area of the laser, \(V\) is the volume of the active region, and \(v_s\) is the surface recombination velocity. By fitting a laser device with the rate equation model in terms of Eq. 3.7, one can extract a surface recombination velocity, which is often quoted as a figure of merit for laser performance and is also intrinsically related to the material of the laser cavity.

The final term to consider for the carrier rate equation is gain. If the intensity of photons on the material is high enough (given Eq. 3.2 is satisfied) one can invert the population of electrons, denoted as \(n_2 > n_1\). It should be noted that a two-level system
under continuous excitation will eventually reach thermal equilibrium. A Boltzmann distribution consideration yields Eq. 3.8, which dictates that $n_2 \leq n_1$.

\[
\frac{n_2}{n_1} = e^{-(E_2-E_1)/kT} \tag{3.8}
\]

Therefore in order to invert the electron population, one must utilize a non-equilibrium pumping mechanism of electrons into $E_2$.\textsuperscript{1} In this work we will assume that electrons are pumped from $E_1$ into an upper energy level $E_3$ which instantly depopulates into $E_2$. Such a system is referred to as a “three-level laser system.” In the case of population inversion the absorption coefficient can become negative, leading to a net increase in the number of photons in the gain material. As the number of photons in the device increases, the likelihood of a stimulated emission event also (which also decreases $n_2$) increases. Stimulated emission is described by an Einstein coefficient $B_{21}$ in Eq. 3.9, which is the probability per unit time per spectral radiance of the light source that an electron will transition from $E_2$ to $E_1$ and release a photon with energy $\Delta E$.

\[
\left( \frac{dn_2}{dt} \right) = -\frac{1}{4\pi} B_{21}n_2I(\lambda) \tag{3.9}
\]

For simplicity it is more convenient to reformulate Eq. 3.9 in terms of the absorption coefficient $\alpha$. One can determine how $n_2$ relates to gain by using the fact that the absorption is governed by the Beer-Lambert law given in Eq. 3.10.

\[
X + \Delta X = Xe^{\alpha l} \tag{3.10}
\]

Where $X$ is the number of photons per unit volume, $\alpha$ is the absorption coefficient, and

\textsuperscript{1}There are schemes where laser oscillation can be realized without population inversion. Exciton-polariton are one example which are discussed in Section 2.2.2.
l is the length of a segment of the semiconductor. For small lengths one can make a Taylor expansion of the right hand side of Eq. 3.10 which gives Eq. 3.11.

\[ X + \Delta X = X(1 + \alpha l) \]  

(3.11)

Thus \( \Delta X = X\alpha l \), and instead of dealing with the cumbersome Einstein coefficients, one can use Eq. 3.12 to relate \( n_2 \) to \( X \).

\[ \left( \frac{dn_2}{dt} \right) = \alpha X \]  

(3.12)

Where \( \alpha \) is a negative number. Equivalently it is common to replace \( \alpha \) with \(-G\) (where \( G \) is a positive number), because stimulated emission only becomes a significant fraction of the overall emission when \( \alpha \) is negative. We will discuss \( \alpha \) in more detail later in the text, where it will serve as a motivation for quantum dots as the ideal gain medium to achieve low-threshold lasers.

Combining our equations we now arrive at Eq. 3.13, the rate equation for carriers in the semiconductor, the first of the two laser rate equations.

\[ \left( \frac{dn_2}{dt} \right) = \frac{\eta P_{in}}{Vh\nu} - \frac{n_2}{\tau} - GX \]  

(3.13)

Fig. 3.1 illustrates the processes of absorption, spontaneous emission and absorption which were used to derive Eq. 3.13.

### 3.2.2 Photon rate equation

While important factors of laser operation such as the Einstein coefficients have already been discussed, it is important to consider the rate of photon generation in addition to
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Figure 3.1: Schematic of photon absorption, spontaneous emission and stimulated emission denoted by $B_{12}$, $A_{21}$, and $B_{21}$ from left to right, respectively.

carrier concentration. All laser devices considered in this work operate within an optical cavity. The details related to the cavity will be discussed later, however one may consider that the cavity acts as a photon recycler. Increasing the interaction time, or effective cross section, of the photons with the gain medium greatly increases the probability of a stimulated emission event. This leads to an increase in the overall efficiency of the device.

The photons which are created by carriers which recombine via stimulated emission are the first contribution to the photon rate equations, as was discussed in Eq. 3.9. Each time a stimulated emission event occurs, an additional photon is generated. It is important to note that the volume the photon mode occupies in the cavity does not necessarily overlap entirely with the volume occupied by the gain medium. In fact, all dielectric microcavity lasers have some field which evanescently leaks out of the cavity and therefore does not interact with the gain medium. Similarly, the gain medium might not occupy the entire volume of the cavity itself. The overlap of the active region $V$ with the volume of the optical mode $V_m$ is known as the confinement factor $\Gamma$ which has a maximum value of one and is given in Eq. 3.15.

$$\Gamma = \frac{\iiint |\vec{E}(\vec{r})|^2 \epsilon(\vec{r}) dV_{\text{active region}}}{\iiint |\vec{E}(\vec{r})|^2 \epsilon(\vec{r}) dV} = \frac{V}{V_m} \quad (3.14)$$
For example, Figure 3.2 is FDTD simulation of the mode profile in a GaN microdisk membrane with an active region denoted by the horizontal pink line. Here \( \Gamma \) is equal to the integral of the mode over the pink region divided by the total volume of the mode.

**Figure 3.2:** Side view of a GaN microdisk (outlined in black) showing that the modal volume of cavity (where red is the region of highest intensity) does not perfectly overlap with gain region (denoted in pink). Mode profile was simulated using Finite Difference Time Domain (FDTD).

For a stimulated emission event there is a one-to-one correspondence between the annihilation of an upper state electron of \( n_2 \) and the creation of a photon. Therefore we can reformulate Eq. 3.12 in terms of the rate of photon generation per unit time with an additional term representing the confinement factor. As previously described, the confinement factor is necessary in Eq. 3.15 because photons in the cavity mode have a finite overlap with the gain medium and therefore a reduced probability of triggering a stimulated emission event.

\[
\left( \frac{dX}{dt} \right) = \Gamma GX
\]  

(3.15)

The next contribution to consider is that of spontaneous emission. Using Fermi’s Golden Rule we know the rate at which an electron decays from \( E_2 \) to \( E_1 \) is dependent on both the spatial and spectral overlap of its dipole moment within a photon state, as demonstrated in Eq. 3.16.

\[
\tau^{-1} = \frac{\langle E_2 | \vec{E} \cdot \vec{d} | E_1 \rangle^2}{\hbar^2} \rho(\omega)
\]  

(3.16)

Where \( \tau \) is the spontaneous emission lifetime, \( \rho(\omega) \) is the density of photon states,
\( \vec{E} \) is the electric field, and \( \vec{d} \) is the dipole moment of the electron-hole pair. The ability to control the spontaneous emission lifetime by modifying the density of states is critical for the realization of low-threshold lasers. This is because only the photons emitted into the desired cavity mode (the lasing mode), as opposed to other cavity modes or extended free space states, contribute to lasing. We will return to an in-depth discussion of spontaneous emission later in the text, but a principal is that the careful design of the laser cavity can tailor the density of states of the cavity mode to be much greater than other emission channels. This, in turn, increases the rate of spontaneous emission into the desired cavity mode versus other states and dramatically lowers the laser threshold.

The fraction of spontaneous emission emitted into the lasing mode versus other channels is known as \( \beta \), the spontaneous emission factor and is given in Eq. 3.17.

\[
\beta = \frac{\tau_0^{-1}}{\tau_{sp}^{-1}} = \frac{\tau_0^{-1}}{\tau_{sp}^{-1} + \sum_{i \neq 0} \tau_i^{-1} + \tau_{ex}^{-1}}
\]  

(3.17)

Where \( \tau_0 \), \( \tau_i \) and \( \tau_{ex} \) represent the spontaneous emission lifetimes of carriers which emit photons into the lasing mode, the \( i_{th} \) cavity mode, and into extended states, respectively. Similarly, \( \tau_{sp} \) is the total spontaneous emission lifetimes, considering all pathways. When we take into account the photons which are emitted into the lasing cavity mode due to spontaneous emission one has Eq. 3.18.

\[
\left( \frac{dX}{dt} \right) = \frac{\beta n_2}{\tau_{sp}}
\]  

(3.18)

One can also write Eq. 3.18 in terms of the B coefficient from Eq. 3.6.

\[
\left( \frac{dX}{dt} \right) = \beta B n_2^2
\]  

(3.19)
Chapter 3. *Quantum dots in microcavities: the ideal low threshold laser*

The final contribution arises from the loss of photons by the optical cavity. Up to this point we have considered the cavity as being perfect, that is having reflectivity equal to one. A reflectivity of unity would mean that photons would never be able to leave the cavity environment as they would always be reflected at the interface. Such a situation must be unphysical because if one were to continuously excite the system, the energy in the cavity would build up indefinitely. Furthermore, such an idealized device would be useless as it would never emit light, the principal function of a laser. While the specifics of the loss mechanism, including the directionality of the emitted light, depend highly on the cavity geometry, for now we can represent the cavity losses by a photon lifetime \( \tau_{\text{cav}} \).

We will return to discuss cavity loss in more detail later in the text where we will look specifically at microdisk and photonic crystal cavity optical resonators. As an aside, it is important to note that \( \tau_{\text{cav}} \) incorporates all photon loss mechanisms. Therefore material mediated absorption, commonly referred to as waveguide losses, should also be taken into account when calculating \( \tau_{\text{cav}} \). Thus the photon rate equation for cavity loss is given in Eq. 3.20.

\[
\frac{dX}{dt} = \frac{-X}{\tau_{\text{cav}}} \tag{3.20}
\]

Combining all the terms one has the photon rate equation given in Eq. 3.21.

\[
\frac{dX}{dt} = \Gamma GX + \frac{\beta n_2}{\tau_{sp}} - \frac{X}{\tau_{\text{cav}}} \tag{3.21}
\]

In the next section we will derive and examine the solution to the laser rate equations and elucidate key aspects of laser operation.
3.2.3 Solutions to the laser rate equations

In the previous sections we derived the laser rate equations for carrier and photon density, depicted by Eq. 3.22 and Eq. 3.23, respectively.

\[
\frac{dn_2}{dt} = \eta P_{in} \frac{V}{h\nu} - \frac{n_2}{\tau_{sp}} - \frac{n_2}{\tau_{nr}} - GX \tag{3.22}
\]

\[
\frac{dX}{dt} = \Gamma GX + \frac{\beta n_2}{\tau_{sp}} - \frac{X}{\tau_{cav}} \tag{3.23}
\]

For clarity, both the description and units of the parameters in the laser rate equations are given in Table: 6.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>carrier density</td>
<td>(n_2)</td>
<td>(1/m^3)</td>
</tr>
<tr>
<td>photon-electron conversion efficiency</td>
<td>(\eta)</td>
<td>1</td>
</tr>
<tr>
<td>incident pump power</td>
<td>(P_{in})</td>
<td>W</td>
</tr>
<tr>
<td>frequency of pump laser</td>
<td>(\nu)</td>
<td>1/s</td>
</tr>
<tr>
<td>spontaneous emission lifetime</td>
<td>(\tau_{sp})</td>
<td>s</td>
</tr>
<tr>
<td>non-radiative recombination lifetime</td>
<td>(\tau_{nr})</td>
<td>s</td>
</tr>
<tr>
<td>gain of the active medium</td>
<td>(G)</td>
<td>1/s</td>
</tr>
<tr>
<td>mode confinement factor</td>
<td>(\Gamma)</td>
<td>1</td>
</tr>
<tr>
<td>cavity lifetime</td>
<td>(\tau_{cav})</td>
<td>s</td>
</tr>
</tbody>
</table>

Table 3.1: Definition and units of parameters in laser rate equations.

We will now solve these equations in the steady state condition \(\frac{dX}{dt} = \frac{dn_2}{dt} = 0\). This condition physically corresponds to time-independent excitation of the laser device, such as through a continuous wave (CW) laser or direct current (DC) electrical injection. The first step toward solving the laser rate equations is to define the dependence of the gain \(G\) on the carrier density \(n_2\). Experiments have shown a logarithmic gain dependence for the type of semiconductor material considered in this work, however it is also common to see a linear gain model used in the rate equations. The linear gain model is commonly used because it allows for a closed-form analytical solutions of the rate equations and it closely approaches the solution of the logarithmic model near the threshold. Eq.
3.24 and 3.25 are the expressions for gain, considering a linear and logarithmic model, respectively.

\[ G = G_0(n_2 - n_{th}) \]  
\[ G = G_0 \ln \left( \frac{n_2}{n_{th}} \right) \]

Where \( G_0 \) is the gain coefficient in units of \([m^3/s]\) for Eq. 3.24 or \([1/s]\) for Eq. 3.24 and \( n_{th} \) is the threshold current density in units of \([1/m^3]\). The fact that \( G_0 \) has different units depending on which model is used can lead to confusion. For linearly dependent gain, \( G_0 \) is often represented in another form where \( G_0 = v_g \sigma_g \), and \( v_g \) is the group velocity \([m/s]\) of light in the cavity and \( \sigma_g \) is the cross sectional area \([m^2]\) for an excited-state electron to create a stimulated emission event with a photon in the cavity. To further complicate matters, when a logarithmic model is used, the gain coefficient is also represented as \( G_0 = v_g g_m \) where \( g_m \) has units of \([1/m]\) and \( g_m = \frac{\sigma_g}{\tau} \). When \( G_0 \) is in units of \([1/s]\) it represents the rate of a stimulated emission event with a single electron in the cavity. As the cross section of the electron increases the gain increases. If the light is moving at a higher velocity in the cavity, it has more opportunities to scatter with any single electron in a given amount of time. Finally, the total gain in the cavity \( G \) gives us the rate of spontaneous emission events in the cavity. These must increase with the number of excited state electrons (carriers) in the cavity.

We are now able to solve for the photon number density \( X \) versus \( P_{in} \). For convenience we define the variable \( \zeta = \frac{\eta h \nu}{P_{in}} \). The easiest way to solve the rate equations is slightly counterintuitive: because \( P_{in} \) is the independent variable. It is natural for one to first isolate \( n_2(P_{in}) \) using Eq. 3.22 and then substitute this expression into the Eq. 3.23 to find \( X(P_{in}) \). This can be done analytically for the approximation of a linear gain dependence, however it is not the easiest way to solve the equations and is not
extendable to situations with logarithmic gain or significant non-radiative recombination without using heavy numerical techniques. The easy way is to find $X(n_2)$ using Eq. 3.23 and then substitute this expression into Eq. 3.22 to find $P_{in}(n_2, X)$. Once the relationship between $P_{in}$, $n_2$ and $X$ is known, one can then plot $X(P_{in})$. Upon carrying out this procedure one can obtain expressions for the photon density given in Eq. 3.26 and 3.27, which are for linear and logarithmic gain, respectively.

$$X = \frac{\beta B n_2^2}{\tau_{cav}^{-1} - \Gamma G_0 (n_2 - n_{th})}$$ (3.26)

$$X = \frac{\beta B n_2^2}{\tau_{cav}^{-1} - \Gamma G_0 \ln (n_2/n_{th})}$$ (3.27)

From the denominator of Eq. 3.26 and 3.27, one can see that if $X$ is to remain positive, which is necessary to describe our physical system, the photon generation rate from stimulated emission cannot exceed the cavity loss rate. This places a constraint on the maximum value of $n_2$, known as the carrier saturation density $n_{sat}$, given in Eq. 3.28 and Eq. 3.29 for linear and logarithmic gain, respectively.

$$n_{sat} = n_{th} + \frac{1}{\Gamma * G_0 * \tau_{cav}}$$ (3.28)

$$n_{sat} = n_{th} \exp(1/(\Gamma * G_0 * \tau_{cav}))$$ (3.29)

This phenomenon is commonly known as ‘population clamping’ or ‘gain pinning’ because $n_2$ ceases to increase with increasing pump power and instead is clamped at the maximum values of $n_{sat}$. Similarly, as the gain is dependent on $n_2$, it also ceases to increase with pump power and instead remains at its maximum values of $G(n_{sat})$. For the logarithmic gain model, $n_2$ asymptotically approaches $n_{sat}$ and therefore the gain $G$ also asymptotically approaches $G(n_{sat})$. Physically, the effect occur because as the
photon density increases the lifetime of a carrier in an excited state will decrease, due to stimulated emission events. Eventually an equilibrium is reached in which the carrier concentration equals or asymptotically approaches \( n_{\text{sat}} \) (depending on the model) with increasing pump power. As devices in this work are analyzed using a logarithmic gain model, from this point forward we will use that formalism in the text. Figure 3.3 is a plot of the carrier density versus pump power which demonstrates that \( n_2 \) asymptotically approaches \( n_{\text{sat}} \) rather than \( n_{\text{th}} \).

![Figure 3.3](image)

**Figure 3.3:** Log-log plot of the carrier concentration vs. laser pump power simulated using the laser rate equations

Before we introduce the solution for the photon density in the laser device, it is important that we generalize our analysis from a two-level model to a multi-level model. For most semiconductor gain media, there is a continuum of energy levels (or at least multiple discrete levels, as in the case of a QD) as opposed to just the two levels \( E_1 \) and \( E_2 \) we considered in the derivation of the laser rate equations. The multiple energy levels cause the light emission to have a spectrum of wavelengths whose limits depend on the maximum and minimum energy separation of the electrons and holes. Figure 3.4 a) and b) are representations of a semiconductor gain medium inside an optical cavity and its corresponding emission spectrum, respectively. In order to mathematically describe
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Figure 3.4: a) Schematic of a semiconductor gain medium inside an optical cavity. The minimum and maximum energy of the electron-hole are defined by the band edge and the fermi levels, respectively. b) Representative emission spectrum from the device shown in a), one can cavity modes (sharp peaks) dressing the broadband emission spectrum.

For the system in Figure 3.4, one must modify the photon rate equation to account for the multiple wavelengths of emission. Doing so produces Eq. 3.30 and Eq. 3.31, where the parameters with a \( \lambda \) subscript may or may not have a wavelength dependence, for any given laser device.

\[
\frac{dn_\lambda}{dt} = \frac{\eta P_{in}}{V h \nu} - \frac{n_2}{\tau_{sp,\lambda}} - \frac{n_2}{\tau_{nr,\lambda}} - \int_{\lambda_{min}}^{\lambda_{max}} G_\lambda X_\lambda d\lambda
\]  

(3.30)

\[
\frac{dX_\lambda}{dt} = \Gamma_\lambda G_\lambda X_\lambda + \frac{\beta_\lambda n_2}{\tau_{sp,\lambda}} - \frac{X_\lambda}{\tau_{cav,\lambda}}
\]  

(3.31)

It is important to note that the wavelength dependence of the gain and cavity lifetime plays a major role in determining which wavelength reaches the lasing condition first. In regards to gain, the maximum intensity of the emission spectrum in Fig. 3.4b) corresponds to the wavelength with the highest gain coefficient. Similarly, the sharp peaks decorating the emission spectrum correspond to cavity modes (resonances) which have the highest reflectivity and therefore longest photon lifetime \( \tau_{cav} \). We will examine the wavelength dependence in more detail shortly.
Using our modified rate equations, we arrive at Figure 3.5 and Figure 3.6 which are linear and log-log plots of the photon density of the lasing cavity mode ($\lambda = \lambda_0$) versus the incident pump power, respectively.

**Figure 3.5:** Light-out/light-in (L-L) lasing curve, where light-out and light-in correspond to the photon density of the lasing mode and incident pump power, respectively. The three regimes of laser operation, spontaneous emission, amplified spontaneous emission and stimulated emission dominated light output are also denoted.

**Figure 3.6:** L-L lasing curve plotted log-log. The regions of constant slope which correspond to below and above threshold are denoted with red lines. The photon density at the threshold carrier density is also denoted, which is one commonly used definition of the lasing threshold.

From the photon density plots one can clearly identify three regimes of laser operation. The first regime is below the lasing threshold and the photon density its dominated
by spontaneous emission, which has a constant slope in the log-log plot, as expected from Eq. 3.18. As the carrier population increases with pump power, the gain increases leading to more stimulated emission events. However, as the rate of spontaneous and stimulated emission events become comparable, the device enters the second regime of laser operation known as amplified spontaneous emission (ASE).

ASE physically arises from spontaneously emitted photons which copy themselves by triggering stimulated emission events. Because the rate of spontaneous emission is high and each spontaneously emitted photon can have a different phase and wavelength ($\lambda$), the device has a high density of stimulated emission photons which are seeded through distinct spontaneous emission events. This leads to the overall photon density in the cavity being incoherent, even though there can be local groups of coherent photons. The onset of ASE is characterized by an exponential increase in the photon population in the linear-linear plot.

Finally, as the pump power is further increased, the rate of stimulated emission becomes much higher than that of spontaneous emission. The device reaches the lasing threshold when the gain at one wavelength ($\lambda = \lambda_0$) is high enough to compensate for the cavity losses in the system at the same wavelength $\lambda_0$. In this case, both mirror and waveguide losses are incorporated into the total loss rate of the system. When this condition is met, one spontaneous emission event at $\lambda_0$ will lead to a cascade of stimulated events that causes a build up of coherent (in phase and wavelength) photons in the cavity. We will later show in this work that the wavelength in which lasing occurs is deterministic, meaning for any given laser device the wavelength with the most favorable conditions for lasing ($\lambda_0$) has the lowest lasing threshold $P_{in} = P_{th}$ and therefore always achieves the lasing condition first. We will return to this point when we consider the behavior of the laser rate equations with varying input parameters. We note as a point
of interest that at or above the lasing threshold, spontaneous and stimulated emission events at wavelengths not equal to the lasing wavelength are suppressed. This is because the rate of carrier recombination due to stimulated emission at the lasing wavelength far exceeds the rate of spontaneous or stimulated emission at other wavelengths, due to the high photon density at the lasing wavelength \( \lambda_0 \). The combination of the high photon density at the lasing wavelength and the suppressed emission at other wavelengths leads to a very distinct evolution of the light emission with increasing pump power for all laser devices. Figure 3.7 shows the intensity of light emission versus wavelength at three pump powers, corresponding to below, near and above the lasing threshold, for a device measured in this work.

![Figure 3.7: Light emission vs wavelength from a laser device at various pump powers. The curves are offset and scaled for clarity. The bottom, middle and top curves correspond to a device below, near and above threshold, respectively. The inset shows the intensity of the lasing mode vs pump power, plotted log-log.](image)

We will elucidate the specific features of the device measured in Figure 4.1 in Section 6.4. However, qualitatively one can observe the main features of laser operation previously discussed. Below threshold, multiple modes are observed on top of a broadband emission spectrum. As the pump power is increased and the device approaches threshold, the intensity at all wavelengths is increased. Finally, above threshold, the
intensity of the lasing mode far surpasses the emission at any other wavelength. At this point the device emits a high density of coherent photons at the lasing wavelength. The inset of Figure 4.1 also agrees well with Figure 3.6, which further confirms that the model presented in this work adequately describes the devices we measure. We will now continue to the next section, where we will consider ways to improve laser performance by optimizing key parameters of the device.

3.3 Behavior of the laser with varying input parameters

In this section we examine which parameters can be either chosen or adjusted in order to lower a lasers’ threshold. We see that the spontaneous emission factor, threshold current density and cavity lifetime play significant roles in determining a lasers’ properties. Finally, we show that one can theoretically use the laser rate equations in order to infer whether the gain material is limiting a lasers’ performance.

3.3.1 Varying the spontaneous emission factor

The spontaneous emission factor ($\beta$) of the lasing mode ($\lambda_0$) can assume any value between 0 and 1. Figure 4.2 is a log-log plot of lasing curves for $\beta$ equals 0.001, 0.01, 0.1 and 0.8, respectively.

![Figure 3.8: Lasing curves plotted over a wide range of values for $\beta$.](image)
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Looking at the below-threshold regime of operation one can see that as $\beta \lambda_0$ increases, so does the y-intercept of the lasing curve. Eq. 3.18 offers insight into the physical reason behind this trend. Below threshold, the number of spontaneously emitted photons into the lasing mode per unit time depends on the carrier density $n_2$, spontaneous emission lifetime ($\tau_{sp}$), and spontaneous emission factor $\beta \lambda_0$. The carrier density and spontaneous emission lifetime govern the total number of spontaneously emitted photons (at all wavelengths) emitted into the cavity per unit time. However, the spontaneous emission factor dictates what percentage of emitted photons are at the wavelength of the lasing mode with $\beta \lambda_0 = 0$ corresponding to zero photons and $\beta \lambda_0 = 1$ corresponding to the entirety of the emitted photons. Therefore, it makes sense that as $\beta \lambda_0$ increases, the photon density at $\lambda_0$ below threshold is higher for the same pump power because the device is more efficient at emitting photons at $\lambda = \lambda_0$. Interestingly, the lasing threshold does not appreciably change for $\beta$ between 0.001 and 0.1. However, it is dramatically lowered at $\beta$ equals 0.8. The reason for this can be understood by combining Eq. 3.22 and Eq. 3.23 in order to obtain an expression for the threshold pump power given in Eq. 3.32 where $P_{in} = P_{th}$ and $n_2 = n_{th}$.

$$P_{th} = \frac{V h \nu}{\eta} \left( \frac{n_{th}}{\tau_{sp}} (\Gamma - \beta) + \frac{X_{th}}{\tau_{cav}} \right)$$  \hspace{1cm} (3.32)

For this instance we will consider the case where $\Gamma$ is equal to one. From Eq. 3.32 we see that for small $\beta$ the threshold pump power depends on reaching a certain carrier density $n_2 = n_{th}$. Because the carrier concentration increases with pump power, the threshold is nearly the same for $\beta$ between 0.001 and 0.1. However as $\beta$ gets closer to unity, such as 0.8, the lasing threshold occurs at a fraction of $n_{th}$. In the limit where $\beta$ equals one, the device reaches threshold a vanishly small carrier density. This behavior is known as ‘thresholdless lasing’ and is illustrated in Figure 4.3.
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While $\beta = 1$ is technically impossible to realize, the prospect of low-threshold lasing with a high beta is intriguing and has been realized in many semiconductor systems, including the GaN photonic crystal cavities presented in Chapter 7.2. We will return to consider how to design a laser device with $\beta$ close to one in Chapter 4.

#### 3.3.2 Varying the gain coefficient

Figure 3.10 is a log-log plot of lasing curves for gain coefficient $G_0$ equals 1e15, 5e15, 1e16, and 5e16 $1/s$, respectively. One can see that the threshold power does not decrease with increasing gain coefficient, as expected from the independence of Eq. 3.32 on $G_0$. Therefore the gain coefficient is not a critical parameter toward achieving low-threshold lasers.

![Lasing Curves With Varying $G_0$](image)

**Figure 3.10:** Lasing curves with various values of the gain coefficient $G_0$. 
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3.3.3 Varying the threshold carrier concentration

Figure 3.14 is a log-log plot of lasing curves for the threshold current density \( n_{th} \) equals 5e23, 1e24, 2e24 and 4e24 1/m\(^3\), respectively. As expected from Eq. 3.32, the threshold lowers with decreasing values of \( n_{th} \). It is important to note that one can not arbitrarily vary \( n_{th} \) as it relates to the electronic confinement of the gain medium. The increased localization of the electrons and holes leads to a greater probability of exciton formation and therefore photon emission. There has been a considerable amount of effort in the design and growth of gain materials with low threshold current densities. In particular quantum dots are predicted to have the lowest threshold current density of all gain materials, making them excellent candidates for low-threshold lasers. In practice, the capture efficiency of the gain medium must also be taken into account. The lower capture cross section of quantum dots compared to quantum wells can lead to a lower density of electron-hole pairs in the quantum dot, thereby increasing the overall carrier concentration for the quantum dot active layer. We will return to a more in-depth discussion of how the dimensionality of a gain medium effects \( n_{th} \) in the next section. For now we note that this parameter is critical toward realizing low-threshold lasers.

![Lasing Curves With Varying \( n_{th} \)](image)

**Figure 3.11:** Lasing curves with vary values of threshold current density \( n_{th} \).
3.3.4 Varying the spontaneous emission lifetime

Figure 4.6 is a log-log plot of lasing curves for the spontaneous emission lifetime ($\tau_{sp}$) equals 5e-11, 1e-10, 5e-9 and 1e-9 s, respectively. One can see the lasing threshold of the device increases as the spontaneous emission lifetime decreases. This fact is interesting because it indicates that spontaneous emission events do not contribute towards lowering the lasing threshold, although in Section 3.3.1 we will see that increasing the fraction of spontaneous emission into the lasing mode lowered the lasing threshold. In the extreme case that the spontaneous emission lifetime was very long, there would be no spontaneously emitted photons in the cavity, thus the photon density would remain low below threshold. The correct interpretation is that spontaneous emission events are not desired because they steal carriers that would have undergone stimulated emission events. As discussed previously, the critical parameter towards achieving laser threshold is inverting the electron population, not achieving a high-photon density. In fact, certain laser devices such as Quantum Cascade Lasers (QCLs) have non-radiative lifetimes which are orders of magnitude shorter than spontaneous emission lifetimes. Therefore,
they emit almost no photons before the threshold condition is reached. Once the inversion condition is satisfied, it only takes a single spontaneous emission event to trigger a vast amount of stimulated emission events. Unfortunately, the spontaneous emission lifetime is often not engineered to be long as the gain medium is usually optimized for the wavelength of emission or other desirable properties for laser operation. However, the qualitative behavior of the laser device with varying spontaneous emission lifetime will serve as an intuitive framework in which we might better understand how the cavity volume affects the lasing threshold.

### 3.3.5 Varying the cavity volume

Figure 4.4 is a log-log plot of lasing curves for the cavity volume (V) equals 1e-21, 1e-20, 1e-19, and 1e-18 $m^3$, respectively.

As expected from Eq. 3.32, the threshold decreases linearly as the cavity volume is reduced. A smaller cavity volume lowers a device’s lasing threshold, due to the density
of states in vacuum, which is given in Eq. 3.33.

$$\rho(\omega) = \frac{\omega^2 V}{\pi^2 c^3}$$  \hspace{1cm} (3.33)

Where V is the volume of space considered, \(\omega\) is optical frequency, and \(c\) is the speed of light. From Eq. 3.16, we know that the rate of spontaneous emission is proportional to the density of states. From the previous discussion in Section 3.3.4 of how a short spontaneous emission lifetime increases the lasing threshold, it logically follows that small cavity volumes are favorable for low-threshold lasing. Simply, this is equivalent to the fact that a high field strength confined to a small volume is more effective in inducing exciton transitions. The desire for small modal volume cavities has led to the design and fabrication of novel optical cavities with volumes as low as one wavelength cubed. We will follow up with a more in-depth discussion of low modal volume optical cavities in Chapter 4.

### 3.3.6 Varying the A and C coefficients

We now arrive at a point of interest regarding the behavior of the rate equations when contributions from linear recombination (A) and Auger recombination (C) are included. From Eq. 3.6, we know that the linear recombination, spontaneous emission and Auger recombination scale as \(n_2\), \(n_2^2\), and \(n_3^3\) respectively. Auger recombination scales as the carrier density to the third power because it is a three particle process where an electron-hole pair non-radiatively recombine and transfer their energy to a third electron in the conduction band. This process is schematically demonstrated in Figure 3.14.

Therefore, it is natural to expect the slope of the lasing curve below threshold to vary depending on which phenomena are dominant. This is indeed the case, as can be
Figure 3.14: Schematic of Auger recombination. An electron-hole pair recombines and transfers energy to a third electron.

It is apparent that from a graph of the lasing threshold versus the below threshold slope, one could infer if either linear or Auger recombination was limiting device performance. While this might seem obscure, certain material systems such as the nitrides experience degraded device performance in LEDs (often referred to as droop) which has recently been attributed to Auger recombination [90]. Conventional measurement techniques of non-radiative recombination are arduous, however the unique coupling between the gain medium and optical cavity within a laser serve as a platform to investigate material properties through optical measurements. Figure 3.16 is a plot of the lasing threshold versus the slope of the lasing curve below threshold.
From Figure 3.16, one can see that the rate the lasing threshold increases is faster, at smaller deviations in the slope from $A=C=0$, for Auger recombination than linear recombination. This is to be expected as the $C$ and $A$ coefficients scale as the third and first order of the carrier concentration, respectively. In order to practically realize such an experiment, one would have to measure laser devices with varying values of $A$ and or $C$. This could be done by engineering the defect density, impurity concentration between sample wafers, or implementing micron sized cavity devices in order to exploit the natural material inhomogeneities within one semiconductor wafer. Therefore the microcavity lasers can be used as a sensitive probe of the material properties, however for low-threshold lasing Auger recombination should be avoided and instead cavities should be engineered to be optically efficient.

### 3.4 A laser device with optimized parameters

From Section 8.2, we found that one can lower lasing thresholds by creating a device with a high spontaneous emission factor ($\beta$), low threshold current density ($n_{th}$), and
small cavity volume (V). In this section we investigate how to realize a laser device that exhibits such optimized parameters. Specifically, in Chapters 4 and 5 we will demonstrate that semiconductor quantum dots within a low modal volume microdisk or photonic crystal cavity fulfill such criteria and are therefore ideal candidates for low threshold lasers.

### 3.4.1 Optical cavity design

In this section we return to first principles in order to gain insight into what properties an optical cavity must have in order to possess a high spontaneous emission factor ($\beta$). Recalling our previous expression for $\beta$ from Eq. 3.17, we now consider the density of states of an optical cavity mode in order to determine the spontaneous emission lifetime of the lasing mode ($\tau_0$). Before doing so, we utilize the power of hindsight and divide the numerator and denominator of Eq. 3.17 by the spontaneous emission rate in free space ($\tau_{fs}^{-1}$) in order to arrive at Eq. 3.34. This will ultimately help us formulate $\beta$ in terms of the Purcell Factor, ubiquitous in light-matter coupling.

$$
\beta = \frac{\tau_0^{-1}/\tau_{fs}^{-1}}{\tau_{sp}^{-1}/\tau_{fs}^{-1}} = \frac{\tau_0^{-1}/\tau_{fs}^{-1}}{\left(\tau_0^{-1} + \sum_{i \neq 0} \tau_i^{-1} + \tau_{ex}^{-1}\right)/\tau_{fs}^{-1}}
$$

(3.34)

Solving for $\tau_{fs}^{-1}$ to obtain $\beta$, we arrive at Eq. 3.35.

$$
\tau_{fs}^{-1} = \frac{\left|\langle E_2| \vec{E}_{vac} \cdot \vec{d}|E_1 \rangle\right|^2}{\rho_{fs}(\omega_0)}
$$

(3.35)

Where the density of states in free space $\rho_{fs}(\omega_0)$ is given by Eq. 3.33 and the electric field of vacuum $\vec{E}_{vac}$ is derived using the equipartiton theorem and the quantum field theory (QFT) formalism that each point in space can be approximated as a harmonic
oscillator with energy $\hbar \omega/2$.

$$2 \int \frac{\epsilon_0}{2} \bar{E}_{\text{vac}}^2 dV = \frac{\hbar \omega_0}{2}$$  \hspace{1cm} (3.36)

$$|\bar{E}_{\text{vac}}| = \sqrt{\frac{\hbar \omega_0}{2 \epsilon_0 V}}$$  \hspace{1cm} (3.37)

Inserting $\rho_{fs}(\omega_0)$ and $\bar{E}_{\text{vac}}$ back into Eq. 3.35 and integrating over all possible dipole orientations where $\bar{d} = |d| \cos(\theta)$ one has Eq. 3.38.

$$\tau_{fs}^{-1} = \frac{1}{4\pi \hbar^2} \int_0^{2\pi} \int_0^{\pi} |\bar{E}_{\text{vac}}|^2 |\bar{d}|^2 \rho_{fs}(\omega_0) \cos^2(\theta) \sin(\theta) d\theta d\phi = \frac{1}{\hbar^2} \frac{\hbar |\bar{d}|^2 \omega_0}{3 \cdot 2 \epsilon_0 V} \frac{\omega_0^2 V}{\pi^2 c^3} = \frac{\omega_0^2 |\bar{d}|^2}{6\hbar \pi^2 \epsilon_0 c^3}$$  \hspace{1cm} (3.38)

Modifying Eq. 3.16 we arrive at the expression for $\tau_0$ in Eq. 3.40.

$$\tau_0^{-1} = \frac{\langle E_2 | \bar{E}_0 \cdot \bar{d} | E_1 \rangle|^2}{\hbar^2} \rho(\omega_0)$$  \hspace{1cm} (3.39)

$$\tau_0^{-1} = \frac{\langle E_2 | \bar{E}_0 \cdot \bar{d} | E_1 \rangle|^2}{\hbar^2} \frac{2\Delta \omega_c^2}{\pi \Delta \omega_c (4(\omega_0 - \omega_c)^2 + \Delta \omega_c^2)}$$  \hspace{1cm} (3.40)

Where $\rho(\omega_0)$ is the density of states of a lorentzian oscillator which describes the optical cavity resonance with frequency and full width at half maximum (FWHM) of $\omega_c$ and $\Delta \omega_c$, respectively. Finally, $\omega_0 \equiv (E_2 - E_1)/\hbar$ corresponds to the frequency of the light emission. Upon simplification, the inner product term reduces to Eq. 3.41.

$$\langle E_2 | \bar{E}_0 \cdot \bar{d} | E_1 \rangle = \left( \frac{\bar{E}_0 \cdot \bar{d}}{\bar{E}_0 \cdot \bar{d}} \right)^2 |\bar{E}_{\text{vac}}|^2 |\bar{d}|^2$$  \hspace{1cm} (3.41)

Inserting Eq. 3.41 into Eq. 3.40 and simplifying, one has Eq. 3.42.

$$\tau_0^{-1} = \left( \frac{\bar{E}_0 \cdot \bar{d}}{\bar{E}_0 \cdot \bar{d}} \right)^2 |\bar{d}|^2 \frac{Q}{\hbar \pi V \epsilon_0} \frac{\Delta \omega_c^2}{(4(\omega_0 - \omega_c)^2 + \Delta \omega_c^2)}$$  \hspace{1cm} (3.42)
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$Q \equiv \omega_c/\Delta \omega_c = \tau_c \omega_c$ is known as the quality factor of the cavity, where $\tau_c$ is the cavity photon lifetime used previously in Eq. 3.20. Taking the ratio of $\tau_0^{-1}$ and $\tau_{fs}^{-1}$, we arrive at Eq. 3.43, which is commonly known as the Purcell factor $F$.

$$F = \frac{\tau_0^{-1}}{\tau_{fs}^{-1}} = \left( \frac{\left| \vec{E}_0 \cdot \vec{d} \right|}{\left| \vec{E}_0 \right|} \right)^2 \frac{6Q\pi e^3}{\nu_0^3 \nu} \frac{\Delta \omega_c^2}{(4(\omega_0 - \omega_c)^2 + \Delta \omega_c^2)}$$

(3.43)

Simplifying using the relationship $\frac{\nu}{\nu_0} = \frac{\lambda_0}{2\pi n}$, where $\lambda_0$ is the wavelength of cavity mode and $n$ is the index of refraction one arrives at Eq. 3.44.

$$F = \frac{\tau_0^{-1}}{\tau_{fs}^{-1}} = \left( \frac{\left| \vec{E}_0 \cdot \vec{d} \right|}{\left| \vec{E}_0 \right|} \right)^2 \frac{3Q\lambda_0^3}{4\pi^3 V n^4} \frac{\Delta \omega_c^2}{(4(\omega_0 - \omega_c)^2 + \Delta \omega_c^2)}$$

(3.44)

Inserting Eq. 3.44 into Eq. 3.34, one has our final expression for $\beta$ in Eq. 3.45.

$$\beta = \frac{F}{F + \xi}$$

(3.45)

Where $\xi = (\sum_{i \neq 0} \tau_i^{-1} + \tau_{ex}^{-1})/\tau_{fs}^{-1}$, represents spontaneous emission into optical pathways other than the lasing mode. There are many interesting points to note from Eq. 3.45. First, being that there are two ways to maximize $\beta$. $\beta$ approaches unity when F is much greater than $\xi$ or when $\xi$ goes to zero. It is therefore desirable for low threshold lasers to have a high Purcell factor, bringing us to a key point of this work. From Eq. 3.44, one can see that the Purcell factor increases for high quality factor (Q), low modal volume (V) optical cavities. The desire for high Q and low V cavities serves as the guiding principle for cavity design in this work. Furthermore, in order to maximize the light-matter interaction, the cavity should be both spatially and spectrally matched to the emitter. Finally, by utilizing exotic optical cavities such as photonic crystal defects, one can engineer $\xi$ to be small by designing the density of states to be vanishingly low.
for the non-lasing modes. In Chapter 4 we introduce the theoretical principles behind microdisk and photonic crystal cavities to elucidate how one can actually design a high $\beta$ cavity.
Chapter 4

Microcavity Resonators

4.1 Microdisk cavities

The results presented in this thesis were primarily obtained with microdisk resonators. As with all systems there are inherent advantages and disadvantages to microdisks. The main advantage is the existence of high Q low V cavity modes that can span over the entire gain region. This comes at cost, as with multiple modes there are more radiative pathways other than the lasing mode and therefore $\beta$ is not as high as in other optical cavities. In spite of this, microdisks serve as excellent diagnostic devices for emerging semiconductor gain media and have been demonstrated as high-performance low-threshold lasers.

In this section we derive the optical resonances of a microdisk from first principles and demonstrate how the structure serves as a high Q and low V optical cavity. Figure 4.6 shows the cylindrical coordinates $(\hat{\rho}, \hat{\phi}, \hat{z})$ for the microdisk with radius $R$, height $h$ and transverse electric TM, as well as transverse electric TE directions denoted.
We begin with a ray optics model which offers some physical intuition for how a microdisk confines light. Light is confined within the boundary of a microdisk via the phenomenon of total internal reflection (TIR). It is well known that for light incident at an interface between two media with indices of refraction $n_1$ and $n_2$ (where $n_1 > n_2$), that above a critical angle $\theta_c$ the ray can undergo TIR and therefore remain confined to the medium with index $n_1$. From Snell’s law the critical angle is defined by Eq. 4.1.

$$\theta_c = \sin^{-1}(n_2/n_1) \quad (4.1)$$

Using geometry, one can show that for a ray originating from inside a circle that is incident upon its boundary at an angle $\theta$, all subsequent reflections will also be incident upon the circle with angle $\theta$. Therefore a ray that satisfies the TIR condition $(\theta > \theta_c)$ for the first reflection off the boundary of a circle will continue to do so for all subsequent reflections. Such modes are known as Whispering Gallery Modes (WGM). Figure 4.2 shows an example of a source located inside the periphery of a microdisk, which emits rays in 360 degrees, at intervals of 6 degrees. Most of the rays originating from the source undergo partial reflection and refraction at the interface. However there are a range of angles with which all rays are totally internally reflected. The TIR reflected rays are denoted in red and the subsequent 20 bounces from each ray are denoted in gray.
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**Figure 4.2:** Ray optics simulation of a whispering gallery mode inside a one micron microdisk resonator with index 1.5 in air. Rays originating from the source (blue dot) which are totally internally reflected are denoted in red. The 20 subsequent reflections for each ray are denoted in gray.

One can see from Figure 4.2 that the totally internally reflected rays are confined to the periphery of the disk (300nm from the edge), giving rise to a high-field intensity also located near the edge of the disk. One can only satisfy the TIR condition for a source that is placed within 300nm from the edge of the disk (within the gray rays). In order to couple into a WGM, the source must be located near the periphery. One would expect that by increasing the index of refraction of the microdisk that the critical angle would decrease thereby increasing the number of rays from the source which are totally internally reflected. Figure 4.3 is a simulation for a microdisk of $n_1 = 2.5$ which demonstrates that this is indeed the case.

Now that we have gained some physical intuition for how light is confined within a microdisk we pause to consider some limitations with the ray optics model. The first problem is that in the simplified ray optics model the light emitted into the WGM is confined within the disk indefinitely. This cannot be true as the device would build up an infinite power density if the source emitted continuously. In fact, the device does not confine light indefinitely because light has a spatial extent and is therefore not infinitely
thin, as assumed with ray optics. In turn, this causes the perimeter of the disk to not be locally flat but curved, modifying the total internal reflection condition for light. This happens because certain wave vectors of a photon wave packet now violate $\theta > \theta_c$ and therefore escape from the disk. Furthermore, ray optics contain no information regarding the phase of the light, leading to an absence of frequency dependent resonances and accurate intensity profiles of modes. Finally, there is no polarization dependence for light rays satisfying the TIR condition, therefore one cannot distinguish between TE and TM modes. For all of the above reasons it is best to solve for the mode profile of light within a microdisk using Maxwell’s equations. Such analysis will not only qualitatively agree with our ray optics approach but also offer additional insight into the behavior of light confined within the microdisk.

We begin with the Maxwell equations in the absence of sources or currents and assume the electric field and magnetic field are oscillatory in time and therefore obey the relation $\vec{E}(\vec{r}, t) = E(\vec{r})e^{-i\omega t}$ and $\vec{H}(\vec{r}, t) = H(\vec{r})e^{-i\omega t}$. Therefore the Maxwell equations

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4_3.png}
\caption{Ray optics simulation with the same conditions as in Fig. 4.2 except for the index of refraction of the disk which is increased to $n_1 = 2.5$. One can see the number of TIR rays has increased, due to the lower critical angle.}
\end{figure}
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take the form of Eq. 4.2.

\[ \nabla \cdot \vec{H}(\vec{r}) = 0 \quad \nabla \times \vec{E}(\vec{r}) - i\omega \mu_0 \vec{H}(\vec{r}) = 0 \]
\[ \nabla \cdot (\epsilon(\vec{r})\vec{E}(\vec{r})) = 0 \quad \nabla \times \vec{H}(\vec{r}) + i\omega \epsilon_0 \epsilon(\vec{r})\vec{E}(\vec{r}) = 0 \]  \hspace{1cm} (4.2)

We can now combine the equations in Eq. 4.2 in order to have an expression only in terms of the electric or magnetic field, depending on what is preferred. Doing so for the magnetic field yields Eq. 4.3.

\[ \nabla \times \left( \frac{1}{\epsilon(\vec{r})} \nabla \times \vec{H}(\vec{r}) \right) = \left( \frac{\omega}{c} \right)^2 \vec{H}(\vec{r}) \]  \hspace{1cm} (4.3)

Using the vector identity \( \nabla \times (\nabla \times \vec{A}) = \nabla (\nabla \cdot \vec{A}) - \nabla^2 \vec{A} \), one arrives at the Helmholtz equation in Eq. 4.4. This is the same regardless if the electric or magnetic fields are isolated from the Maxwell equations.

\[ \nabla^2 \vec{H}(\vec{r}) + k^2 \vec{H}(\vec{r}) = 0 \]
\[ \nabla^2 \vec{E}(\vec{r}) + k^2 \vec{E}(\vec{r}) = 0 \]  \hspace{1cm} (4.4)

Where \( k^2 = (n(\vec{r})\omega/c)^2 \). To solve for the field we now must insert the Laplacian operator in cylindrical coordinates. We must also separate variables such that \( \vec{H}(\vec{r}) = R(\rho)\Phi(\phi)Z(z) \) we arrive at Eq. 4.5.

\[ \frac{1}{R(\rho)} \left\{ \rho^2 \frac{\partial^2 R(\rho)}{\partial \rho^2} + \rho \frac{\partial R(\rho)}{\partial \rho} \right\} + \frac{1}{\Phi(\phi)} \frac{\partial^2 \Phi(\phi)}{\partial \phi^2} + \frac{\rho^2}{Z(z)} \frac{\partial^2 Z(z)}{\partial z^2} + k^2 = 0 \]  \hspace{1cm} (4.5)

Any solution to Eq. 4.5 must have the \( \rho, \phi \) and \( z \) differentials be equal to constants. If we let the \( \phi \) and \( z \) differentials be equal to \(-l^2\) and \(-\beta^2\) respectively (where \( \beta \) has no
relation to the previously used spontaneous emission factor) one arrives at Eq. 4.6.

\[ \rho^2 \frac{\partial^2 R(\rho)}{\partial \rho^2} + \rho \frac{\partial R(\rho)}{\partial \rho} + \{ \rho^2 (k^2 - \beta^2) - \ell^2 \} R(\rho) = 0 \] (4.6)

Applying the change of variable \( \rho \rightarrow \rho \sqrt{k^2 - \beta^2} \) one arrives at Eq. 4.7 which is Bessel’s differential equation, whose solutions are Bessel functions of order \( \ell \) if \( k^2 - \beta^2 > 0 \) and Hankel functions of order \( \ell \) if \( k^2 - \beta^2 < 0 \).

\[ \rho^2 \frac{\partial^2 R(\rho)}{\partial \rho^2} + \rho \frac{\partial R(\rho)}{\partial \rho} + (\rho^2 - \ell^2) R(\rho) = 0 \] (4.7)

\( \vec{H}(\vec{r}) \) therefore assumes the form of Eq. 4.8 where Bessel functions are solutions within the radius of the disk as they are finite valued at \( \rho = 0 \) and Hankel functions are solutions outside the radius of the disk as they approach asymptotically approach 0 at \( \rho \rightarrow \infty \).

\begin{eqnarray*}
\vec{H}(\vec{r}) &=& J^1_{\ell}(\rho \sqrt{k^2 - \beta^2}) e^{\pm i \ell \phi} e^{\mp i \beta z}, \quad \rho \leq r \\
\vec{H}(\vec{r}) &=& H^1_{\ell}(\rho \sqrt{k^2 - \beta^2}) e^{\pm i \ell \phi} e^{\pm i \beta z}, \quad \rho > r
\end{eqnarray*}

(4.8)

The final step to find the fields inside and outside the disk is to match boundary conditions at the surface of the microdisk. We begin with the \( \hat{z} \) component of the electric and magnetic fields at the upper boundary of the disk \( z = h/2 \). Since we want a general solution for both the magnetic and electric fields, which are related by a spatial derivative in 1 dimension, we seek to make the normal component of the displacement field, as well as its derivative, continuous at \( z = h/2 \) in order to avoid divergences of the magnetic field. Before doing so, we first make the assumption that the height of the disk is small enough in the vertical direction so that only one half wavelength can fit inside. In other words we assume \( Z(z) = \cos(\beta_1 z) \) for \( z \leq h/2 \). We also assume that the field outside the disk must be exponentially decaying as we are only considering solutions in which
TIR in the z direction within the disk. This mathematically equates to $Z(z) = e^{-\beta_2 z}$ for $z > h/2$. Calculating the field and its derivative at the boundaries we arrive at Eq. 4.9.

$$
\begin{align*}
\epsilon_1 A_1 \cos\left(\frac{\beta_1 h}{2}\right) &= \epsilon_2 A_2 e^{-\frac{\beta_2 h}{2}} \\
\epsilon_1 A_1 \beta_1 \sin\left(\frac{\beta_1 h}{2}\right) &= \epsilon_2 A_2 \beta_2 e^{-\frac{\beta_2 h}{2}}
\end{align*}
$$

(4.9)

Where $A_1, A_2$, correspond to the amplitude of the field inside and outside the disk respectively. Dividing the 2nd equation by the 1st and simplifying, one arrives at Eq. 4.10.

$$
\beta_1 \tan\left(\frac{\beta_1 h}{2}\right) = \beta_2
$$

(4.10)

Interestingly, this condition is reminiscent of the finite potential well in quantum mechanics. In fact, one can reformulate our electromagnetic differential equation in terms of a quantum wave function in an arbitrary potential. We will return to this point in more detail shortly. For now, we can further simplify Eq. 4.10 by inserting the values for $\beta_1$ and $\beta_2$. $\beta$ is often expressed in terms of an effective mode index $\bar{n}$ which is given in Eq. 4.11.

$$
\beta^2 = k^2 - k_0 \bar{n}^2
$$

$$
\bar{n} = \frac{\int_V \epsilon(\vec{r}) \left| \vec{E}(\vec{r}) \right|^2 \, dV}{\int_V \left| \vec{E}(\vec{r}) \right|^2 \, dV}
$$

(4.11)

Where $k = k_0 n$, and $n$ is the index of refraction. Therefore $\beta_1 = k_0 \sqrt{n_1^2 - \bar{n}^2}$ and $\beta_2 = k_0 \sqrt{\bar{n}^2 - 1}$ which transforms Eq. 4.10 into Eq. 4.12.

$$
\sqrt{n_1^2 - \bar{n}^2} \tan\left(\frac{hk_0}{2} \sqrt{n_1^2 - \bar{n}^2}\right) = \sqrt{\bar{n}^2 - 1}
$$

(4.12)
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We now apply a similar procedure to the $\hat{\rho}$ direction and noting that $2\frac{\partial J_n(x)}{\partial x} = J_{n-1}(x) - J_{n+1}(x)$ and $\frac{\partial H_n(x)}{\partial x} = \frac{nH_n(x)}{x} - H_{n+1}(x)$ one arrives at Eq. 4.13

$$\left( \frac{J_{l+1}(Rk_0) - l}{J_l(Rk_0)} \right) = - \left( \frac{H_{l+1}(Rk_0n_l)}{H_l(Rk_0n_l)} \right) \left( \frac{Rk_0n_l}{n_l} \right)$$

(4.13)

Where Eq. 4.12 and Eq. 4.13 are for TE modes, for TM modes the right hand side of both equations should be multiplied by $(\frac{\bar{n}}{n_2})^2$. The solution to the transcendental equation in Eq. 4.13 is straightforward, but computationally heavy as one must sweep over the wavenumber $(k_0)$ for each mode of quantum number $l$. Figure 4.4 shows an example of a TE polarized WGM solution to the Helmholtz equation. This was obtained using the procedure outlined above next to a Finite Difference Time Domain (FDTD) simulation which numerically solves the Maxwell’s equations over space and time. This mode is referred to as a first order whispering gallery mode because it has only one maximum in the radial direction. The agreement between the two plots suggests that our mathematical formulation adequately describes our microdisk resonators.

![Helmholtz wave equation solution](a) Helmholtz wave equation solution ![FDTD simulation](b) FDTD simulation

**Figure 4.4:** Comparison between the numerically computed WGM and FDTD simulation. Both qualitatively agree with the ray optics solution but offer additional insight into the field distribution of the mode.

We also note that the azimuthal solution offers a method to calculate the free spectral range (FSR) of the WGM modes. In order to be a standing wave in the azimuthal direction, the wave must repeat itself upon one round trip around the circle. This
imposes a restriction on the spacing in optical frequency between two modes, as given in Eq. 4.14.

$$\Delta \nu = \frac{1}{\Delta t} = \frac{c}{2\pi Rn}$$

(4.14)

Where $c$ is the speed of light in vacuum, $R$ is the radius of the disk, and $n$ is the index of refraction of the cavity membrane. Converting to wavelength and using the chain rule one has the expression given in Eq. 4.15.

$$\Delta \lambda = \Delta \left( \frac{c}{\nu} \right) = \frac{c \Delta \nu}{\nu^2} = \frac{c^2}{2\pi R n \nu^2} = \frac{\lambda^2}{2\pi n R}$$

(4.15)

Figure 4.5 is a plot demonstrating the FSR of an optical resonator. The frequency spacing between modes increases as the radius of the disk decreases. This is critically important for low-threshold lasers as reducing the number of modes increases the spontaneous emission factor of a laser via a reduction in the $\xi$ factor in Eq. 3.45.

![Figure 4.5: Schematic with the FSR (\(\Delta \nu\)) of cavity resonances denoted. For low-threshold lasers a high FSR is desired which requires the microdisk radius and therefore modal volume to be small.](image)

We conclude our discussion of microdisk resonators by returning to a previously mentioned point, that the electromagnetic Helmholtz equation can be reformulated in terms of a wave function $\Psi$ in an effective potential $U_{eff}$. This offers insight into why
light escapes from the disk. For a more detailed discussion of the effective potential formalism see [91]. We begin with Schrödinger’s Equation in Eq. 4.16 where $E = \frac{\hbar^2 k_0^2}{2M}$.

$$\left\{-\frac{\hbar^2}{2M}\Delta + U_{\text{eff}}\right\}\Psi(r) = E\Psi(r) \quad (4.16)$$

On can now rearrange our radial differential equation given in Eq. 4.17.

$$\frac{\partial^2 \Psi(\rho)}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial \Psi(\rho)}{\partial \rho} + (k_0^2 n^2 - \frac{l^2}{\rho^2})\Psi(\rho) = 0 \quad (4.17)$$

We multiply by $-\frac{\hbar^2}{2M}$ and add $\frac{\hbar^2 k_0^2}{2M}\Psi(\rho)$ to both the left and right hand side of Eq. 4.17 which allows us to solve for $U_{\text{eff}}$.

$$-\frac{\hbar^2}{2M}\left\{ \frac{\partial^2 \Psi(\rho)}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial \Psi(\rho)}{\partial \rho} \right\} + \frac{\hbar^2}{2M}\left\{ (k_0^2 n^2 - \frac{l^2}{\rho^2})\Psi(\rho) \right\} = \frac{\hbar^2 k_0^2}{2M}\Psi(\rho) \quad (4.18)$$

$$U_{\text{eff}} = \frac{\hbar^2}{2M}\left\{ k_0^2 (1 - \bar{n}^2) + \frac{l^2}{\rho^2} \right\}$$

Figure 4.6 shows $U_{\text{eff}}$ as well $\Psi(\rho)$, which is the solution to Eq. 4.18 for $R = 10\mu m$, $n_1 = 1.4$, $n_2 = 1$, where $\lambda = 445\text{ nm}$ and $l = 200$.

**Figure 4.6:** Effective Potential of a microdisk cavity with bound state wave function and energy level solution superimposed.
From Figure 4.6, one can now see why the lifetime of a mode is finite. Essentially, the mode (or bound state) has a finite probability of tunneling through the potential barrier which defines a cavity lifetime inversely proportional to the tunneling rate. The author would like to thank Xingyu Zhang for his generous help in the formulation and implementation of the quantum analogue presented above.

We conclude our discussion of microdisks with a plot of the calculated spontaneous emission factor $\beta$ from [12] shown in Figure 4.7. We can see that $\beta$ can be as high as 0.25, which can lead to low threshold lasing as seen in section 3.3.1. As discussed previously, the high $\beta$ comes from the long lifetime (high Q) small modal volume (low V) properties of the microdisk, which can theoretically be as high as 1e6, and $1(\frac{\lambda}{n})^3$, respectively.

Figure 4.7: Calculated spontaneous emission factor for microdisks of varying radii and thickness from [12] assuming only one mode overlaps the gain spectrum of the emitter.

In the next section we discuss the theory of operation for another type of optical resonator, photonic crystal cavities, which can exhibit even higher device performance.
4.2 Photonic crystal cavities

As we have seen in the discussion of microdisks in section 4.1, there is a direct analogue between quantum mechanics and Maxwell’s equations. The photonic crystal cavity (PCC) utilizes a symmetry breaking inside a periodic dielectric structure in order to localize light within the region of an optical defect. This is very similar to an atomic defect within a periodic lattice, acting to confine electrons to a finite region. Concepts from solid state physics such as the Bloch condition, band structure and band gap can be directly applied to their photonic counterpart. PCCs serve as ideal high spontaneous emission factor optical cavities and are implemented in the lowest threshold InGaN based laser to date, presented later in Section 7.2. We begin with the photonic crystal band structure, then continue to PCCs which introduce defect states within the photonic band gap that localize photons, and finish with theoretical and experimental results of optimized devices’ spontaneous emission factors. The discussion in this work is heavily based on “Photonic Crystals,” by Steven G. Johnson (2008). For further details on topics presented below please refer to that text.

Consider a one dimensional periodic dielectric structure with dielectric constants $\epsilon_1$ and $\epsilon_2$ with lattice constant $a$, where $\epsilon_1 > \epsilon_2$. If we consider a photon with wave vector $k$ propagating in the positive $\hat{x}$ direction with electric field $\vec{E} = e^{i(kx-\omega t)}$, and the photon wavelength is the same as the lattice spacing ($k = \pi/a$), strong Bragg scattering will occur. This causes a back propagating wave vector which leads to the existence of a standing wave in the medium, described by $\vec{E} = e^{i(kx-\omega t)} \pm e^{-i(kx-\omega t)}$. The energy density is proportional to the dielectric constant multiplied by the magnitude of the
electric field squared. For a standing wave, this can be separated in terms of sines and cosines.

\[
\langle U \rangle - = \frac{\epsilon(x)\epsilon_0}{2} \sin^2 \left( \frac{\pi x}{a} \right)
\]
\[
\langle U \rangle + = \frac{\epsilon(x)\epsilon_0}{2} \cos^2 \left( \frac{\pi x}{a} \right)
\]

Where \( \langle U \rangle + \) and \( \langle U \rangle - \) correspond to waves which are localized primarily in the regions of high and low dielectric constant respectively. After matching boundary conditions at each interface, one has an energy density which is shown in Figure 4.8 that is adapted from [13].

\[\text{Figure 4.8: Energy density of standing waves which are localized in the regions of the high (} \epsilon_1 \text{) and low (} \epsilon_2 \text{) dielectric constant, respectively.}\]

The band structure can be found using the photonic analogue of the quantum Kronig-Penney model and is presented in Figure 4.9. One can show that a photonic band gap exists if \( \epsilon_1 > \epsilon_2 \). Furthermore, for many practical devices, including those presented in this work, the low dielectric medium is air \( (\epsilon_2 = 1) \). This allows for the definition of two bands: the dielectric and air bands. These correspond to light localized in the dielectric and air medium, respectively.

If we now consider a break in the periodicity of the dielectric stack, we can introduce a defect state that exists within the photonic band gap. As light at frequencies within
the photonic band gap is exponentially decaying in the periodic region of the dielectric stack, the light is confined to the spatial region of the photonic crystal defect. Figure 4.10 shows the spatial profile of a one dimensional PCC as well as the photonic density of states (DOS) versus frequency.

From Figure 4.10 one can observe three properties of PCCs which make them excellent platforms for low-threshold lasers. Firstly, the modal volume of the optical cavity can be extremely small due to the fact that the break in periodicity needs to be only the size of one element in the periodic array. This leads to structures with modal volumes as low as $0.01(\frac{\lambda}{2})^3$, making PCCs the smallest dielectric optical cavities to date [92]. The second desirable trait of PCCs is their long cavity lifetimes (or equivalently high Q), due to the vanishingly small DOS at frequencies within the photonic band gap in the dielectric stack region of the device. Recent work has demonstrated theoretical quality factors higher than $10^9$ and experimental realization higher than $10^5$ [93, 94]. The high Q, low V properties of PCCs lead to high Purcell factors for the lasing mode, defined as $F$ in Eq. 3.45. These in turn, contribute to high spontaneous emission ($\beta$) factors. The
third point of interest of PCCs also relates to the DOS within the photonic band gap. This is numerically calculated for a photonic crystal and shown in Figure 4.11, adapted from [14].

As discussed previously in section 3.4.1, reducing the rate of spontaneous emission into pathways other than the lasing mode (defined as $\xi$) leads to higher values of $\beta$. 
Furthermore, as the rate of emission is proportional to the density of states, the small
density of states at frequencies other than the lasing mode lead to inhibited emission
and therefore low values of $\xi$. Utilizing various PCCs designs experimental $\beta$ factors as
high as 0.41, 0.85, 0.92 and 0.94 have been reported[15, 16, 19, 95]. Figure 4.12 shows
various PCC cavity designs, from which it is currently accepted that the 1D nanobeam
offers the best cavity design for high Q and low V adapted from references [15–17].

Figure 4.12: Various high beta PCC designs taken from references [15–17], respec-
tively.
Chapter 5

Semiconductor Gain Medium

5.1 Semiconductor gain medium

In this section we shift our focus from the optical cavity design to the properties of the gain material. From our discussion of the laser rate equations, we found the lasing threshold decreases as the gain coefficient \( G_0 \) increases and the threshold current density \( n_{th} \), decreases as shown in Figures 4.4 and 3.14, respectively. It is therefore desirable to utilize a gain medium with a high gain and low-threshold current density in order to realize a low-threshold laser. In order to calculate the gain per unit length for a given material, we follow the formalism given in reference [96] and reformulate the Beer-Lambert law originally presented in Eq. 3.10 in terms of a spatial derivative given in Eq. 5.1.

\[
g_m = \frac{1}{X} \frac{dX}{dz} \tag{5.1}
\]

Where \( X \) is the photon density and \( z \) is the spatial dimension in which the light propagates. Using the chain rule and the fact that \( \frac{dz}{dt} = v_g \), where \( v_g \) is the group velocity of
light in the semiconductor one arrives at Eq. 5.2.

\[
g_m = \frac{1}{Xv_g} \frac{dX}{dt} \tag{5.2}
\]

As we are only interested in the rate of photon generation due to stimulated emission, we include the radiative transition rate \((\tau_{st}^{-1})\), calculated using Fermi’s Golden Rule, as well as the occupation probabilities \(f_1\) and \(f_2\) for an electron being at a given energy in the valence or conduction band, respectively. As a note, only electrons that satisfy both energy and momentum conservation with a photon transition will undergo stimulated emission and emit photons. Therefore the entire population of the valence or conduction band is not considered for the gain calculations. This is quantified by defining \(f_1\) and \(f_2\) using Eq. 5.3.

\[
f_1 = \frac{1}{e^{(E_1-E_{Fv})/kT} - 1}
\]

\[
f_2 = \frac{1}{e^{(E_2-E_{Fc})/kT} - 1}
\]

Where \(E_1\) and \(E_2\) satisfy the relation \(\Delta E = E_2 - E_1 = h\nu\), where \(\nu\) is the frequency of the light emitted upon the recombination of the electron-hole pair. \(T\) also represents the temperature of the system and \(E_{Fv}\) and \(E_{Fc}\) represent the quasi-Fermi levels in the valence and conduction bands, respectively. Implementing our expression for \(\frac{dX}{dt}\) one arrives at an expression for the gain given in Eq. 5.4.

\[
g_m = \frac{\tau_{st}^{-1}}{Xv_g} \rho(\Delta E) \cdot (f_2 - f_1)
\]

\[
g_m = \frac{2\pi}{\hbar} \frac{1}{Xv_g} \left| \langle E_2 | \vec{E} \cdot \vec{d} | E_1 \rangle \right|^2 \rho(\Delta E) \cdot (f_2 - f_1)
\]

\[
g_m = \frac{2\pi}{\hbar} \frac{2g^2\hbar \omega}{cne_0} \left| \langle E_2 | \vec{r} | E_1 \rangle \right|^2 \rho(\Delta E) \cdot (f_2 - f_1)
\]
Where $\tau_{st}^{-1}$ is the stimulated emission rate calculated using Fermi’s Golden Rule, in analogy to the spontaneous emission rate calculated in Eq. 3.16. The photon density $X$ has also been reformulated in terms of the frequency and dielectric constant by equating expressions for the energy density given in Eq. 5.5. Finally, the group velocity has been simplified using the relation $v_g = c/n$ where $n^2 = \epsilon$.

$$U = \hbar \omega X = \frac{1}{2} \epsilon_0 \epsilon |E|^2 \quad (5.5)$$

For semiconductor lasers, there are four different types of gain media which have been realized, all of which depend on altering the degrees of freedom of the electron-hole pair from 3 dimensions down to 0 dimension. The precise value of the gain ($g_m$) must be calculated for each medium using the density of states in addition to the wave functions of the electron in the valance and conduction bands for the dimensionality of each gain media. This calculation has been carried out in reference [18] and the density of states as well as the gain for 3D to 0D Ga$_{0.47}$In$_{0.53}$As/InP emitters is shown in Figure 5.1. As expected from Eq. 5.4, the maximum gain is the highest for the quantum dot (QD)
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**Figure 5.1:** a) Density of states for an emitter with 3, 2, 1 and 0 degrees of freedom for the exciton which correspond to bulk, quantum film (also known as quantum well), quantum wire and quantum box (also known as quantum dots) respectively. b) The gain for Ga$_{0.47}$In$_{0.53}$As/InP formed into each of dimensionality shown in a) [18].
as the density of states and electron-hole overlap is maximal when the exciton has zero degrees of freedom. One can also calculate the threshold current density which is shown in Figure 5.2, also taken from reference [18].

Figure 5.2: Calculation of the maximum gain as well as the threshold current density for each dimensionality of the Ga$_{0.47}$In$_{0.53}$As/InP gain media. [18]

Figure 5.2 sums up the results of this section, as the QD emitters clearly have the highest gain and lowest threshold current density. This theoretically makes them the best gain material for low-threshold lasers. As a practical note, quantum well (QW) lasers can (and often do) have lower thresholds than QD lasers. This is because the areal coverage of QDs compared to a QW can lead to a higher capture efficiency of photo-generated or electrically-injected carriers which ends up dominating the higher differential gain of the QDs. We will return to this point in more detail in the Section 6.4.
5.1.1 Quantum dots within microcavities

As we have seen in our discussion of optical cavities as well as semiconductor gain media, incorporating a QD active medium inside a high-spontaneous emission factor optical cavity in the form of a microdisk or PCC offers the optimum design for low-threshold lasers. This has been experimentally demonstrated in a variety of material systems, with the lowest lasing thresholds in the arsenides and phosphides obtained with PCCs and microdisks with embedded QDs in the as of 2014. Figure 5.3 shows experimental data of lasing thresholds for indium arsenide (InAs) QDs within gallium arsenide (GaAs) PCCs with threshold as low as 124nW and 181nA for optically pumped and electrically injected devices, respectively [15, 19].

Figure 5.3: PCC lasers with embedded InAs QDs, a) and b) are data taken from an optically pumped device from [15], and c) and d) are for an electrically pumped device from [19]
Figure 5.4 shows microdisk lasers with embedded InAs and InP QDs with thresholds as low as $1 \mu W$ and $1.6 \mu W$, respectively, measured via optical pumping [20, 21].

**Figure 5.4:** Optically pumped low-threshold microdisk lasers. a), b) 2$\mu m$ microdisk laser with embedded InAs QDs. c), d) 4$\mu m$ microdisk laser with embedded InP QDs. [20, 21].

### 5.2 Conclusion

In Chapter 3 we derived the laser rate equations from first principles. We then separated the laser device into two fundamental components: the gain material and the optical cavity. We identified high-spontaneous emission factor optical cavities as having the potential for thresholdless lasing due to the large percentage of spontaneous emission that is coupled into the lasing below threshold. Next, in Chapter 4, we introduced microdisk and photonic crystal cavities as possessing spontaneous emission factors as high as 0.25 and 0.94, respectively, making them the optimal cavity designs to date. In this chapter, we found the gain and threshold current density of the laser device depends on the degrees of freedom of the confined exciton, with QDs having the best
performance. Combining our two analyses, we found that QD emitters embedded within high-spontaneous emission factor optical microcavities serve as the ideal platform for low-threshold lasing. Experimental realizations of low-threshold microcavity lasers have been demonstrated for the arsenide and phosphides with thresholds as low as 124nW and 181nA for optical and electrical pumping, respectively. In the next chapter we consider the nitride family of emitters and show that InGaN within optical micro cavities has the potential to outperform other III-V emitters due to its wide band gaps and high exciton binding energies.
Part III

Experimental results
Chapter 6

InGaN QD microdisk lasers

6.1 Introduction

In this chapter we present the experimental results obtained from microdisks with embedded InGaN quantum dots (QDs). We first present the results demonstrating microdisks with Q’s higher than 9,000, a record for GaN microdisk cavities. This study also demonstrated that the microdisk Q did not depend on the number of InGaN QD active layers, which suggested that reabsorption from the QDs was not limiting the device Q. Next, we present experiments demonstrating the first InGaN QD microcavity laser with lasing thresholds of 0.2mJ/cm\(^2\) (167\(\mu\)W). The chapter concludes with a systematic study of the lasing dynamics of microdisks containing three layers InGaN QDs, quantum wells (QWs) or fragmented quantum wells (FQWs) which conclusively proved that the lasing was facilitated by the QD gain media and not the accompanying FQW layers.
6.2 Optimizing the device design

The following authors contributed to the work presented in this section, Alexander Woolf*, Dr. Igor Aharonovich*, Dr. Kasey J. Russell*, Nan Niu, Christine Zgrabik, Dr. Tongtong Zhu, Dr. Menno J. Kappers, Prof. Rachel A. Oliver and Prof. Evelyn L. Hu. Where the * denotes equal contribution. Alex and Igor fabricated and measured the devices. Nan and Christine assisted in measuring the devices. Kasey, Alex, and Igor analyzed the data, Tongtong and Menno grew the material. Rachel and Evelyn led the Cambridge and Harvard teams respectively.

As mentioned in Section 2.3, the high chemical inertness of the nitrides provides challenges in their fabrication into high quality optical cavities. The epitaxial growth of these materials on lattice-mismatched substrates limits the crystalline perfection of the materials. Furthermore, the relatively short emission wavelength of the GaN-related compounds makes them extremely sensitive to fabrication defects and scattering. It is particularly important to identify and eliminate the sources of loss in the cavities, associated with the material growth. These include dislocations, point defects and absorption due to the active gain medium and the surrounding material. It was shown previously, that choosing quantum dots (QDs) as emitters instead of quantum wells (QWs) reduce the absorption. Furthermore, detailed materials exploration with various structure designs has been explored to engineer the optimum structure for photonic devices [2]. Indeed, there is an ongoing effort to improve the quality factors achieved with GaN materials. Recent reports of Q’s of approximately 5000 in InGaN/GaN quantum well PCCs and GaN/AlN quantum dot (QD) microdisk cavities have been documented [97, 98].
In this section we report on record high quality factors approaching nearly 10,000, obtained from GaN microdisk cavities 3 µm in diameter, containing embedded InGaN QDs [32]. Furthermore, we compare four different samples which have membrane thicknesses of 120 nm and 200 nm and contain either one or three layers of QDs [99] (Figure 6.1). Our results indicate that the microdisk cavities fabricated with the thicker membrane layer typically exhibit a higher quality factor than the thinner ones. The increase in Q is a result of reduced electric field strength at the vertical boundaries of the microdisk, leading to lower loss.

A schematic illustration of the sample structure is shown in Figure 6.1. This also summarizes the materials properties of the four samples. Briefly, an In₀.₅₁Ga₀.₄₉N/In₀.₆₁Ga₀.₃₉N sacrificial super lattice (SSL, x = 5.1%, y =6.1% In) is grown on an n-doped GaN pseudosubstrate and capped by a thin 10 nm GaN layer, followed by an Al₀.₂Ga₀.₈N etch stop layer. Previous studies have shown that structures with higher indium contents in the SSL underwent relaxation and generated further dislocations, resulting in higher surface pit densities and lower Q values overall in microdisks fabricated by the photoelectrochemical (PEC) etch process. The compositions used here were chosen to avoid strain relaxation within the full structure, as can be ascertained from the surface pit densities, which are similar to that of a GaN pseudo-substrate (typically 3-6 ×10⁸ cm⁻²) [100]. The surface pits relate to the termination of dislocations (both edge and screw dislocations were observed with an atomic force microscope [2]) and provide a fairly accurate measure of the density of dislocations threading through the disk.

Figure 6.2 shows the photoluminescence (PL) spectra of the as-grown samples, prior to disk fabrication, recorded at room temperature using an excitation wavelength of 266 nm. The peak near 360 nm is the GaN band-edge emission, whereas the peak near 380 nm is emission from the InGaN superlattice structure that is selectively etched during
Figure 6.1: (a) A schematic illustration of the sample structure. The disk region has a thickness of 120 or 200 nm with either one or three embedded QD layers. (b) Material properties of the four investigated samples.

Microdisk fabrication. More energy from the laser is absorbed in the 3 QD layers than in the single QD layer before it reaches the sacrificial layers, therefore less light is generated in the sacrificial layers of 3QD structures for a given laser power density. Sample 1QD-200nm has a thicker GaN cap than 1QD-120nm and therefore more emission from the InGaN is observed in the 1QD-120nm sample. The intensity of the broad emission centered at 570 nm (commonly referred to as yellow band emission) varies between the different samples. From the power dependence measurements it can be seen that the yellow band emission in samples 3QD-200nm and 1QD-120nm is significantly lower than in samples 3QD-120nm and 1QD-200nm. Note that the pit density, which highlights the number of threading dislocations, is comparable across the samples.

To fabricate the microdisks, 3 µm silica beads were dispersed onto the samples to serve as etch masks. Mesas were then defined by reactive ion etching using a 500 W inductively coupled plasma (ICP) reactive ion etching in an argon/chlorine environment with a flow rate of 25/25 standard cubic centimeters per minute, respectively. The silica beads were then removed by immersing the samples in water in an ultrasonic bath for five minutes. The metal film (Ti/Au), which serves as the cathode for the PEC etching, was then deposited using an e-beam evaporator. Finally, to optically isolate the membrane layer, the microdisks were undercut using (PEC) etching [101] for 18 minutes. Using our approach, we fabricated and measured more than forty microdisks, providing a good
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Figure 6.2: PL characteristics using 266 nm excitation laser (0.7 mW incident power) of the bulk samples. The PL intensity is normalized to the maximum emission intensity from the QDs. The peak near 360 nm is the GaN band-edge emission, whereas the peak near 380 nm is emission from the InGaN superlattice structure. (a) 1 QD layers 120 nm. (b) 3 QD layers 120 nm. (c) 1 QD layers 200 nm. (d) 3 QD layers 200 nm.

statistical sampling. Figure 6.3 shows scanning electron microscope (SEM) images of the fabricated microdisks. The smooth sidewalls of the microdisks are clearly evident. Some microdisks, as shown in Figure 6.3b and 6.3c, exhibited whiskers. These features are believed to be formed due to presence of threading dislocations in the material that locally reduce the efficiency of the PEC etch process [2]. We conclusively prove this in Section 7.4. Figures 6.3b and 6.3c show representative side view SEM images of a microdisk with a 120 nm thickness membrane and a 200 nm thickness membrane, respectively. These figures also show that the same PEC etch time produces a larger undercut in the thicker samples than in the thinner ones. Based on the SEM images, the undercut in the thicker samples propagates approximately 100 nm deeper toward
the center of the disk, compared to the thinner samples. One hypothesis to explain this result is as that since all samples were etched down for the same amount of time, the metal cathode is closer to the post region in samples with 200 nm thickness membranes than in samples with 120 nm thickness membranes. The proximity of the metal provides a shorter collection path for the electrons and increases the etch rate. Further analysis is required to more fully understand the differences in the etch rates, but we believe this is related to the different geometries of the structures, relative to the placement of the cathode material used in the etch process.

![Figure 6.3](image)

**Figure 6.3**: SEM micrographs of a 3 $\mu$m microdisk cavities. (a) Perspective view of the microdisk. (b) Sideview image of a microdisk with a 120 nm membrane thickness. (c) Sideview image of a microdisk with a 200 nm membrane thickness. Some whiskers are observed on the sidewall of the microdisks.

A frequency-doubled titanium sapphire laser emitting at 380 nm was employed to carry out spectroscopic analysis on the microdisks. The 500 nm diameter beam was incident on the top of the microdisks through a long working distance objective (100, numerical aperture = 0.5). The emission from the microdisk was collected through the same objective and directed into a spectrometer through a lens and a 10 $\mu$m single mode fiber to achieve better confocality. Figure 2.10 shows a schematic of the (${\mu}$-PL) setup used to collect all the spectra obtained in this work.

Figure 6.4 a)-d) shows PL spectra recorded at room temperature from each of the samples. Whispering gallery modes (WGMs) are evident, modulating the broad emission
from the QD layers. By employing finite difference time domain (FDTD) simulation of the field intensity, we identified the first and second order WGMs in the radial direction with transverse electric (TE) polarization. The 8 nm free spectral range of the first order WGMs agrees with the theoretical simulations for a 3 \( \mu \)m disk with refractive index of 2.48. These modes are partially marked on the spectra in Figure 6.4 a)-d). The microdisks with the thinner 120 nm membrane show primarily first order WGMs. The microdisks with the thicker membrane of 200 nm exhibit higher order modes. As noted earlier, the 200 nm thick microdisks were more deeply undercut than the 120 nm thick disks. Therefore, thicker samples can support the propagation of second order WGMs, closer to the center of the disk.

Figures 6.4 e) and f) show Lorentzian fits of particular modes from samples 3QD-200nm and 3QD-120nm, respectively. The Q values were determined by calculating \( \frac{\lambda_{\text{cav}}}{\Delta \lambda_{\text{cav}}} \), where \( \lambda_{\text{cav}} \) is the cavity mode resonance and \( \Delta \lambda_{\text{cav}} \) is the full width at half maximum (FWHM) of the mode. The measured Q of 9100 was the highest Q reported from GaN-based microdisks reported to date. Calculations using FDTD reveal that the theoretical Q values for the microdisks with 200 nm and 120 nm membranes are \( 1.3 \times 10^5 \) and \( 6.9 \times 10^4 \), respectively. Therefore, our obtained quality factors are still approximately one order of magnitude smaller than the calculated values. However, these Qs were obtained in microdisk cavities with relatively small diameters of 3 \( \mu \)m which exhibit smaller modal volumes [98].

Figure 6.5 a) shows a comparison of the highest measured Q from each of the samples. Figure 6.5 b) shows the quality factors measured for the WGMs of the four samples as a function of wavelength. Each data point represents a particular frequency of a WGM. Noticeably, the microdisks which have a thicker membrane of 200 nm exhibit significantly higher quality factors (Q of 8000) than the microdisks with a 120 nm
Figure 6.4: PL spectra of the four samples recorded at room temperature using 380 nm excitation. a) 1 QD layer 120 nm. b) 3 QD layers 120 nm. c) 1 QD layer 200 nm. d) 3 QD layers 200 nm. (e,f) Enlarged spectral range of a high Q modes from sample 3QD-120nm and 3QD-200nm, respectively.
membrane (Q of 5000). First order WGMs with quality factors on the order of 8000 were repeatedly measured from the samples with 200 nm membrane thickness. This may be attributed to a more efficient PEC etch achieved with thicker membranes. Thinner membranes are more susceptible to inhomogeneity during the etching process reducing the quality factor of the cavity.

No clear distinction is observed between the one and three QD layers, indicating that addition of QD layers does not degrade the quality factor. This is also true when comparing WGMs with equal energy (e.g. at 480 nm, Figure 6.5 b)) where the distribution of quality factors does not depend on the number of QD layers. Some of the microdisks with three layers of InGaN QDs showed improved Q when compared to microdisks with one layer of QDs. This observation implies that the reabsorption by the QDs is not a dominating mechanism for the limited Q achievable in GaN microdisk cavities to date. The internal electric field in InGaN QDs leads to quantum confined stark effect [102], significantly reducing the reabsorption efficiency of QDs for the emitted photons. The emission from sample 3QD-120nm is clustered at lower wavelengths and this sample exhibits lower quality factors. Before processing, this sample showed similar PL to the other samples (Figure 6.2) and at this time we cannot identify the reason for the observed blueshift. Finally, no clear correlation is observed between the intensity of the yellow band and the observed Q in the different materials. The yellow band is profoundly larger in samples 3QD-120nm and 1QD-120nm, than in samples 3QD-200nm and 1QD-120nm. However, the highest Q’s were measured in samples 1QD-200nm and 3QD-200nm. Therefore, we can suggest that sources of absorption and loss other than the QD layers or the yellow-band related defects are present in the samples.

The demonstration of high Q resonators with three layers of QDs is highly advantageous for more advanced quantum optics experiments such as lasing and weak/strong
Figure 6.5: (a) Highest quality factor of a first order mode observed for each sample. (b) Distribution of quality factors as a function of wavelength for each of the samples (the symbols correspond to the samples as in a)).

To summarize, we fabricated microdisk cavities with embedded InGaN QDs that exhibited WGMs with record high quality factors (9000). We showed that microdisks with membrane thickness of 200 nm have higher quality factors than microdisks with 120 nm membrane thickness. Finally, it was shown that the number of QDs layers within the photonic resonator does not degrade the quality of the cavity. Our results will have important implications in the demonstration of Purcell enhancement with InGaN QDs and realization of room temperature low-threshold lasing.
6.3 First demonstration of lasing from microcavities with embedded InGaN QDs

The following authors contributed to the work presented in this section, Alexander Woolf*, Dr. Igor Aharonovich*, Dr. Kasey J. Russell*, Dr. Tongtong Zhu, Nan Niu, Dr. Menno J. Kappers, Prof. Rachel A. Oliver, and Prof. Evelyn L. Hu. Where the * denotes equal contribution. Alex and Igor fabricated and measured the devices. Nan assisted in measuring the devices. Kasey, Alex, and Igor analyzed the data, Tongtong and Menno grew the material. Rachel and Evelyn led the Cambridge and Harvard teams respectively.

In spite of our promising results obtained from 3 \(\mu m\) microdisks, none of the devices from Section 6.2 exhibited lasing. However, recalling our discussion of microdisk resonators in Section 4.1, the spontaneous emission factor \((\beta)\) increases as the disk radius decreases. As the \(\beta\) factor increases, the lasing threshold will decrease, shown in Figure 4.2. This is due to the fact that there are fewer modes or pathways for the gain medium to emit light into. Therefore it takes fewer photogenerated carriers in the device to achieve the gain necessary to overcome the loss of light at the frequency of the lasing mode. In this section we present our results for the exact same structures in Section 6.2, however with diameters of 1\(\mu m\) instead of 3\(\mu m\). As a note, the Q’s are lower for 1\(\mu m\) disks because the device has more curvature than a 3\(\mu m\) disk, causing a breakdown of the total internal reflection (TIR) boundary condition at the surface, which assumes the surface is flat. The decrease in the number of modes overcompensates the decrease in Q and allows for the realization of an InGaN QD laser.

Previous work on GaN-based lasers within microcavities has demonstrated room-temperature thresholds in the range of a few mJ/cm\(^2\) (for pulsed measurements), [103]
or a few hundred kW/cm² (CW) [79, 104]. This section describes the incorporation of quantum dot (QD)-containing active regions within high Q (6000) microdisk cavities. Lasing was achieved for 1 μm diameter microdisks incorporating three layers of QDs, at threshold energies as low as 0.28 mJ/cm². Our experiments took place with the concurrent evaluation of four sample structures allowing us to probe the influence of QD density and cavity design on the lasing threshold. The concurrent comparison of different materials and cavity structures will allow us to better understand the critical factors that determine the onset of lasing.

The microdisks were fabricated by dispersing 1 μm silica beads onto the samples which served as etch hard masks. Figure 6.6 is a schematic of the fabrication process flow as well as an SEM of a completed 1 μm microdisk. PL spectra recorded at room temperature from 1 μm diameter microdisks show whispering gallery modes (WGMs), modulating the broad emission from the QD-containing layers (Figure 6.7 a)). Figure 6.7 b) shows a high resolution spectrum of the transverse electric TE₁₁₁₁ mode at 475.8 nm from sample 3QD-200nm.
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Figure 6.7: a) Optical characterization of a microdisk made of material 3QD-200nm. PL spectrum recorded using 380nm excitation wavelength, showing predominantly first order WGMs decorating the broad QD-related emission. b) High resolution PL spectrum of a high Q mode with Q equals 6600. Green and red lines are fits to a Lorentzian. This mode exhibits a splitting between the two normally-degenerate counter-propagating WGMs that is likely due to slight imperfections in fabrication that destroy the rotational symmetry of the disk. These two modes are fitted with Lorentzian functions, as indicated with the red lines in Figure 6.7 b). The highest measured Q for 1µm diameter disks from sample 3QD-200nm, Q equals 6600, is one of the highest Q’s reported from GaN-based microdisks [98].

Lasing behavior in microdisks is observed through the dependence of the PL emission intensity and mode linewidth on excitation power, as is shown in Figure 6.8 a). At excitation powers below the lasing threshold multiple WGMs are observed. As the excitation power is increased through the lasing threshold, the intensity of a single mode increases abruptly and at higher powers dominates the emission. This behavior is indicative of a transition from spontaneous emission to lasing. The lasing mode in this case was determined to be the TE$_{1,13}$ mode based on finite difference time domain (FDTD) simulations [105]. A plot of the output intensity versus input power for the microdisks from sample 3QD-200nm (blue triangles) and sample 3QD-120nm (red circles) is shown in Figure 6.8 b), with clear thresholds at 0.28mJ/cm$^2$ and 0.63 mJ/cm$^2$, respectively.
Chapter 6. *InGaN QD microdisk lasers*

The lasing threshold was determined as the intersection of the horizontal axis and a linear fit to the higher-power region of the data. The same data plotted on a log-log scale (top right inset, Figure 6.8 c)) shows all three regimes of operation: spontaneous emission, amplified spontaneous emission and laser oscillation [106]. In addition, we observed a pronounced narrowing of the lasing mode as the excitation power was increased through the lasing threshold, signifying the increased temporal coherence of emission in the lasing regime (Figure 6.8 c)). Taken together, this data unambiguously demonstrates the achievement of lasing behavior in our devices. The bottom left inset of Figure 6.8c) shows the optical image of the microdisk laser above lasing threshold recorded using a CCD camera.

A comparison among all four samples provides an indication of the most critical factors affecting the lasing behavior of these devices. All microdisks included in this analysis exhibited pronounced modes in the PL spectra, with a minimum Q of 1000. Of the four samples investigated in this study, only samples 3QD-200nm and 3QD-120nm exhibited lasing behavior. Sample 3QD-200nm showed lower threshold lasing because it exhibits high Q and has three layers of QDs contributing to the emission gain.
other samples have either thinner membranes, which FDTD simulations suggest should lead to lower maximum Q of 18,000 for 120 nm membrane versus Q of 25,000 for the 200 nm membrane, or have fewer layers of QDs. These variations in theoretical and actually-observed Q’s of the structure and in density of the gain medium provide an excellent probe of the critical parameters in material and structure that give rise to low-threshold lasing. For all disks that achieved lasing, values were extracted for the threshold power, mode wavelength and maximum cavity Q measured at low excitation power (Figure 6.9). This trend is consistent with FDTD simulations, although in both samples the measured Q is more than an order of magnitude lower than the theoretical limit. This is not unusual, since the simulations do not account for imperfections in the material or in the fabrication of the microdisks.

In samples 1QD-200nm and 1QD-120nm, which only contained a single layer of QDs, lasing was not observed on any disks under the excitation powers available in our experimental setup. In addition, the Q of these cavities was comparable to or lower than cavities from samples 3QD-200nm and 3QD-120nm, respectively. These observations suggest that re-absorption within the InGaN layers themselves is not the dominant factor limiting Q in these structures and that, at least under pulsed excitation at room temperature, multiple QD layers are necessary to supply sufficient gain to compensate.
losses. The importance of the areal density of quantum dots, and how it limits the modal gain of the active layer, has been noted earlier for InGaAs-based quantum dot lasers [107]. Larger cavity, in-plane lasers with InGaN quantum dot active material have employed 8 to 10 QD layers [108–110]. We also note that no clear dependence is observed between the lasing threshold and the $Q$ of the microdisk. Low InGaN re-absorption is consistent with the low number of QDs coupled to a mode: Each 1 $\mu$m diameter disk contains approximately 100 QDs per layer at a QD density of $10^{10}$ cm$^2$, and of these, and due to their random placement in the cavity it is likely that fewer than 10 are in spatial and spectral resonance with a WGM.

Because re-absorption is sufficiently low in these devices, modes are visible across the entire gain spectrum and not only at the low-energy side of the spectrum (as is typical for GaN microdisks with quantum well active region [11, 111]. In fact, in our devices the lasing mode was consistently located at wavelengths shorter than 430 nm, on the high-energy side of the broad QD emission spectrum (Figure 6.9 b)). This dramatic blue-shift of the lasing wavelength for pulsed, rather than CW optical excitation has been observed previously in InGaAs QD microdisk lasers [112]. The reasons for this behavior will be explored in the Section 6.4, but the cause was originally thought to relate to a differential change in radiative lifetimes within a cavity environment with a high instantaneous charged carrier background. The complex interplay between the energies of the lasing mode and the QD gain spectrum is evident in the variation of lasing threshold with wavelength (Figure 6.9 b)). The threshold decreases at longer wavelengths as the overlap with the QD emission spectrum increases. Nevertheless, lasing from a mode at the center of the QD emission spectrum was not observed.

Several aspects of this comparison highlight the need for further understanding of the interplay of active layer composition and cavity structure in determining the
lasing thresholds of the resulting devices. Further exploration is needed on the optimal InGaN QD material structure, the influence of background defects in the materials, the wavelength-dependence of the QD radiative lifetimes and efficiencies, as well as optimal cavity designs. In addition, our gain medium consists of InGaN layers which contain not only QDs but also an inhomogeneous (“patchy”) quantum well layer, referred to here as fragmented quantum well (FQW). Atomic force microscope data indicating that the QDs may be located not only on top of the QW layer (similar to the case of Stranski-Krastanov (SK) growth in, for example, InAs/GaAs, where QDs sit on top a wetting layer) but also in the “patches” between quantum well regions. The sample exhibits both QD-like and QW-like emission. QD emission has been confirmed for these samples at the wavelengths at which lasing is observed using low temperature $\mu$-PL [99].

To summarize, we have characterized a set of microdisk lasers with quantum dot-containing active layers. Of the four samples investigated in this study, only samples 3QD-200nm and 3QD-120nm, containing three layers of QDs exhibited lasing behavior with thresholds as low as 0.28 mJ/cm$^2$ under pulsed excitation at room temperature. Our results suggest the critical importance of sufficiently high QD areal density. Although the lasing thresholds of these devices are exceptionally low, the sparser areal density of the quantum dot gain material, compared with quantum wells, may explain the yet lower threshold of 300 W/cm$^2$ reported by Tamboli et al. [11] for a QW microdisk laser under continuous wavelength excitation at room temperature. A better strategic design of the InGaN QD active layer material, matched to a smaller mode volume cavity (e.g., a photonic crystal cavity) may result in still lower values of lasing thresholds. We believe our studies are important not only for the efficient lasing performance demonstrated but also because of the important insights gained on the relative impact on lasing of the materials composition and structure, matched to the microdisk...
design and fabrication.

6.4 Distinctive lasing signature of InGaN QDs

The following authors contributed to the work presented in this section, Alexander Woolf, Tim Puchtler, Dr. Igor Aharonovich, Dr. Tongtong Zhu, Nan Niu, Danqing Wang, Prof. Rachel A. Oliver, and Prof. Evelyn L. Hu. Alex and Tim fabricated, measured, and analyzed the devices. Nan, Danqing, and Igor assisted with data analysis and Tongtong grew the material. Rachel and Evelyn led the Cambridge and Harvard teams respectively.

In this section, we explore the lasing dynamics of 1µm microdisks containing either QDs and fragmented quantum well (FQW), FQW only, or QW only. The devices containing only QD+FQW exhibited the blue shifted lasing, which was originally observed in Section 6.3. This conclusively shows that the lasing from the microdisks is facilitated by QDs.

As discussed in Section 2.2, the family of III-nitride materials is promising for the realization of photonic devices including light emitting diodes and lasers [77, 109, 110, 113–115]. These systems have also been explored to engineer quantum emitters based on nitride quantum dots (QDs) that are active at room temperature and are suitable for applications in quantum information science [46]. The increased control of the growth of isolated InGaN QDs in a high quality GaN matrix has also resulted in the fabrication of high quality nitride microcavities including microdisks and photonic crystal cavities with emission at wavelengths in the blue spectral range (320nm-470nm), [70, 116]. Subsequently, electrically excited emitters and low-threshold lasers based on QDs as the
gain medium have been studied \[20, 117\]. However, in spite of the theoretical advantages of QD lasers related to the density of electronic states for QDs \[18, 118–120\], QD-microcavity devices still have higher thresholds than QW-microcavity devices for the nitride materials \[11, 70, 116\]. Furthermore, InGaN QDs formed through a modified droplet epitaxy (MDE) method are always associated with an accompanying fragmented quantum well (FQW) layer. Thus, it is important to determine the possible influence of the FQW layer on lasing properties in order to achieve a better understanding of the unique contribution from the QDs to the lasing mechanism. This work studies the lasing dynamics and the correlation between lasing threshold and lasing wavelength of microdisk lasers whose active areas comprise either QWs, FQWs or a combination of QDs with FQWs. Through a detailed comparison of lasing in devices with the same geometries but with different active areas, we find that the distinctive signature of QD facilitated gain is lasing at shorter wavelengths than the average of the background emission. The short wavelength emission is further confirmed by low-temperature, low-power PL measurements.

To investigate the dynamics of InGaN QD microcavity lasers, we simultaneously fabricated numerous 1.2 m diameter microdisk cavities from four wafers with identical cavity designs with the exception of the three active layers embedded in c-plane GaN. The active layers were either composed of In\(_x\)Ga\(_{1-x}\)N QWs, In\(_x\)Ga\(_{1-x}\)N FQWs or In\(_x\)Ga\(_{1-x}\)N QDs + In\(_x\)Ga\(_{1-x}\)N FQWs, respectively. Furthermore, the two QD+FQW samples (A and B) differed in the average density of QDs and in the percentage of FQW comprising the active layer. The volume of InGaN QW in each sample was analyzed by an atomic force microscope (AFM), with the percentage of the surface covered by the QW layer as: 100% (QW), 78.3% (FQW), 75.3% (sample A), and 63.9% (sample B). The QD density is estimated to be 2.8±0.1 \(\times\) 10\(^{10}\) cm\(^{-2}\) and 2.5±0.1 \(\times\) 10\(^{9}\) cm\(^{-2}\) for
samples A and B, respectively. To ensure that all samples exhibit similar room temperature PL peak emission wavelengths (450 ± 5 nm), the InGaN growth temperature was varied between 707 to 755 degrees Celsius to compensate for any loss of indium during annealing steps. Figure 6.10 shows AFM images of one uncapped active layer for each of the four samples. It is apparent that some portions of the QD+FQW samples contain fragmented QW material or QDs alone, while other portions of the material may comprise a QD overlying FQW material. Regions of the InGaN FQW, QD and bare GaN are denoted in Figures 1 (e) and 5 (d).
AFM scans of the InGaN layers were performed on uncapped versions of the samples. The QW sample (Figure 6.10 a)) shows a smooth top surface of the InGaN QW (RMS roughness of 0.16 nm), whereas the other sample scans (Figure 6.10 b), c), d) show areas of both underlying GaN and the FQW surfaces. The depth of the FQW has been measured as 2.5 nm for all FQW samples. The details of the growth methods for the active regions are as follows:

**InGaN QWs:** To minimize the indium loss from the QW during barrier growth, GaN barriers were grown at the same temperature as the InGaN QWs. The nominal thickness for the QWs is 2.5 nm. This method results in continuous QWs with no visible well width fluctuation measured using Transmission Electron Microscopy (TEM) [121].

**InGaN FQWs:** 2.5 nm thick InGaN epilayers were grown and annealed at the growth temperature for 240 seconds in an NH$_3$/N$_2$ atmosphere prior to the growth of a GaN capping layer. The use of an NH$_3$/N$_2$ gas mixture was to ensure that no metallic droplets were formed during the annealing process. The annealed epilayer exhibits a network of interlinking InGaN strips aligned along the [11-20] direction as shown in Figure 6.11 (a) [122].

**In$_x$Ga$_{1-x}$N QDs + In$_x$Ga$_{1-x}$N FQWs:** Modified Droplet Epitaxy (MDE) was used for the growth of InGaN QDs in our samples. The full MDE technique is discussed elsewhere [32], however a brief description follows: a post-growth N$_2$ anneal is performed on a 2.5 nm InGaN QW layer causing the layer to be broken into regions of “pits” and regions of “fragmented QW”, with metallic indium/gallium droplets being created across both of these regions. During the growth of the GaN capping layer, these droplets re-act with ammonia, forming InGaN QDs.

Microdisk cavities with equal diameters were consequently fabricated from these materials using reactive ion etching and photoelectrochemical etching to achieve the
final undercut structure of the microdisk. The fabrication of the microdisk cavities was identical to that described in Section 6.3. The microdisks were designed to be 1.2 μm in diameter and 200 nm in thickness in order to have multiple modes widely spaced over the entire emission spectrum. Figures 6.11 a) and b) show representative SEM images of the completed microdisk cavities. Figures 6.11 c), d) and e) are schematics of the active layers in the QW, FQW, and FQW+QD devices, respectively.

![Image](image_url)

**Figure 6.11:** Images and schematic of devices examined in this work. a), b) SEM image of the top and side view of a completed 1.2μm GaN microdisk cavity. Scale bar is 500nm in width. c), d), e) Schematic of one of the three active layers embedded in the QW, FQW and FQW+QD samples respectively.

Room temperature PL measurements were carried out to measure the quality factor of the microdisk cavities. Quality factors as high as 5500 were measured from all samples, comparable with the best nitride microdisks currently achievable at these cavity dimensions [123]. The devices were measured using a 100x objective in a standard micro-photoluminescence (u-PL) setup in which a frequency-doubled pulsed titanium sapphire laser emitting at 380 nm was used to isolate the InGaN layers (bandgap 425 nm) from the GaN bulk emission (bandgap 360 nm).

Low temperature (4K), low power (1.4 μW) excitation measurements of FQW+QD microdisks suggest that the QDs predominantly emit light on the short wavelength side
of the gain spectrum. These data are shown in Figure 6.12, as well as data taken at a higher pump power (43 µW). Of all the active layer material considered here, only the FQW+QD A and B samples exhibited sharp peaks, identified as InGaN QD excitons in previous work [74, 124, 125]. These were consistently located on the short wavelength side of the emission spectrum and visible up to 40K. The short wavelength QD emission is believed to be a consequence of the MDE technique, as has been previously explained [126]. The excitons were observable only at the lowest incident pump powers, while the modes were clearly seen at both high and low pump powers. The dominant modes do not appreciably change as the pump power is raised from 1.4 to 43 µW power, but the gain spectrum does appear to shift by approximately 10 nm to shorter wavelengths, as can be seen in the Gaussian fits to the data.

![Figure 6.12: Normalized PL spectra from a FQW+QD (A) microdisk obtained at 4K. The exciton peaks are only visible at low pump powers (up to 10 µW), whereas the cavity modes are visible at all pump powers. Gaussian fits (dashed lines) show that the emission spectrum shifts to shorter wavelengths with increasing pump power.](image)

Light in-Light Out (L-L) lasing curves were obtained at room temperature from 20 microdisks on each of the four wafers, allowing for the identification of the laser threshold as well as lasing wavelength. Representative room temperature microdisk
lasing spectra are shown in Figures 3 (a), (b) and (c) for a QW, FQW and QD+FQW device, respectively, with full L-L curves displayed in the insets. The log-log plot clearly indicates the evolution from spontaneous emission to lasing. Particularly notable in the data of Figure 3 is the transformation of the PL spectra for the three samples under progressively higher pump powers. Although there were across-sample variations in the widths and peak positions of the luminescence, in general at low input powers, all spectra display a broad luminescence peak, characteristic of the inhomogeneous widths of the QW and FQWs. Against these broad backgrounds are the distinctive, narrow peaks that modulate the broad PL spectra. These correspond to the modes of the microdisks, indicative of the coupling of the emitters to the surrounding cavity. The most prominent modes help to spotlight the optical transitions that are best coupled to the cavity at a given incident pump power, whether because of advantages in radiative emission rate, spatial overlap with a mode or resonance in frequency. For the QW, the most prominent mode appears near the peak of the PL distribution. This mode continues its prominence under higher pump powers, and ultimately defines the lasing wavelength. For the FQW sample, the dominant modes under low pump power are those at the long-wavelength tail of the distribution (471 nm). At a higher pump power, the dominant mode is blue-shifted (452 nm), closer to the center of the broad PL peak. Similar to the QW samples, lasing takes place at a wavelength close to the center of the broad gain spectrum. The PL spectra of the QD+FQW samples initially have similarities to the FQW (alone) samples: at the lowest pump power shown (75 μW), the spectrum in Figure 6.13 c) displays a prominent mode at the approximate center of the gain distribution (436 nm), with a small red-shifted mode at 452 nm. The distinctive change for the QD+FQW samples at the higher pump powers is the dramatic dominance of a peak at the very short wavelength limit of the emission spectrum. At 217 μW pump power, the prominent
Figure 6.13: Lasing spectra from devices with varying gain media. a, b, c) Typical room temperature lasing spectra of QW, FQW and QD+FQW samples, respectively. Inset: full log-log lasing curves showing the three laser regimes of spontaneous emission, amplified spontaneous emission, and lasing.
mode has blue-shifted to 421 nm. This microdisk sample ultimately exhibits lasing at that wavelength. While the very broad gain spectrum reflects the optical emission of the entire range of FQWs and QDs that comprise the active layer, the dominant modes highlight the relative strengths of contribution of FQW and QDs as the incident pump power is changed. For the FQW+QD A and B samples, lasing ultimately occurs at wavelengths characteristic of the QDs, at wavelengths much shorter than the center of the room temperature gain spectrum. This distinctive behavior of these samples is observed over a significant sampling of microdisks as shown in Figure 6.14. A histogram of the wavelength of the lasing mode for each measured device is overlaid with the average background emission of the four samples. For FQW+QD A and B, the distribution of QD emission is also denoted. This distribution was determined by taking the average wavelength and standard deviation of QD exciton peaks, measured at low temperature. Finally, color bars represent the average lasing threshold of the microdisks within one histogram bin. While the lasing wavelengths for the QW and FQW devices are fairly equally distributed about the center-emission wavelengths for these materials, the lasing wavelengths of the FQW+QD materials are substantially blue-shifted (13 nm for sample A) from the broadband gain emission and instead are centered on the QD emission spectrum.

For clarity, for each active layer composition, the averaged data for the center of the gain spectrum, the lasing wavelength, and the lasing threshold are also tabulated in Table 6.1.
Figure 6.14: Histogram of the wavelength of lasing mode for each laser measured from each of the four samples a) FQW+QD(A), b) FQW+QD(B), c) FQW, and d) QW. The average lasing threshold of the devices in each histogram bar is denoted by the color map, with yellow and red corresponding to low and high thresholds, respectively. The normalized background emission spectrum is denoted in black and the QD emission spectrum is denoted in gray for FQW+QD(A) and FQW+QD(B).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Average wavelength of background emission (nm)</th>
<th>Average wavelength of lasing mode (nm)</th>
<th>Average Lasing Threshold (μW)</th>
<th>Threshold Range (μW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QW</td>
<td>446 ± 2.3</td>
<td>448 ± 6.7</td>
<td>184</td>
<td>88-375</td>
</tr>
<tr>
<td>FQW</td>
<td>457 ± 3.5</td>
<td>451 ± 6.7</td>
<td>753</td>
<td>83-3600</td>
</tr>
<tr>
<td>FQW+QD</td>
<td>441 ± 4.8</td>
<td>428 ± 3.8</td>
<td>303</td>
<td>118-815</td>
</tr>
<tr>
<td>FQW+QD A</td>
<td>437 ± 4.4</td>
<td>429 ± 6.3</td>
<td>2029</td>
<td>350-6175</td>
</tr>
<tr>
<td>FQW+QD B</td>
<td>437 ± 4.4</td>
<td>429 ± 6.3</td>
<td>2029</td>
<td>350-6175</td>
</tr>
</tbody>
</table>

Table 6.1: Center of background emission spectrum, average wavelength of lasing mode, and lasing threshold determined by averaging over the 20 microdisk lasers measured for each of the four active layer materials.

The information on lasing thresholds and wavelengths for the various active areas, as well as the evolution of the spectra at differing pump powers, provides significant insights into the important constraints on lasing in these microdisk devices. The evolution of the dominant mode from longer to shorter wavelengths as the pump power is increased reflects the interplay between and relative importance of the carrier capture cross-section.
versus the efficiency and rate of radiative emission of those FQW regions of varying size. The larger area FQW regions are more effective at carrier capture, with subsequent emission at the longer wavelengths characteristic of their energy levels. Efficient carrier capture may be the dominant advantage at the lowest pump powers. However because of better spatial localization of the excitons, the radiative efficiency and, ultimately, the radiative rate will be higher for the smaller area FQWs [127]. As the pump power increases, carrier capture may be less influential than the higher radiative efficiency emission rate of the smaller area FQWs and the emission spectrum shifts to the shorter wavelengths characteristic of the energy levels of those FQW regions. The behavior continues for the FQW+QD sample. At higher pump powers, the QD emission into the mode at 421 nm becomes observable, and ultimately lasing at that wavelength is observed. We note the relatively short wavelength exciton emission of the QDs in Figure 6.13, as well as the blue-shift of the gain spectrum as the pump power changed from 1.4 µW to 43 µW. Thus, QD lasing at 421 nm is consistent with the low temperature PL spectrum of excitonic transitions from the QDs. In addition, previous work suggests that the threshold carrier density for QDs is lower than that of QWs [18, 31]. Thus at sufficiently high pump powers, the stronger spatial localization and higher radiative emission efficiency mediate the much lower relative carrier capture efficiency and result in lasing at the short wavelengths characteristic of the QDs. Such a mechanism may also explain why FQW+QD (B) lases closer to the center of the background gain spectrum: its QD density is 10x less than that of FQW+QD (A) and thus certain devices may not have the critical number of QDs to facilitate lasing. In this case, the device behaves similarly to a FQW device.

In conclusion, we have fabricated microdisk cavities containing QW, FQW and FQW+QD layers as the gain medium. The modal signatures of the respective spectra
show interplay between the large carrier capture cross section of larger area FQWs at the lowest pump powers, yielding precedence to the higher carrier localization of smaller area FQWs and QDs at the higher pump powers. In FQW+QD devices, we observe lasing at wavelengths centered on the QD gain spectrum, which is blue shifted from the peak of the broadband emission. We believe that this distinctive emission wavelength is a signature of QD lasing in these samples. These observations offer a method of distinguishing lasing from QDs from that of the MDE-associated FQWs and provide insights into the optimal nitride gain medium in order to achieve lower laser thresholds and improved device performance.

In the next Chapter we further investigate the FQW material as well as the mechanism which is limiting the microdisk quality factors. Surprisingly, the FQW active layers embedded within photonic crystal cavities exhibit a significantly lower threshold than QW active layers. We explain our working hypothesis for reason why in Chapter 7.
Chapter 7

Further experiments on GaN-based microcavities

7.1 Introduction

This chapter expands upon our experiments related to InGaN QD lasing presented in Chapter 6 and explores device designs to further improve the performance of GaN-based microcavities. The first section details the realization of record low lasing thresholds in the nitride systems using photonic crystal cavities (PCCs) with embedded InGaN fragmented quantum well (FQW) active layers. Surprisingly the PCCs with embedded FQW active layers exhibit lower lasing thresholds than identically fabricated quantum well (QW) devices. Next we present cavity QED experiments on an InGaN QD embedded within a GaN PCC. The lack of experimental evidence for weak or strong coupling naturally motivates the question of what mechanism is limiting the device performance. We then present experiments demonstrating that threading dislocations located within
the microdisk structure causes “whiskers,” which in turn lower the quality factor of microdisk cavities. We also observe that 1 \( \mu \text{m} \) diameter microdisks with no whiskers have quality factors (Q-factors) no higher than 5400. We explore surface roughness, radiation losses and absorption as possible mechanisms leading the relatively low Q’s. The chapter concludes with progress on tapered fiber experiments which can serve to conclusively diagnose the mechanism limiting the Q of GaN microcavities.

7.2 Low threshold lasing in photonic crystal nanobeam cavities

In this section we digress from the topic of devices with QD active layers to discuss the exciting and somewhat unexpected low threshold lasing from FQWs embedded within PCCs. In Section 6.4 we found that identically fabricated 1 \( \mu \text{m} \) diameter microdisks with FQWs and a high density of QDs, FQWs and QWs exhibited average lasing thresholds of 303 \( \mu \text{W} \), 753 \( \mu \text{W} \) and 184 \( \mu \text{W} \), respectively. This suggests that the QW active layers possess higher gain than FQWs and QDs and should therefore exhibit the lowest lasing thresholds within PCCs. Surprisingly upon fabrication of PCCs with either three FQW or QW active layers and comparable Q’s, we found that the FQW exhibited over an order of magnitude lower lasing thresholds than QW. Upon consideration of the absorbed pump power into the device, we find that these devices exhibit the lowest lasing thresholds of any GaN-based device (9.1 \( \mu \text{J/cm}^2 \)). In short we attribute the high performance of the FQW to increased spatial localization of the photogenerated excitons, which acts to increase the gain and decrease the effects of non-radiative surface recombination.
Chapter 7. Further Experiments on GaN-based microcavities

The following authors contributed to the work presented in this section: Nan Niu, Alexander Woolf, Danqing Wang, Dr. Tongtong Zhu, Dr. Qimin Quan, Prof. Rachel A Oliver, and Prof. Evelyn L. Hu. Nan designed and fabricated the devices in addition to assisting with their measurement. Alex measured, and analyzed of the PCC devices and their respective spectra and lasing curves.. Danqing assisted in measuring the devices. Tongtong grew the material structure and Qimin contributed to the design of the PCC. Rachel and Evelyn led the Cambridge and Harvard teams respectively.

In this work, we demonstrate a GaN photonic crystal cavity (PCC) nanobeam laser with three layers of InGaN fragmented quantum wells (FQWs) operating with an ultra-low adjusted threshold of $9.1 \mu J/cm^2$. The choice of sample with InGaN FQW active medium is due to the associated disordered potential fluctuation that offers extra electronic confinement compared to quantum wells (QWs) and better spatial overlap with the cavity mode compared to quantum dots. Comparing the lasing threshold of nanobeam lasers containing three layers of continuous QWs with the same design, the FQW active layer material leads to lasers with thresholds that are more than an order of magnitude lower. With a modal volume close to unity, GaN/InGaN photonic crystal nanobeam lasers could provide exceptional ultra-low threshold operation in the blue.

The material design and growth was identical to the devices presented in Chapter 6. Each FQW was formed by growing a 2.5 nm thick InGaN epilayer at 710 degrees C and annealing at the growth temperature for 240 seconds in an atmosphere of NH$_3$ and N$_2$ prior to capping with 7.5 nm of GaN. Following annealing, the InGaN epilayer exhibits a network of interlinking InGaN strips aligned roughly along the [11\overline{2}0] direction [122], as demonstrated by the AFM scan in Figure 7.1, which shows an FQW sample prior to the growth of the GaN cap. The average width of the InGaN strips is approximately 70
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... nm. For more details on the lasing characteristics of FQW versus QDs and QWs within microdisks, please refer to Section 6.4.

![AFM scan of the annealed InGaN epilayer showing the fQWs before capping. The average width of the InGaN fQW strips is approximately 70 nm. The inset image shows an AFM line profile of a selected region on the as-grown annealed InGaN epilayer indicating a height variation of roughly 3 nm. Scale bar is 400 nm.](image)

**Figure 7.1:** AFM scan of the annealed InGaN epilayer showing the fQWs before capping. The average width of the InGaN fQW strips is approximately 70 nm. The inset image shows an AFM line profile of a selected region on the as-grown annealed InGaN epilayer indicating a height variation of roughly 3 nm. Scale bar is 400 nm.

The InGaN FQW active layer is located in the middle of the cavity membrane sandwiched by the GaN barrier layers. The superposition of the nanobeam cavity pattern onto the FQW layers by dry etching results in the formation of isolated regions of InGaN. It is important to note that the indium composition is not homogeneous within one FQW strip. In fact, the center of a FQW island has a higher indium concentration than the edges. This leads to a smaller spatial extent of the confinement potential for the excitons compared to the size of an island. Figure 7.2 shows a schematic of the indium composition when viewed from the top and side, with the etched regions of the nanobeam denoted in orange. As the diffusion length of an exciton in bulk InGaN is approximately 60nm and there are a multitude of etched surfaces due to the PCC design, the non-radiative surface states can dramatically decrease the device performance with InGaN...
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QW’s active regions. Therefore, the presence of the confining potential of the FQW can reduce the effective diffusion length of confined excitons, mitigating the negative effects of the etched surfaces.

Figure 7.2: Schematic of the indium composition of the FQW active region viewed from the top and side. The white and gray colors correspond to regions of high indium and the GaN, respectively. The orange colored regions denote the material that is removed during the dry etching of the PCC. Thereby making the FQW more fragmented.

Figure 7.3 is a zoomed in schematic of Figure 7.2, with the lossy surface states denoted in orange.

Figure 7.3: a) Schematic of the InGaN QW active region near a PCC hole. Carriers can easily diffuse to the lossy surface states, denoted in orange. b) Schematic of the InGaN FQW active region near a PCC hole, the confining potential reduces the fraction of carriers that can reach the lossy surface states.

The nanobeam cavity consists of a ridge waveguide perforated with gratings of cylindrical holes designed using a deterministic high-Q design [128, 129]. The cavity beam has a total length of 5.2 \( \mu \)m, comprised of 40 gratings with the same distance (130 nm) between neighboring holes. The width and thickness of the beam is 125 nm and
200 nm, respectively. The beam is symmetric to the middle plane, perpendicular to the beam direction. This intentional adiabatic tapering of the nanobeam design creates a bandgap that traps the optical field in the center of the beam to allow for maximum overlap between the mode and the active medium. FDTD simulations indicate that the resonance is at 419.48 nm, with simulated Q factor of 101,000 and modal volume (V) of $1.5(\lambda/n)^3$, where n is 2.5, the refractive index of GaN. Figure 7.4 a) shows the FDTD simulated intensity profile of the mode. The nanobeam is designed so that the peak field of the mode overlaps with the material region to allow strong light-matter interaction.

Fabrication of the photonic crystal nanobeams was carried out in a two-step dry etching transfer process followed by a photoelectrochemical (PEC) etch process to undercut the nanobeams and optically isolate them from the substrate. A schematic of the process is outlined in Figure 7.5.

First, 5 nm of SiO$_2$ is deposited on the as-grown GaN/InGaN wafer prior to evaporation of 15 nm of Ti. The Ti layer mitigates substrate charging during electron beam (E-beam) lithography. The 5nm SiO$_2$ spacer layer prevents the diffusion of the Ti through the GaN top surface. Then, negative resist (XR-1541) is spin-coated and E-beam lithography (Elionix F-125) is used to define the nanobeam and circular pad which serve as masks for the subsequent inductively coupled plasma (ICP) etch of the material in 25 sccm of N$_2$ and Cl$_2$ gas for an approximate depth of 300 nm. Subsequently, FOX-16 resist is spin-coated and E-beam lithography is again used to define a large rectangular pad aligned to the dry-etched nanobeam and circular pad. This pattern was subsequently dry-etched to a depth of approximately 200 nm, using the same conditions described above. The two-step process allows for application of a thin XR-1541 resist mask to better define the nanobeams. The second dry etch allows access to the In$_x$Ga$_{1-x}$N/In$_y$Ga$_{1-y}$N superlattice which is selectively removed by the PEC etch,
using a solution of 0.004 M HCl. This undercut-etch produces the final suspended pho-
tonic crystal structure. Details of the full PEC process can be found elsewhere [79]. Fig
7.4 b) and c) show scanning electron microscope (SEM) images of the photonic crystal
nanobeam device.

Optical characterization of the nanobeams was performed using a frequency-doubled
pulsed Titanium-sapphire laser emitting at 380 nm (200 ps pulse length, 76 MHz repe-
tition rate) an energy below the bandgap of GaN and above the bandgap of the InGaN
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Figure 7.5: Process flow for the PCC fabrication. A two step e-beam/dry etch approach is used to allow for the definition of the holes with thin XR e-beam resist instead of thicker FOX which is needed to serve as a hard mask for the etch down to the GaN layer.

FQWs, through a long working distance objective (x40, NA=0.5). The emission from the photonic crystal was collected through the same objective and guided into a spectrometer. For later calculations, we will assume that all incident excitation power is irradiated upon the device and that the laser spot is a uniform Gaussian-shaped beam, $2.6 \, \mu m^2$ in size. Lasing behavior in the nanobeam devices is clearly demonstrated through the dependence of the PL emission intensity as a function of incident pump power and linewidth narrowing [116]. This is on average 2.5 times more narrow than the linewidth below threshold. The Q’s of the fabricated devices range from approximately 1300 to 1900. The quality factors of fabricated devices rarely match the simulated values, because it is difficult to incorporate the consequences of fabrication-induced and natural material imperfections into the simulations. Although the cavity modes were designed to have wavelengths of $\sim 420 \, nm$, the measured mode is positioned around 454 nm. The “red-shift” of the modes resulted from the slightly smaller radii of the fabricated air holes, compared to the originally designed value. Although, the red shifting of the mode actually benefited the lasing behavior through a closer match to the emission of the gain medium.
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As the excitation power is increased beyond the lasing threshold, the intensity of the mode increases dramatically. At even higher power, the mode entirely dominates the background emission. A log-log plot of the output intensity versus input power for the device with the lowest threshold is shown in Figure 7.6 a) and demonstrates all three regimes of operation: spontaneous emission, amplified spontaneous emission and laser oscillation [106]. Considering only a portion of the laser beam spot covers the nanobeam, we estimate that the fraction of incident pump power absorbed by the device is approximately 0.9%, assuming a value of absorption coefficient $5 \times 10^6 \text{ m}^{-1}$[130] with an average InGaN FQWs thickness of approximately 2.5 nm. This leads to adjusted lasing thresholds as low as 9.1 $\mu\text{J/cm}^2$. We have reasonably assumed that the incident power is absorbed in the InGaN layers which have a nominal total thickness of 7.5 nm. Given the possibility of some absorption centres in the GaN layers, a more conservative estimate of the absorption depth would be 10% of the thickness of the nanobeam. This would increase the adjusted thresholds by roughly a factor of 2.6. Figure 7.6 shows three different spectra taken: below threshold, at threshold and above threshold. The broad background at low pump power is the signature emission of the active medium which couples to the leaky modes of the cavity. At increased pump power, there is a slight blue-shift of the peak, which may be related to screening of the built-in electric field. In addition, the linewidth of the mode narrows significantly, from 0.32 nm to 0.1 nm, at the onset of lasing, indicating an increased temporal coherence of emission in the lasing regime. These data unambiguously demonstrate the achievement of lasing behavior in our device.

At pump powers far above the lasing threshold, the slope of the curve of laser intensity versus pump power levels off, as shown in the inset of Figure 7.6 b). The linewidth of the lasing mode is generally broadened. This indicates heating effects and
the generation of excess carriers. The linewidth broadening can be attributed in part to the resulting changes in the effective refractive index and enhanced free carrier induced absorption [131].

Figure 7.6: Log-log plot of the lasing behavior and emission spectrum of a measured nanobeam laser. a) spectra of the nanobeam at three pump regimes: below threshold, at threshold, and above threshold. Linewidth narrowing is clearly observed. The inset graph shows a linear plot of the lasing behavior. b) log-log plot of the emission intensity vs. pump power clearly indicating three regions of operation: spontaneous emission, amplified spontaneous emission, and laser oscillation.
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Fits of the experimental data to the laser rate equations suggest a spontaneous emission factor as high as $\beta = 0.94$. As numerous material properties, such as the threshold current density ($n_{th}$), differential gain coefficient ($G_0$) and non-radiative lifetime ($\tau_{nr}$), of the FQW active layers are unknown, we use the fitting method described in reference [132] which lumps the unknown laser parameters into two variables: $\xi$ and $\gamma$. Qualitatively, $\xi$ can be interpreted as the photon number in the lasing mode at transparency. On the other hand, $\gamma$ is the photon loss rate. Eq. 7.1 is the analytical dependence of the pump current ($I$) as a function of photon number ($p$).

$$I = \frac{q\gamma}{\beta} \left[ \frac{p}{1 + p} \left( 1 + \xi \right) \left( 1 + \beta p + \frac{\tau_{sp}}{\tau_{nr}} \right) - \xi \beta p \right]$$ \hspace{1cm} (7.1)

We assume that $\tau_{nr} \gg \tau_{sp}$ and implement a least squares fitting algorithm to obtain the best fit to the experimental data. However, before we can perform the fit, there is a scaling parameter between the photon number within the laser device ($p$) and the intensity of collected photons which is obtained with PL (Intensity (a.u)). As the scaling parameter is unknown, the fitting curve is scaled vertically in order to make the photon density of the analytical model equal to the intensity of the lasing curve for the data point collected at the highest pump power. Furthermore, before the fit is performed the incident pump power ($P_{in}$) must be converted to the pump power actually absorbed by the laser device ($P_{abs}$). This conversion must account for the fraction of the laser spot that is intercepted by the nanobeam cavity ($A_{int}$), as well as the fraction of absorbed power ($\eta$). Eq. 7.2 shows the relationship between the pump power and the absorbed pump power in the laser device.

$$P_{abs} = \eta A_{int} P_{in}$$ \hspace{1cm} (7.2)
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\( A_{\text{int}} \) is straightforward to calculate, as a diffraction limited focused pump laser emitting at 380 nm the laser spot size is 2.64 \( \mu m^2 \). The approximate cross sectional area of a 125 nm wide beam with 35 nm etched holes (\( A_{\text{beam}} \)) and corresponding \( A_{\text{int}} \) is given in Eq. 7.3.

\[
A_{\text{beam}} = 125[\text{nm}] \cdot (2 \cdot 290[\text{nm}]) - 2\pi \cdot (35[\text{nm}])^2 = 0.64[\mu m^2]
\]

\[
A_{\text{int}} = \frac{A_{\text{beam}}}{A_{\text{spot}}} = 0.245
\]

(7.3)

The fraction of absorbed power is calculated by accounting for the amount of light reflected from the air-GaN membrane interface as well as multiple reflections of light within the cavity. In order to estimate the number of electron-hole pairs which are actually generated in the device, \( \eta \) also accounts for the thickness and absorption coefficient of the FQW active medium. Figure 7.7 shows a schematic used to calculate (\( \eta \)) where \( R \) is the fraction of reflected light between GaN and air, \( d \) is the total thickness of the active region, and \( \alpha \) is the absorption coefficient of the active region.

\[ P_{\text{in}}(1-R)^*(1-e^{-\alpha d})^*Re^{-\alpha d} \]

\[ P_{\text{in}}(1-R)^*(1-e^{-\alpha d})^*R^2e^{-2\alpha d} \]

Figure 7.7: Schematic showing the derivation of the fraction of absorbed power
By identifying the presence of the geometric series, one has the functional form of \( \eta \) which is given in Eq. 7.4.

\[
\eta = (1 - R) \cdot (1 - e^{-ad}) \cdot (1 + Re^{-ad} + R^2 e^{-2ad} + ...) \tag{7.4}
\]

We insert the following parameters into Eq. 7.4: \( \alpha = 5 \times 10^4 \text{ cm}^{-1}, \quad d = 7.5 \text{ nm}^2, \quad \text{and} \quad R = 0.18 \) one has \( \eta = 0.034 \). Because of uncertainties in the actual thickness of the InGaN QWs and fQWs upon growing the capping GaN layer, and because there may be absorption levels in the GaN itself, it is also possible to extend a conservative estimate of \( d \) to be 20 nm, or 10% of the physical thickness of the nanobeam. Following this conservative estimate, \( \eta \) is then computed to be approximately 0.093. Plugging our values for \( \eta \) and \( A_{\text{int}} \) into Eq. 7.2 one arrives at \( P_{\text{abs}} = 0.023 \cdot P_{\text{in}} \). To ensure that the units are consistent, the fit is performed in with the absorbed pump power in units of Watts. This necessitates that the pump current (\( I \)) also be converted to units of Watts. Since we have already accounted for the absorption in the laser, each 380 nm photon (5.228 \( \times 10^{-19} \) J/photon) creates one electron-hole pair. Multiplying by the electric charge, one Watt of Pump power is equivalent to 0.3 Amps of current. Inverting the relation we now have \( I \) in units of Watts, which is the same unit as the absorbed pump power. The fixed parameters are the spontaneous emission lifetime \( \tau_{sp} = 1 \text{ ns} \) (which is measured with a time-resolved photoluminescence setup), modal volume \( V = 9 \times 10^{-21} \text{ m}^3 \). The best fit is obtained for the following following free parameters: \( \gamma = 8.5e12 \text{ 1/s}, \quad \text{and} \quad N_{\text{th}} = 3 \times 10^{27} \text{ m}^3, \quad \text{and} \quad \beta = 0.94 \). Where \( \xi = N_{\text{th}} \beta V / \gamma \cdot \tau_{sp} \). As a note, one could also account for the surface recombination velocity given in Eq. 3.7 if the other material properties were known and the full rate equation model in terms of the \( A, B, C \) model given in Eq. 3.6 could be applied. The reasons for the high spontaneous emission factor is discussed in
Section 4.2 but in brief, it is due to the small modal volume, the high quality factor of the mode and the presence of a photonic band gap which suppresses unwanted spontaneous emission pathways.

All of the 50 FQW nanobeam lasers probed demonstrated lasing. Although we did not fully characterize every device on the sample, we studied five nanobeams in detail. These all demonstrated lasing. Their characteristics are summarized in Table 7.1. The quality factor, $Q$, ranges from 1300 to 1900. The lasing thresholds range from 9.1 $\mu J/cm^2$ to 27.2 $\mu J/cm^2$ (adjusted for absorbed incident power), and the lasing wavelengths are relatively consistent at around 454 nm. As a note, during the experiment the power is measured in units of Watts. In order to convert from $\mu W$ to $\mu J/cm^2$, we use the fact that the repetition rate of 76 MHz is long compared to the lifetime of the carriers. Therefore the PCC laser turns off after each pulse of the pump laser. Therefore 1 $\mu W$ of pump power is equivalent to 1.32 J/pulse. Using the fact that the area of the beam ($A_{\text{beam}}$) is the active area of the device. We then have the conversion factor that 1 $\mu W$ of absorbed pump power is equivalent to 20.3 $\mu J/cm^2$.

<table>
<thead>
<tr>
<th>PCC #</th>
<th>Lasing Wavelength (nm)</th>
<th>$Q$ (below threshold)</th>
<th>Adjusted threshold ($\mu J/cm^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>456</td>
<td>1333</td>
<td>27.2</td>
</tr>
<tr>
<td>2</td>
<td>453</td>
<td>1905</td>
<td>9.3</td>
</tr>
<tr>
<td>3</td>
<td>454</td>
<td>1354</td>
<td>12.6</td>
</tr>
<tr>
<td>4</td>
<td>452</td>
<td>1451</td>
<td>9.1</td>
</tr>
<tr>
<td>5</td>
<td>452</td>
<td>1605</td>
<td>19.8</td>
</tr>
</tbody>
</table>

Table 7.1: List of the lasing wavelengths and quality factors of the five measured cavities below the lasing threshold, as well as the computed lasing threshold of the devices.

We note that nanobeam structures identical to those described here, but which incorporated three layers of homogeneous quantum well material of the same stoichiometric composition showed a far poorer percentage of lasing devices. Roughly 30% of the devices showed clear lasing behavior. Those structures that did undergo lasing required
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an order of magnitude higher input power. The measured average adjusted threshold for the QW nanobeam lasers is 203.6 $\mu J/cm^2$, more than an order of magnitude higher than the average threshold of the FQW nanobeam lasers. Figure 7.8 shows lasing curves for a typical FQW and QW PCC device superimposed on the same plot. The FQW material clearly outperforms that of the QW.

![Figure 7.8: Superimposed lasing curves of a typical FQW and QW PCC laser. Inset: Zoomed in lasing curve the of FQW lasing curve.](image)

Although a more complete comparison of these devices will be given in a future paper, we remark that the geometry of the nanobeam and the spatial profile of the modes make these structures more sensitive to non-radiative recombination through surface states. The FDTD simulation of the modes in the nanobeam, shown in Figure 7.4 a), indicates the overlap of the mode with the boundaries of the etched holes in the nanobeam. Therefore, it is expected that the efficiency of photon generation in the cavity would be strongly limited by non-radiative recombination with surface states. Boroditsky et al., deduced values of the surface recombination velocity, $S$, for InGaN to be $\sim 3 \times 10^4 cm/s$ [133]. When the holes in the nanobeam are formed through
ion-assisted techniques, such as were used here, S was found to increase by a factor of two. Nevertheless, the influence of surface recombination alone, without the addition of etch-induced damage, can be shown to increase the thresholds of microcavity lasers. Thus, although the nanobeam cavity design was chosen for its high Q and small modal volume, the close spatial proximity of the modes to the surfaces of the structure imposes constraints on the optical efficiency of the gain medium. In the FQW, the existence of isolated regions of active material can mitigate carrier diffusion to surface states, resulting in improved lasing thresholds and potentially leveraging the benefits of such cavity. Future work will explore the exact mechanism for the enhanced FQW performance.

In conclusion, we successfully demonstrated an ultra-low threshold InGaN/GaN photonic crystal nanobeam laser. An obvious transition from spontaneous emission to lasing was observed with clear linewidth narrowing. The ultimate device has an adjusted threshold of 9.1 $\mu J/cm^2$ and is the lowest recorded lasing threshold in this material system. We attribute the dramatic reduction to the ultra-small modal volume of the cavity and the reduction in the number of competing modes. Moreover, we observed an order of magnitude reduction in lasing threshold on nanobeams fabricated from FQWs compared to QWs because of an increased carrier confinement. This is expected to reduce the impact of surface states. These observations underscore the advantages of this photonic crystal nanobeam design, matched to the three layer FQW gain material. Matching nanocavity geometry to the gain medium provides GaN/InGaN lasers with excellent performance. These devices are potential candidates for efficient, on-chip optical sources in the blue spectral region.
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7.3 Cavity quantum electrodynamics attempts

The following authors contributed to the work presented in this section: Alexander Woolf, Tim Puchtler, Dr. Kasey Russell, Nan Niu, Dr. Tongtong Zhu, Prof. Rachel A Oliver, and Prof. Evelyn L. Hu. Kasey and Alex designed and built the cryostat gas tuning setup. Tongtong grew the material wafers and Nan designed and fabricated the PCC. Tim and Alex conducted the tuning experiment and data analysis. Rachel and Evelyn led the Cambridge and Harvard teams respectively.

As we have mentioned previously in Section 2.2, an InGaN QD coupled to a photonic mode could potentially serve as the basis for a room temperature thresholdless polariton laser or solid state quantum computer. The interaction between the cavity mode and the exciton transition is critical towards the realization of such schemes. For quantum computing applications the QD-cavity system must be strongly coupled in order to ensure efficient optical initialization, manipulation and readout of the the QD qubit state. For polariton lasing, an anti-crossing of the exciton and cavity photon state is necessary in order to create the lower polariton branch where exciton-polariton condensation occurs. Following the approach described in [6], we can use the formula for the Rabi frequency given in Eq. 7.8 (which was originally derived in Eq. 2.4) to infer which cavity parameters are necessary in order to achieve strong coupling.

\[
\Omega = 2 \sqrt{g_0^2 - \left( \frac{\delta \omega_0 - \delta \omega_c}{4} \right)^2}
\]

(7.5)

For the Rabi frequency to be purely real, the term under the square root in Eq. 7.8 must be greater than or equal to zero. This places the following requirement for the cavity Q and modal volume (V) given in Eq. 7.6, assuming an infinitely sharp emitter
linewidth ($\delta\omega_0=0$) and zero detuning of the cavity mode.

\[
\frac{q^2 f}{4\epsilon m_0 V} \geq \left(\frac{\omega}{4Q}\right)^2
\]

\[
\frac{Q^2}{V} \geq \frac{\epsilon_0\omega^2}{4f q^2}
\]

(7.6)

Where in the last equation we have inserted the following values for the InGaN QD oscillator strength, $\tau = 1 \text{ ns}$, $n = 2.51$, $\omega = 4.15 \times 10^{15}$ $1$/s, $a_b = 3.4$ nm, $a = 0.33$ nm, yielding $f = 4068$.

For a GaN PCC with a modal volume $V = 1.5(\lambda_n)^3 = 9 \times 10^{-21}$ m$^3$, the Eq. 7.6, suggests that $Q \geq 163$. Similarly for a 1 $\mu$m GaN microdisk with a modal volume of $V = 5.6 \times 10^{-20}$ m$^3$, Eq. 7.6 yeilds $Q \geq 409$. While our devices surpass these constraints, it is important to note that these values represent a best case scenario. Linewidth broadening of the QD in addition to a non-ideal spatial overlap or dipole orientation between the QD and cavity mode could necessitate much higher Q values for our microcavity devices.

In order to determine if the QD-cavity systems is coupled, it is necessary to spectrally tune the system in and out of resonance. If the system is in the weak coupling regime, in resonance the change in the photonic density of states due to the presence of the cavity mode will cause an increase in the radiative lifetime ($\tau_0$) of the QD exciton. If the system is in the strong coupling regime, an anti-crossing of the exciton and cavity mode will occur. Furthermore, as discussed in Section 2.2.2, a strongly coupled exciton-cavity mode can exhibit thresholdless polariton lasing. Therefore once the exciton and cavity mode are in resonance we can attempt to observe effects similar to those in reference [134], where polariton lasing of a single InAs QD within a GaAs PCC mode
was observed. Another example of a strongly coupled InAs QD embedded within a GaAs PCC exhibiting an anti-crossing is demonstrated in reference [135].

In order to tune the system into and out of resonance, we employ a nitrogen gas tuning technique. The full experimental setup and procedure is given in Appendix A, however in brief, the system is cooled to 4K and then nitrogen gas is flowed into the cryostat. As the temperature is below the freezing point of nitrogen, the nitrogen condenses on the surface of the PCC. The refractive index of the condensed nitrogen causes the cavity mode to red-shift. This process is entirely reversible by heating the system and allowing the nitrogen to evaporate.

To test for the presence of weak coupling, the QD exciton is first identified, using the same technique described in Figure 6.12 and then spectrally filtered using a tunable filter. After filtering, a time resolved photoluminescence measurement is performed and the lifetime is obtained via a least squares fitting algorithm. Figure 7.9 a) and b) show an unfiltered and filtered PL spectrum and lifetime of an InGaN QD embedded within a GaN PCC. The device design is the same as in Section 7.2, however the active medium is three layers of InGaN QDs instead of FQW. Next, the cavity mode is red-shifted into resonance with the exciton and the same procedure outlined above is repeated. Figure

![Figure 7.9: a) PL spectrum of a InGaN QD embedded in a GaN PCC. The exciton and cavity mode are denoted in orange and gray respectively, with annotated Q values. b) After filtering only the desired exciton emission remains, and a lifetime measurement is performed. For clarity we have only shown the fastest decay component in green (inset).](image-url)
7.10 shows a series of PL spectrum, where the mode is tuned into resonance with the QD exciton. The accompanying lifetime traces show no evidence of weak coupling, or strong coupling for that matter.

![Figure 7.10: a) PL spectra showing the tuning of the PCC mode (left dotted line) into spectral resonance with the QD exciton (right dotted line). b) corresponding lifetime traces color coded to a), no significant change in lifetime is observed. For clarity we have only shown the fastest decay component in green (inset).](image)

There may be a variety of reasons why no lifetime modification was observed. Our current hypothesis is that the QD exciton was not spatially located in the region of high field of the PCC. As the beam spot is 2.6 μm$^2$ in size, it is possible that the exciton emission could be collected from a region of the beam where there is negligible electric field intensity from the cavity mode, which can be seen in Figure 7.4 a).

There are three main options to overcome these challenges in the future. First, the QD could be located in the PCC, using an optical or CL technique. This would require a great deal of work, but eliminate the possibility that the QD is not located in the high field region of the PCC. The second option is to increase the Q of the the PCC in order to increase the coupling between the PCC and the cavity mode. The final option is to further decrease the linewidth of the QD exciton, however this will only be necessary if the Q of the PCC can be increased to values higher than the currently achievable QD linewidths.
In the next sections, we focus specifically on the issue of low Q in GaN-based optical microcavities. Using the techniques of cathodoluminescence and tapered fiber evanescent coupling we can gain further insights into what mechanism is limiting the cavity Q.

7.4 Dislocation dependent quality factors in GaN-based microdisk cavities

The following authors contributed to the work presented in this section Tim Puchtler, Alexander Woolf, Dr. Tongtong Zhu, Prof. Rachel A. Oliver, and Prof. Evelyn L. Hu. My contribution to this work included fabrication, PL measurement and FDTD simulations of the microdisk devices. Tim also fabricated and conducted PL as well as cathodoluminescence (CL) measurements, and data analysis. Tongtong grew the material and performed the high resolution CL measurements of the microdisk devices. Rachel and Evelyn led the Cambridge and Harvard teams respectively.

While the GaN materials system is notable for both strong internal fields [136] and dislocation densities which would be expected to destroy device performance in other materials systems, some nitride devices, such as light emitting diodes, nevertheless demonstrate high efficiencies and robust performance. However the mechanism underlying this is still debated [131]. In previous work, statistical analysis of a score of microdisk devices found an anti-correlation between the quality factor (Q) of those devices and the overall dislocation density of the material comprising the sample. However, the reasons underlying that anti-correlation were not fully discussed, nor were the dislocation densities of individual disks measured [2]. Here we expand upon such work by the novel exploitation of CL techniques to help make correlations between the locations of TDs in individual
microdisks with the Q of that specific device, allowing unprecedented understanding of the effect of TDs in these devices.

The material design and growth was identical to the devices presented in Chapter 6, with the exception that these structures were grown atop n-doped c-plane GaN/Al₂O₃ pseudosubstrates which have been deliberately grown to achieve different densities of threading dislocations (3.0 × 10^8, 5.6 × 10^8 and 5.3 × 10^9 cm⁻²) measured by AFM scans of silane treated pseudosubstrates [137]. Microdisk cavities were formed concurrently from each sample using techniques that have been previously described in Chapter 6.

Figure 7.11

Six samples with differing InGaN active regions were investigated, separated into two sets: three samples contained QDs formed by “droplet epitaxy” grown on pseudosubstrates of varying dislocation density [32, 99]. Three QW samples with differing growth conditions were grown on low dislocation templates (approximate density 3.0 ± 0.3 × 10^8 cm⁻²). The QW samples were selected to investigate whether InGaN quantity or defect inclusion would affect cavity quality factors, consisting of QWs with: GaN capping layers grown at a single temperature (740 degrees Celcius); capping layers which
were temperature ramped during growth (725-860 degrees Celsius) to reduce defect incorporation; a post-growth NH$_3$ anneal, causing fragmented QWs (FQWs). A student’s t-test comparing the mean quality factors of the different QW samples suggests that there is no statistically significant effect ($p = 0.78$) of the different growth treatments on the analysis presented in this work.

Microdisk resonators were investigated using separate microphotoluminescence ($\mu$-PL) and CL setups. Markers on the fabricated samples were used to identify the same disk in both setups. $\mu$-PL measurements were made using a pulsed frequency-doubled titanium-sapphire laser emitting at 380 nm (76 MHz repetition rate, 200 ps pulse duration) through a high (0.90) numerical aperture (NA) objective normal to the surface of the microdisk. We estimate the pump laser spot size to be 500 nm$^2$. The collection path was through the same objective. A long pass filter was placed before the spectrometer to remove any signal from the pump laser. All $\mu$-PL measurements were performed at room temperature, with almost all (> 95%) of the measured disks demonstrating whispering gallery modes (WGM) superimposed on the inhomogeneously broadened QD or QW emission. CL measurements were obtained with a Philips XL30 SEM, equipped with a Gatan MonoCL4 using a low accelerating voltage (3 kV) and operating at room temperature, with the exception of the data in Figure 3. This was obtained on an Attolight CL system at 3kV and a temperature of 15 K [138].

$\mu$-PL and corresponding CL spectra were taken from the microdisks by use of markers to identify individual cavities and subsequent imaging of the disks was performed by SEM-CL (Figure 7.12). Threading dislocations act as non-radiative recombination centers, and hence emission from the QWs in their vicinity is reduced [139]. This causes the appearance of dark spots in the CL images (Figure 7.12 a)), allowing the number and position of individual dislocations to be recorded for each microdisk examined. It
should be noted there may be other causes of dark spots in CL imaging, such as dirt and InGaN composition fluctuations in QD samples. Careful sample preparation, consistent imaging conditions and plasma cleaning of samples reduces the incidence of misidentification of dislocations, although may not eliminate it completely. The presence of dislocations also leads to deformations referred to as “whiskers” which decorate the underside of the cavity [2] as can be seen in Figure 7.12 b). The whiskers arise from the PEC etch technique which is employed to undercut the cavity membrane. The threading dislocations act as charge trapping sites which inhibit photogenerated electron-hole pair separation and subsequent removal of the sacrificial region around the defect [83]. The number of whiskers and dark spots in CL have been counted for a range of disks to assess the strength of correlation between presence of a dislocation and formation of a whisker. The relationship appears linear, giving a best fit with gradient of 0.94 and an $R^2$ of 0.53 (Figure 2d).

The Q value for each mode was determined by calculating $\frac{\lambda_{\text{cav}}}{\Delta \lambda_{\text{cav}}}$, where $\lambda_{\text{cav}}$ is the cavity mode wavelength and $\Delta \lambda_{\text{cav}}$ is the full width at half maximum (FWHM) of the resonance. We define the Q of a microdisk to be the maximum Q obtained from any mode. The CL spectra confirmed the frequency of the WGMs, however the measured quality factors were systematically lower than corresponding PL results. Such a discrepancy is expected, due to both the carbon contamination deposited on the sample surface from the electron beam, and the increased spectral jitter due to the changing electronic environment in the disk as the beam position is rastered across the surface. Therefore, the Q values reported in this work were obtained using PL.

As expected, Finite-difference time-domain (FDTD) simulations of a 1.2 $\mu$m GaN microdisk cavity suggest that the highest Q modes, the WGMs, are confined to the periphery of the disk membrane (Figure 7.13a)). To confirm that this modal pattern
exists in the fabricated cavities, CL emission spectra were taken at each beam position during SEM imaging of a disk. The hyperspectral image created contains the emission spectra of the disk for each position of e-beam excitation, hence allowing comparison of the spectra caused by excitation in the periphery of the disk relative to those excited at the center (Figure 7.13b, c)). Images suggest that first-order WGMs are located at positions greater than 0.4 µm from the center of the disk, consistent with the results of the model. We define this part of the disk as the “outer region” and contrast it with the inner region (material less than 0.4 µm from the center of the disk) in the analysis.
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Figure 7.13: a) FDTD simulation of a first order WGM in a 1.2 \( \mu \)m diameter GaN microdisk, showing high intensity in the outer 200 nm of the cavity. b) Pan-chromatic intensity map of an imaged QW disk taken with the Attolight CL system operating with 3 kV at 15 K. Scale bar represents 500 nm. Several positions have been marked, with c) corresponding CL spectra in which we can see WGM peaks in all positions at the periphery of the disk, but only background emission when imaging the center of the disk. Example mono-chromatic CL images taken at WGM wavelengths, d) 464 nm and e) 485 nm, show greatest optical intensity when scanning in the WGM volume, validating the FDTD shown in a). By comparison an image taken at a typical background wavelength f), 468 nm, shows near uniform emission across the disk.

Using the CL-imaging technique described previously in Figure 7.12 a), the position of threading dislocations in individual disks was recorded for 35 disks (13 disks with QW active regions and 22 disks with QD active regions). Disks grown on lower defect material exhibit higher Qs. Those grown on high dislocation density material (5.3 \( \times \) 10^9 cm^{-2}) have too low a quality to observe WGMs.

The difference between the Q-factors of disks containing QW and those containing QDs is statistically insignificant (t-test value \( p = 0.44 \)) if made from samples of the same dislocation density. Figure 7.14 is a plot of the microdisk Q against the number of threading dislocations in specific regions of the disk. We can see that there is an anti-correlation observed between Q-factor and dislocation density when considering either
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the whole disk (Figure 7.14 a)) or just the outer region (Figure 7.14 c)). The correlation is stronger for TDs located in the outer region alone, although it should be noted that the size of etching residues caused by TDs (discussed later) is variable so that TDs which cause dark spots within the center region may still affect the outer modal region of the disk, smearing out this trend. There is no correlation of Q-factor with the dislocations located only in the inner region (Figure 7.14 b)). These correlations suggest that the dislocations, especially those located in the WGM region, play an important role in limiting quality factors. Thus, we believe that the dislocations play a more influential role on Q than the composition of the active layer itself, whether QW, fractured QW or QD.

Figure 7.14: Graphs of microdisk Q vs. number of threading dislocations with radial position a) 0 - 0.6 µm, b) < 0.4 µm, and c) > 0.4 µm.

The spatial resolution of CL, leading to the data displayed in Figure 7.14, allows us to focus our experiments and simulations on the regions of the microdisks where Q demonstrates the greatest sensitivity to dislocations. As stated earlier, the value of Q used in the plots of Figure 7.14 are the maximum Q of the disk, for any mode. Since the highest Qs pertain to the WGMs at the periphery of the disk, it is not surprising
that the maximum Q is insensitive to dislocation in the center of the disk, \((r < 0.4 \mu m)\), where there is little overlap between the dislocation and the mode.

We investigate the mechanisms by which the presence of threading dislocations could negatively influence the microdisk Q. We first consider the existence of whiskers caused by the presence of dislocations. FDTD simulations of a microdisk cavity with a pyramidal whisker with a range of sizes (height of 150 nm, base widths of 100 nm, 150 nm and 200 nm) located on the underside of the cavity membrane have been performed, in which the position of the whisker has been varied, from the center towards the edge of the disk. The simulation results suggest that the whisker creates a radiative pathway for light escape and shows that the Q factor of a first-order WGM decreases as the whisker approaches the edge of the microdisk cavity where the mode is confined. Furthermore, the azimuthal position of the pyramid affects the degree to which the Q decreases. The Q value decreases more if the whisker is centered at the WGM anti-node (i.e. high optical intensity) as opposed to on the node. Larger whiskers cause a larger effect. Figure 7.15 summarizes the results of the FDTD simulations. Such simulations corroborate our experimental observations that defects located in the high-field regions at the edge of the disk can be responsible for lowering the Q. Furthermore the magnitude of the Q-factor decrease we observe experimentally can be explained by the formation of even small whiskers, if located in the WGM volume.

It is also possible for TDs to increase the impurity level, both into the dislocation cores and into regions affected by the strain fields around the dislocation. Hence have an increased absorption coefficient relative to bulk GaN. While the strain fields associated with TDs can extend over a >10 nm scale, significant increases in doping occur over a scale of a few nm [140]. Using FDTD simulation in which dislocations are modelled as approximately 4 nm in radius with extinction coefficients up to \(\kappa = 50\), showed no
significant effect on device Q. Such a coefficient is several orders of magnitude greater than values expected from highly doped GaN [141]. As such, we conclude that the small size of the dislocation removes any significant effect its optical absorption may have on the cavity Q.

It should be noted that TDs cause other effects, such as causing a shift in the absorption edge of bulk material through strain, having their own energy levels associated with defect and vacancy states at the TD core, and acting as non-radiative recombination centers [81, 142]. However, the magnitude of the shift in optical absorption spectra relative to the bulk is largely insignificant [143] and the energy levels associated with TD
cores is outside of the wavelength range used in these cavities [144, 145]. The whiskers formed during PEC etching confirm the role of TDs as carrier traps, thus non-radiative recombination centers. Therefore while they do directly affect internal quantum efficiency, they do not lead to a loss of photons and hence do not affect cavity quality factor. Our conclusion is that the limitations to Q posed by the TDs is through the whiskers formed during PEC etching, rather than any inherent property of the TDs themselves.

While we observe an anti-correlation between Q-factor and dislocation counts in the modal volume, we also see an upper limit of Q-factors for these cavities. Subsequent Q-measurements on dislocation-free cavities grown on samples with substrates fabricated using epitaxial lateral overgrowth give a Q-factor of 4800 ±600, supporting this limit. For future application to cQED, such as strong coupling, the causes of this limit must be understood. The quality factor of a cavity may be described as:

\[
Q_{-1} = Q_{\text{ia}}^{-1} + Q_{r}^{-1} + Q_{\text{scat}}^{-1}
\]  

(7.7)

Where \(Q_{\text{ia}}\) denotes internal absorption losses, \(Q_{r}\) denotes intrinsic radiative losses and \(Q_{\text{scat}}\) denotes surface scattering losses.

Intrinsic radiative losses are determined by cavity design, decreasing with increasing disk radius [146]. In this regard, it is important to note that the highest value of Q is not necessarily the ultimate goal of the cavity design. The quality factor of the cavity should serve to facilitate the ultimate device application. For example, low-threshold laser designs typically use smaller cavities to increase the spontaneous emission factor and will therefore have greater intrinsic radiative loss [12]. While \(Q_{r}\) can be easily increased by changes in cavity design, this would be counterproductive to the intended
purpose of the cavity and would not affect the total quality factor as it is orders of magnitude larger than the other values. The value of $Q_r$ can be approximated, as given in Eq. 7.8 [147, 148].

$$Q_r \simeq e^{2M \cdot J}$$

$$J = tanh\left[(1 - n_{eff}^{-2})^{1/2}\right] - (1 - n_{eff}^{-2})^{1/2}$$

Where $M$ is the azimuthal mode number and $n_{eff}$ is the refractive index. For our microdisks emitting at the observed wavelengths, this gives a value of $Q_r$ of $\sim 3 \times 10^6$. FDTD simulations of such cavities with low absorption constants give a value of $Q$ of $8 \times 10^5$ (Figure 7.16). The difference between these calculated and simulated results is explained by the simulation, including loss from horizontal surfaces and meshing errors.

Surface scattering depends on both disk morphology and surface roughness developed during fabrication. In turn, these depend not only on etching conditions but also on the quality of the etch mask used. AFM measurements of sidewall roughnesses in similar cavities have given values of approximately 2 nm [149]. ICP etching is capable of creating $< 2$ nm surfaces [150], should the mask be adequately smooth. Our cavities were produced using silica masks with $< 0.2$ nm surface roughness and as such, we believe that our cavities should be similarly smooth. Although AFM measurements of the sidewalls have not been performed. It should also be noted that samples previously produced by our group using the same methods have shown a measurable increase in sidewall roughness identifiable in a SEM, with no negative effect on cavity $Q$. As such we believe that the roughness is low enough not to limit cavity $Q$-factors. FDTD simulations were performed with a range of edge-wall roughnesses, with sidewall geometries modeled on those typically observed in fabricated devices as taken from SEM images.
The correlation length in the radial and vertical dimensions is 30 nm and 300 nm, respectively. The relation of edge roughness to simulated $Q_{\text{scat}}$ is given in Figure 7.16, in which no absorption effects were included in the simulation and the top horizontal surfaces of the disk were assumed to be smooth.

$Q_{\text{abs}}$ can be approximated as $Q_{\text{abs}} = 2\pi n_{\text{eff}} \alpha \lambda$, where $\alpha$ is the attenuation coefficient, $n_{\text{eff}}$ is the effective refractive index of the medium, and $\lambda$ is the wavelength of the mode considered [151]. Internal absorption can be significant in the nitrides for emission below the band-edge of GaN, due to moderate unintentional doping. This leads to increased electronic transitions between donor-acceptor levels and structural defects [141]. For the wavelength of modes observed 460 nm ± 14 nm, absorption coefficients have been stated in the range of 30 - 350 cm$^{-1}$ [22, 23, 141, 152] depending on growth conditions, dopant levels and the substrate used, leading to approximate $Q_{\text{abs}}$ values between $10^3$ and $10^4$. Such a wide range may be explained by the variation in dopants and structural defects between the samples in these studies, leading to a wide variety of absorption in both the Urbach tail and free carrier absorption regions [152]. It is also possible, given the modes' locations at the edge of the cavity, that there is a small contribution to the absorption coefficient from surface-state absorption. As such, the extinction coefficient used here represents an effective value which includes this component.

It should be noted for comparison that similar structures in other materials systems have achieved significantly higher Q-factors ($\sim 5 \times 10^5$ and $\sim 10^5$ for silicon and GaAs [153, 154]), where the absorption coefficients are $\sim 10^{-4}$ and 1 cm$^{-1}$, respectively [155, 156]. Q factors in these devices are limited by intrinsic radiative and scattering losses, rather than absorption losses.
To further consider the limitations from internal absorption, the cavity structures were simulated with a range of absorption coefficients.

We see in Figure 7.16 not only the relationship between the absorption coefficient and cavity Q, but also the point at which the internal absorption of the cavity becomes insignificant. For coefficients less than 1 cm\(^{-1}\), the intrinsic radiative loss of the cavity dominates the absorption loss and hence sets the limit of Q for cavities of these dimensions at \(\sim 10^6\). Using previously stated values for the absorption coefficient of MOCVD grown GaN give the simulated \(Q_{\text{abs}}\) between \(10^3\) and \(10^4\), in agreement with calculated values. Therefore, we can use the simulations and measurements of Q to examine the limitations of the nitride cavities and the limitations of the nitride material system itself.

**Figure 7.16**: (Black trace) Simulated Q vs RMS roughness at the periphery of a 1 \(\mu\)m GaN microdisk. (Red trace) Q vs absorption coefficient, in which the disks are modeled as having no surface roughness. (Dashed line) outer limits of absorption coefficients for GaN from literature and corresponding cavity Q factors [22, 23].
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While scattering losses may be reduced by refinement of the plasma etching technique, the absorption losses pose a more difficult challenge to increasing nitride cavity Q-factor. Slight reduction of the free carrier absorption may be achievable by alteration of material growth conditions, although the sub-bandgap absorption in the wavelength range used for this study is significant at all achievable dopant levels [141]. It may therefore be more tractable to alter the wavelength of emission from the InGaN active layers to a lower energy, where the GaN absorption would be reduced. This decrease in absorption would, however, be small over the range of achievable wavelengths of the active layer, determined by the maximum indium percentage possible for growth of QD and QWs.

To conclude, we have shown that we are able to identify the position of individual TDs in microcavities using CL. Using this method to map dislocation position across microdisks with a range of active layers, we observed an anti-correlation of the number of dislocations in a specific cavity with the cavity Q-factor. Simulations and SEM-CL spectra confirm that, as expected, the whispering gallery modes exist in the periphery of the microdisk cavities, and it is the dislocations in this region specifically which affect cavity Q. We suggest that the presence of TDs do not inherently cause a significant reduction in the Q factor of the microcavities, but that they do cause the formation of un-etched material during PEC etching which subsequently causes optical leakage from the cavity. This loss may be avoided by alternative fabrication methods. The limitations of the GaN system have been investigated, and internal absorption has been shown to be the significant factor in limiting cavity Q. Overall, our investigations here demonstrate the utility of a powerful new approach to the characterization of semiconductor microdevices, whereby rather than examining the general characteristics of the material from which the devices are made, we assess the specific micro and/or nanostructure of individual devices.
and compare this information to the device properties. This approach has allowed us to directly link micro-structural features (in this case whiskers relating to dislocations) to specific changes in performance, providing new and powerful insights, which a more global methodology could not achieve. Other semiconductor micro- and nano-devices, particularly in complex or highly defected materials systems, could profitably be assessed in the same manner.

The next section discusses tapered fiber experiments which have the potential to conclusively test our hypothesis that absorption is limiting the Q of GaN-based devices.

### 7.5 Tapered fiber measurements on GaN microdisks

The following authors contributed to the work conducted in this section: Alexander Woolf, Xingyu Zhang, Aun Zaidi, Phillip Frick, Jon Snyder, Andrew Magyar, Katherine Pooley, Christine Zgrabik, Tongtong Zhu, Rachel A. Oliver and Evelyn Hu. Alex, Xingyu, Aun, Phillip, Jon, Andrew, Katherine, and Christine all worked to optimize the fiber pulling conditions as well as coupling setup. Tongtong grew the material wafers and Alex processed the devices. Alex, Xingyu, and Aun collected and analyzed the data.

As discussed in Section 7.4, the quality factors (Q-factors) of GaN based microcavities remains low when compared to similar devices fabricated from the arsenide or phosphide material systems. While the current working hypothesis is that the Q is limited by material absorption and not the cavity roughness, experiments are necessary to confirm this. A tapered fiber measurement, while arduous offers the potential to deconvolve the effects of material absorption from cavity roughness. In traditional PL measurements the signal from the microcavity device is only collected at wavelengths where the gain material luminesces. However, these are the same wavelengths where
material absorption is present, therefore the lifetime of the observed modes in PL is reduced by both material absorption and the cavity geometry/roughness. In a tapered fiber measurement, light of any desired wavelength is guided through an optical fiber which is placed in close proximity to a microcavity device. The transmission of the fiber is observed and the wavelengths of light that are resonant with the microcavity modes will couple to the device. As the device is inherently lossy, this leads to dips in the transmission through the optical fiber, as not all the light at the resonant wavelengths gets coupled back into the optical fiber. Figure 7.19 shows a schematic of the coupling between the optical fiber and micro cavity (in this case a microsphere) as well as the corresponding dips in transmission, from [24].

![Figure 7.17: a) schematic of a tapered fiber near an optical microcavity. If the two are in close proximity then light at wavelengths corresponding to cavity resonances will couple to the microcavity device and appear as dips in the transmitted signal. b) example measurement showing the dips in transmission through the fiber due to coupling, from [24]](image)

Similar to PL experiments one can fit the resonances of the transmission dips in order to calculate a cavity Q. Since the measurement is passive compared to PL, where a tremendous amount of carriers are excited in order to achieve appreciable luminescence, the Q obtained using tapered fiber is often referred to as a “cold-Q”. For our GaN microcavities the comparison between the PL Q and the cold-Q at longer wavelengths will allow us to identify if material absorption plays an significant role towards limiting
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the PL Q. If the cold-Q is appreciable higher at telecom wavelengths compared the Q at visible wavelengths observed in PL, then it suggests that material absorption is responsible for a majority of the photon loss within the device. If cold-Q and PL Q are similar then it suggests that the cavity design and or roughness is non-ideal and therefore the major cause of photon loss. As a note there are a few caveats which must be addressed. The effect of surface roughness is reduced as the wavelength of light is increased, therefore the PL Q at wavelengths near 450 nm is inherently more sensitive to cavity roughness than at infrared (∼1360 nm) wavelengths. However, this effect can be accounted for with simulations or by working at wavelengths just past the absorption wavelengths of the material in order to reduce the effect.

To summarize, the goal of this experiment is to compare the Q of a GaN-based microcavity in measured in PL to that of the cold-Q measured using tapered fiber. Furthermore, one could envision experiments where the PL and tapered fiber setups are incorporated into one, and the cold-Q is measured as a function of the excitation laser pump power. This could offer additional information in regards to heating and non-radiative recombination effects which are currently not quantified for our devices.

While this technique can provide a great deal of insight into the properties of the microcavity device there are a multitude of challenges which must be overcome in order to realize a successful measurement. First, the fiber must be adiabatically tapered down to thickness on the order of the wavelengths which will be transmitted through it. This is necessarily in order to allow the transmitted light to evanescently leak from the fiber into the microcavity device. Figure 7.20 is a schematic from [25] of a tapered fiber, the coupling between the fiber and the device must take place in the waist region.

There are a variety of different methods utilized to taper fibers, including laser
heating [157, 158], chemical etching [159], and flame heating [160] which is used in this work. In brief, the flame heating technique works by heating the fiber with a flame while simultaneously pulling the fiber with mechanical motors. The transmission through the fiber is also monitored during this process in order to ensure that the fiber reaches the single mode condition and maintains a high level of light transmission after thinning. High transmission is indicative of an adiabatically tapered fiber and is necessary in order to realize coupling to a microcavity device. Once the ideal temperature and pulling conditions for the fiber are identified, a fiber can be tapered with transmission values as high as to 99% of the pre-pull transmission in a matter of minutes. Figure 7.19 shows a schematic of the tapered fiber setup implemented in this work, courtesy of Phillip Frick. A detailed description of the experimental setup as well as pulling conditions will be published elsewhere.

Another challenge related to the tapered fiber technique is that the fiber must only come into close proximity with the microcavity device. If the fiber touches the substrate, the light will leak from the fiber and no dips will be apparent in the transmission. This is overcome by using a piezo controlled stage and goniometer. When the fiber is correctly aligned if visible light is transmitted through the fiber one can see the microcavity device light up and dips will be present in the measured spectra.
We will now present preliminary data obtained from a $3\mu m$ GaN microdisk cavity. The cavity contains three layers of InGaN QDs and are identical to those shown in Figure 6.3. PL measurements give $Q$ values as high as 9100 as shown in Figure 6.4 f). As the tapered fiber is brought into proximity with the microdisk cavity, dips are clearly apparent in the transmitted signal which can be seen in Figure 7.20, for clarity one such dip is labeled “Cavity Mode.” This is to our knowledge the first demonstration of tapered fiber measurements from GaN based microcavities.

Unfortunately, the linewidth of the mode is resolution limited to a value of $Q_{measured} = 3300$, therefore at this point we can only identify a lower bound for the cold-$Q$ of these devices. Before doing so however, there is an adjustment factor which accounts for the
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Cavity Mode

Figure 7.20: Transmission measurement of the tapered fiber at various distances from the microcavity device. As the fiber gets in close proximity to the microdisk, dips in the transmission are clearly apparent which is indicative of coupling to microdisk WGM modes. One such dip is labeled for clarity.

fact that our fiber-cavity system is not optimally or critically coupled, which can be seen from the fact that the transmission dips do not go down to a value of 0%. Details related to this adjustment factor are given in reference [161], we therefore use Eq. 7.9 to convert the Q of the measured transmission dips to the “real Q” of the device.

$$Q_{\text{real}} = \frac{2Q_{\text{measured}}}{1 \pm \sqrt{1 - |\delta T|}}$$

(7.9)

Entering the values for our collected data of $\delta T = 0.1$, and $Q_{\text{measured}} = 3300$ we have a maximum cold-Q value as high as $Q = 64306$. As the data is currently resolution limited, I will refrain from making comments with regards to the implications of this measurement and instead request the reader to view this as a proof of principle. Future experiments should seek to repeat this measurement with a higher resolution OSA and
work is already underway in the Hu lab to do so.
Chapter 8

Conclusion

8.1 Summary

Part I outlined the key advantages and challenges regarding InGaN QDs as a gain medium within photonic microcavities. The high optical efficiency and exciton-binding energy of InGaN QDs make them ideal candidates as light emitters within photonic devices. Furthermore, emission at visible wavelengths allows for their use as coherent light sources in practical applications such as lighting and on-chip photonic integrated circuits. We also discussed the accompanying challenges related to InGaN QDs that include the presence of internal fields in the c-plane, the lack of a selective room temperature wet etch, threading dislocations and the absence of a controlled and reproducible QD growth mechanism. Part I concluded with previous work on GaN microdisk cavities with embedded InGaN QDs, whose limitations served as a driving motivation at the onset of this thesis.

Part II discussed the principles of laser operation, including the derivation of the laser rate equations. Analysis of the rate equations suggests that InGaN QDs embedded
within high spontaneous emission factor optical cavities theoretically yields lasers with low-thresholds. The principles of microdisk and photonic crystal cavity operation show that these two systems serve as promising cavity designs for low-threshold lasers. Finally, the enhanced carrier localization within QDs theoretically suggests that they have higher gain than bulk or QW emitters. Previous work in the arsenide and phosphide systems confirm that QDs within microcavities are the lowest lasing threshold semiconductor devices to date.

Part III discussed experimental results on InGaN QDs and FQWs within microcavities. Initial experiments on 3 \( \mu \)m diameter microdisk cavities demonstrated the highest quality factor GaN-based microcavities to date (\( Q \sim 9100 \)). However, the 3 \( \mu \)m devices did not exhibit laser oscillation and 1 \( \mu \)m diameter were fabricated because of their higher spontaneous emission factors. The 1 \( \mu \)m diameter microdisks with three layers of embedded InGaN QDs served as the first demonstration of InGaN QD lasing within a microcavity. Subsequent experiments were conducted to deconvolve the emission of the QD from the FQW and a distinctive lasing signature of QDs, in the form of a blue-detuned lasing peak, was identified. This work conclusively demonstrated that the QDs not the FQWs facilitate lasing within the microdisk device. Part III continued with further experiments on GaN-based microcavities. This serves as a critical step towards the realization of next generation photonic devices. Photonic crystal nanobeam cavities with embedded FQW exhibited more than an order of magnitude lower lasing thresholds than similar fabricated QW devices. We ascribed the enhanced performance to the enhanced spatial localization of the photo-induced carriers, as compared to QWs, in addition to the large capture cross section of the FQW active layer compared to QDs.

Cavity QED experiments on InGaN QDs within GaN photonic crystal cavities were performed. These experiments attempted to demonstrate the first evidence of weak or
strong coupling within a nitride-based device, a critical step towards quantum computation and polariton lasing. No evidence of weak or strong coupling was observed, which then served as the motivating principle for cathodoluminescence and tapered fiber experiments. These experiments suggested that material absorption within the microcavity devices is responsible for the relatively lower Q, compared to similar arsenide or phosphide-based devices.

8.2 Future directions

For better or worse this thesis has raised more questions than it has answered. While the Q is only a figure of merit and device performance should be the ultimate objective, the low quality factor of GaN based microcavity devices must be addressed in order to realize further advances of the material system. It is currently unclear if the predominant photon absorption mechanism originates in the bulk or at the surface of the microcavity device. It seems most likely that the cause is the surface and it may be possible to eliminate the unwanted absorption by altering the dry etching process. The lack of any observed weak or strong coupling between the InGaN QD is also puzzling and future work should attempt to identify the position of the QD within the cavity to ensure that poor spatial overlap is not the problem. In regards to QD lasers, it appears that the devices with QW active layers will continue to outperform those with QDs until the QD density can be increased. Alternatively, preliminary results on non-polar a-plane QDs show significantly shorter radiative lifetimes which should lead to improved device performance compared to c-plane emitters. Perhaps the efficiency of the a-plane QDs is high enough to facilitate lower lasing thresholds than similar fabricated a-plane
QW devices. Additional, FQW PCC experiments should be conducted to evaluate the morphology of the confinement potential of the FQW.

It is still an open question as to why the lasers with FQWs exhibited higher thresholds than QWs in microdisks while the opposite was true in PCCs. Perhaps the carrier confinement in the FQW compared to QWs leads to a greater immunity to the large surface area of the PCC. Finally, PCC lasers with embedded InGaN QDs should be fabricated. While we were unable to fabricate any PCCs that exhibited modes at the blue end of the emission spectrum ($\lambda = 425$ nm), as the QDs are known to lase at these wavelengths, it is possible that the QD PCC lasers may even out perform the FQW devices.
Appendix A

Gas tuning setup

Dr. Kasey Russel and Alex Woolf designed and built this setup. As discussed in Section 7.3 the purpose of the gas tuning setup is to reversibly tune the spectral resonance of the photonic microcavity. In brief, nitrogen or xenon gas is flowed into a helium-cooled cryostat. The gas condenses on the sample that rests on the cold finger and the conformal layer of solid nitrogen shifts the resonance of the optical cavity. The wavelength shift is due to the fact that the index of refraction of the solid nitrogen effectively adds material to the optical cavity. As the cavity volume is increased, this leads to a red-shift of the resonance. Therefore, gas tuning can only tune the resonance of a cavity mode to longer wavelengths. For the purpose of the thesis, the setup was necessary in order to match the wavelength of the cavity mode to the emission wavelength of the InGaN QD exciton. Figure A.1 shows a schematic of the gas tuning setup.

The setup is designed to flow a well defined amount of gas into the chamber in controlled bursts or “shots.” The setup was designed this way because for the Purcell effect experiment a lifetime measurement must be made at discrete positions of the cavity mode. Therefore the tuning must done in digital steps instead of continuously.
It is desirable to control the amount of tuning per burst. This necessitates control over the amount of gas injected into the cryostat per shot. The combination of the T valve, reservoir, and Flow valves allow for the control of the nitrogen pressure (and therefore number of molecules) per shot.

The procedure for tuning is as follows:

1. The cryostat evacuated and cooled to liquid helium temperatures.
2. The ball valve and green flow valve is closed.
3. Vacuum is pulled with the T-valve in both the OPEN and CLOSE positions.
4. Both flow valves are closed.
5. The T-valve is moved to CLOSE position, so chamber is isolated from the reservoir.
6. The ball valve is moved to the OPEN position and the reservoir is filled with a small amount of nitrogen from a regulated source.
7. The ball valve is moved to the CLOSE position.

8. The vacuum pump is turned on and the black flow valve is slowly opened until the desired pressure is attained (∼10^{-1} \text{ ATM} for our specific setup).

9. The black flow valve is closed.

10. The T-valve is moved to the OPEN position in order to load the chamber with one shot of nitrogen.

11. The T-valved is moved to the CLOSE position in order to isolate the chamber from the reservoir.

12. The green flow valve is opened allowing the nitrogen from the chamber to enter the cryostat.

13. The green flow valve is shut. Thus completing one shot.

14. PL or lifetime measurements are made.

For subsequent shots steps 10-14 are repeated.

Figures A.2 and A.3 show the top and bottom view of the custom made cryostat top-plate. The cryostat with top-plate and flow tubing in place is shown in Figure A.4. The components for regulating the pressure of the reservoir is shown in Figure A.6.

![Figure A.2: Top view of the custom made cryostat top-plate.](image-url)
Figure A.3: Bottom view of the custom made cryostat top-plate. The flow tube is denoted with an arrow.

Figure A.4: Cryostat with custom top-plate and flow tubing in place. The flow tubing is outlined with a blue line for clarity. The pressure regulation valves are visible in the top left of the figure.
Figure A.5: Chamber loading and unloading mechanism.

Figure A.6: Pressure regulation and measurement mechanism.
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