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Abstract

Today, most object detection algorithms differ drastically from how humans tackle visual problems. In this thesis, I present a new paradigm for improving machine vision algorithms by designing them to better mimic how humans approach these tasks. Specifically, I demonstrate how human brain activity from functional magnetic resonance imaging (fMRI) can be leveraged to improve object classification.

Inspired by the graduated manner in which humans learn, I present a novel algorithm that simulates learning in a similar fashion by more aggressively penalizing the misclassification of certain training datum. I propose a method to learn annotations that capture the difficulty of detecting an object in an image from auxiliary brain activity data. I then demonstrate how to leverage these annotations by using a modified definition of Support Vector Machines (SVMs) that uses these annotations to weight training data in an object classification task. An experimental comparison between my procedure and a parallel control shows that my techniques provide significant improvements in object classification. In particular, my protocol empirically halved the gap in classification accuracy between SVM classifiers that used state-of-the-art, yet computationally intensive convolutional neural net (CNN) features and those that used out-of-the-box, efficient histogram of oriented gradients (HOG) descriptors. Further analysis demonstrates that my experimental results support findings in neuroimaging literature about the roles different cortical regions play in object recognition.
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Chapter 1

Introduction

How can computers think and act more like humans? In the past few decades, computer algorithms have beaten humans at well-defined games like chess and Jeopardy (Campbell et al., 2002; Ferrucci et al., 2010). Yet, they still perform poorly on intuitive tasks that humans excel at subconsciously, such as recognizing different kinds of animals. The best, state-of-the-art object detection algorithms perform with an average precision rate between 30-40% (Russakovsky et al., 2014). Yet, toddlers easily and excitedly learn to identify all sorts of critters quite well. Today, the most challenging problems in artificial intelligence (AI) —reading body language, understanding humor —typically share the quality of being trivial tasks for humans.

1.1 Overview

This defining characteristic underlies the overarching goal of AI to close the gap between human and computer performance in a variety of tasks and motivates the recent trend of biologically-inspired approaches to many such problems (Cadieu et al., 2014; Cox and Pinto, 2011; Pinto et al., 2009). However, biologically-inspired algorithms in machine learning have focused more on representing information in biologically-plausible ways than on making decisions in a more human-like way. In this thesis, I present a new paradigm for improving machine learning algorithms by designing them to better mimic how humans tackle these
So, how do humans learn? Consider a five-year-old child learning math. She may be able to learn simple addition and subtraction. Yet, would she be able to solve algebraic expressions? Or, could she formally prove that $\sqrt{2}$ is irrational? This progression illustrates the concept of “learnability”: Some concepts are not as “learnable” as others. It also demonstrates the notion of graduated learning. Humans typically learn easier things before more difficult ones, and we often generalize our easier experiences to tackle harder challenges. After mastering basic arithmetic operations, our young pupil may be able to learn algebra and geometry. However, we would never ask her to master the whole breadth of the field of mathematics (this task is impossible for most individuals of all ages). Similarly, “Never-Ending Language Learning” (NELL), a continuously growing knowledge base designed to mimic how humans learn throughout their lives, also learned “easier” concepts first (Carlson et al., 2010).

While Valiant (1984) formalizes the similar concept to “learnability”, most machine learning algorithms take a sink-or-swim approach. Consider the task of creating a cat detector that can identify (and localize) the presence of a feline in an image. To build such detector, algorithms would be provided labelled “cat” and “no cat” images to learn from. An image in which a feline is the central, dominant object may be more “learnable” than one in which a cat is partially obscured by the presence of many other creatures. Yet, most machine learning techniques would not consider the “learnability” of each cat photo.

Motivated by the idea that algorithms should prefer solutions that are more likely to be chosen by humans, Scheirer et al. (2014) introduces a technique called perceptual annotation and presents empirical results that demonstrate its ability to outperform state-of-the-art face detection algorithms. The algorithm prioritizes correctly detecting faces that humans quickly and easily identify and worries less about correctly detecting the faces that even humans struggle to recognize consistently. It accomplishes this through a modified definition of the popular machine learning algorithm Support Vector Machines (SVMs).

This thesis extends Scheirer et al. (2014) in two significant ways. First, to generate annotations that, in part, capture the “learnability” of a training datum, I leverage rich, highly-dimensional brain activity data from function mag-
netic resonance imaging (fMRI) scans. In contrast, Scheirer et al. (2014) used two-dimensional visual psychophysics data that captured the response time and overall accuracy of humans performing face detection tasks. Second, I apply the concept of perceptual annotations to the different space of object recognition. Whereas Scheirer et al. (2014) applied perceptual annotations to face detection, I focused on extending the principle to the arguably more challenging task of object classification.

Due to the sparsity of image data and the high variability of objects, object recognition continues to pose a formidable challenge to the machine learning and computer vision communities. Thanks to the advent of Facebook, the amount of high-quality, labelled face images with rich social network information (Stone et al., 2008) has exponentially increased in the past decade. The increased depth and scale of face data has narrowed the gap between human and computer performance in face detection. While the computer vision community has continually been developing high-quality object datasets (Lin et al., 2014; Russakovsky et al., 2014), they still pale in comparison to the richness of face data. More fundamentally, object recognition suffers from the fact that objects are incredibly diverse and variable. Within a single object class, such as cars or cats, there often exists large intra-class variance in how objects appear, as evidenced by the diverse set of car models today and the wide variety of feline breeds. Moreover, when considering the wide variety of natural scenes, objects can be plausibly co-located with other objects in countless ways. In contrast, faces often appear in images, like ones of social gatherings, that are naturally constrained by setting.

Yet, patterns in brain activity observed in humans viewing natural images may help in tackling these two significant challenges in object recognition. The densely rich information encoded in brain activity may help offset the relative lack of image data for objects. Neuroimaging data also co-opts years of human experience navigating the world. Photographs barely capture the deep wealth of human understanding about the world, yet this encoded knowledge may help constrain how objects naturally appear or are co-located with other things in scenes.
1.2 Contributions

The overarching contribution of this thesis is to establish that brain activity data can be used to substantially narrow the gap between human and computer performance in challenging AI tasks. The main contributions of this thesis are as follows.

- I demonstrate how to leverage a previously untapped yet existing source of information—rich, highly-dimensional brain activity data from fMRI scans—to augment machine learning and computer vision algorithms.

- I present a novel, two-stage classification algorithm that takes a biologically-inspired approach to decision making. First, I present an original technique to reduce high-dimensional brain activity to salient, one-dimensional annotations. Second, I outline how to use a modified SVM classifier to more aggressively penalize the misclassification of certain training datum based on brain activity annotations.

- I present a case study in object classification that highlights how my biologically-informed algorithm significantly improves classification accuracy compared to a standard SVM classifier that uses a hinge loss function.

1.3 Related Work

In the past decade, much state-of-the-art work in machine learning and computer vision has come from models that attempt to represent knowledge in biologically-consistent ways. Inspired by work in Hubel and Wiesel (1963) on how the early visual cortex uses feed-forward processing, LeCun et al. (1998) presented convolutional neural nets (CNNs)—a model that mimics the receptive fields of neurons and their ability to withstand geometric variation in visual stimuli. Since then, continual research has been done to better simulate the hierarchical, feed-forward mechanisms of primate visual systems (Serre et al., 2007b,c), particularly higher-level ventral stream regions (Serre et al., 2007a), like the inferior temporal (IT) cortex (Riesenhuber and Poggio, 1999), that are responsible for understanding
semantic meaning. Recent work demonstrates strong correlations and representational similarities between the best models of the primate IT cortex and high-performing neural networks in various object recognition tasks (Cadieu et al., 2014; Yamins et al., 2013, 2014). While many models focus on the heavily-studied visual system, computational models of the full brain have also been developed that can coordinate complex tasks like viewing and copying text using a mechanical arm (Eliasmith, 2013; Eliasmith et al., 2012).

Hierarchical, feed-forward models are most often used to generate state-of-the-art, biologically-inspired features to be used in tasks like object recognition (Serre et al., 2005). These features appear to capture higher-level image characteristics compared to other descriptors like Histogram of Oriented Gradients (HOGs) generated from low-level, geometric properties (Dalal and Triggs, 2005). Thus, they are believed to perform better in tasks involving semantic understanding because they better mimic the visual regions responsible for higher-level processing, while features such as HOG or SIFT features (Lowe, 1999) better parallel the early visual cortex’s low-level processing of qualities like edges. Much research has also been invested in choosing the best parameters for biologically-inspired features. To simulate the highly parallel nature of the visual systems, GPU processors perform a data-driven search of the parameter space in order to find settings that consistently perform well in a variety of recognition tasks (Bergstra et al., 2013; Cox and Pinto, 2011; Pinto et al., 2009; Vig et al., 2014). Fei-Fei and Perona (2005) and Li et al. (2010) describe biologically-inspired features that do not attempt to model the visual system explicitly but nonetheless focus on characterizing images semantically by using descriptors from object banks instead of texture banks. Most recently, a reinforcement learning algorithm that uses CNNs learned how to play the classic 1980s game Atari at a level comparable to competitive gamers (Mnih et al., 2015).

While biologically-inspired work in machine learning has focused on knowledge representation, major breakthroughs in machine learning have come in the form of ensemble techniques, which mimic the parallel nature of human cognition. Similar to the high-throughput screening of biologically-inspired features (Vig et al., 2014), ensembles work by combining many weak learners, typically decision trees (Quinlan, 1986), to form a strong one. One such technique called
AdaBoost trains several weak learners and combines them as a weighted sum into a final classifier (Freund and Schapire, 1995). Random forests work similarly in that they train several decision trees and output the mode or mean prediction for classification or regression tasks respectively (Breiman, 2001). When applied to image classification tasks, random forests perform significantly better than SVMs (Bosch et al., 2007). These techniques correct the overfitting that decision trees often induce by relying on redundancy, a basic principle that also underpins how neurons work together (Miller, 1982). In addition to ensemble methods, graduated learning is another biologically-inspired idea that has motivated classic machine learning techniques like expectation maximization (Dempster et al., 1977) and gradient descent, both of which focus on making learning a model in incremental steps.

Much research has also been done on the use of annotations or auxiliary data in machine learning and computer vision algorithms. Welinder et al. (2010) demonstrates how using crowd-sourced annotations for object labels conveys rich information about images and can be used directly in classifiers to compete with state-of-the-art recognition algorithms. In a similar vein of using crowd-sourced annotations for classification, Tamuz et al. (2011) demonstrates how a similarity matrix “crowd kernel” using only crowd-sourced annotations can be learned; when such a matrix is used as a kernel for an SVM classifier, obvious and subtle, distinctly human-like distinctions are learned, such whether neckties have “stripes” and whether letters are vowels or consonants. Branson et al. (2011) establishes a framework for automatically generating annotations of where parts are on an object (i.e. where the head, beak, and tail are each located in a photo of a bird) by alternating between interactive learning that solicits human annotations and online learning. Perceptual annotations are similar to this work in that they represent an attempt to augment algorithms with human annotations. Leveraging context in scenes to improve object recognition has also been well-researched (Li and Fei-Fei, 2007; Torralba et al., 2006). Similarly, Stone et al. (2008) demonstrates how social network information can be used to augment face recognition in Facebook photos, while Gardner et al. (2013) demonstrates how adding more descriptive, “lexicalized” labels to edges in a graph of a knowledge base improves its performance on inference tasks by reducing data sparsity. De-
spite the body of research on annotations, particularly crowd-sourced ones, little work has been done to use brain activity as a source of annotations.

Machine learning and computer vision research with brain activity data from fMRI scans has been focused on four main problems: 1. predicting fMRI activity, 2. using brain activity data directly for computer vision tasks, 3. “decoding” fMRI data to better understand how different cortical regions work, and 4. relating different modes of cognitive data to one another. Mitchell et al. (2008) demonstrates how brain activity recoded while a human reads a noun can be predicted for hundreds of nouns by training a model on fMRI scans of when humans view several dozen nouns. Stansbury et al. (2013) also demonstrates how a model can be trained to predict the brain activity of humans when they view natural images of scenes.

Other research illustrates that models trained on fMRI data can predict which image is being viewed from a fixed set of images (Kay et al., 2008) as well as to which category that image belongs (Shinkareva et al., 2008). Similar work has shown that models can be trained on brain activity to reconstruct images (Naselaris et al., 2009) and videos (Nishimoto et al., 2011) that are similar to the images and videos presented to subjects during their fMRI scans.

Decoding the brain has been a highly active research area at the intersection of machine learning and neuroscience, with much research in this space using multivariate analysis to extract, detect, and classify salient patterns about cortical functions from brain activity (Cox and Savoy, 2003; Mur et al., 2009; Stansbury et al., 2013). Extending such research, Reddy et al. (2010) demonstrates that decoding techniques produce similar results when used on brain activity of humans viewing visual stimuli compared to activity of humans imagining visual stimuli. Huth et al. (2012) also builds on and synthesizes classical decoding work by presenting an interactive map of the brain that illustrates how different regions are activated by various objects and actions.

One final area of research at the junction of neuroimaging and machine learning focuses on relating similarities between different kinds of cognitive data. Interested in relating brain activity data, behavioral data, and computational models of different cortical regions to one another, Kriegeskorte et al. (2008a) presents a modality-independent representation of information called representational dis-
similarity matrices (RDMs) and a method for comparing such representations of data collected through different modalities. Similarly, Kriegeskorte et al. (2008b) observes similarities in how the IT cortex of humans and monkeys functions in object recognition by using RDMs to compare fMRI scans of humans to single-electrode recordings of monkeys.

1.4 Outline

Building off the many ideas and findings presented in the previous section, this thesis presents a novel mechanism to generate annotations from brain activity that improves the decision-making aspect of object classification. In the next chapter (Chapter 2), I introduce relevant background on fMRI data, SVMs, and image features, and I also describe the modified SVM formulation that incorporates perceptual annotations. I describe my dataset, experimental design, and methods in Chapter 3. In Chapter 4, I present experimental results and analysis that demonstrate the efficacy of my algorithm in improving object classification performance as well as highlight which cortical regions significantly contributed to boosting accuracy. Chapter 5 discusses the implications of this research and presents ideas for future work. Finally, Chapter 6 concludes.
Chapter 2

Preliminaries

This chapter provides technical background for several major concepts used throughout this thesis.

2.1 Functional Magnetic Resonance Imaging

Functional Magnetic Resonance Imaging (fMRI) is used to detect brain activity by measuring the changes in blood oxygenation and blood flow in the brain. In this section, I provide a brief overview on the development of fMRI technology and describe how fMRI measure brain activity. For more details about fMRI, see Huettel et al. (2004) and Buxton (2009).

Magnetic resonance refers to a property discovered by physicist Isidor Isaac Rabi. In the early 1930s, Rabi described how atomic nuclei “flipped” under the combined influence of a strong, external magnetic field and radio waves (Watson, 2011). Typically, nuclei point in random directions, but when hit with a magnetic field and radio waves, they are disturbed and briefly align themselves more with the direction of the field (Devlin, 2008). As the disturbed nuclei “snap back” into random orientations, they emit a magnetic signal that can be measured. The strength of this signal varies based on the surrounding material, such as gray matter or hemoglobin (blood). This insight led to the development of Magnetic Resonance Imaging (MRI), which generates detailed, static images of biological structures —typically organs and arteries —by measuring their magnetic reso-
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fMRI was developed in the 1990s, when physicist Seiji Ogawa discovered that oxygenated or oxygen-rich blood from the lungs possessed different magnetic properties than deoxygenated or oxygen-poor blood that was returning to the lungs (Watson, 2011). While Ogawa is credited with this discovery, Linus Pauling suggested this idea in the 1930s. Regardless, this insight allows MRI technology to measure changes in blood flow and oxygenation levels in order to quantify brain activity.

Although fMRI scans do not directly measure neuronal activity, they detect brain activity by relying on the fact that increased neuronal activity in a given area of the brain leads to increased blood flow and the recruitment of oxygenated blood. Because oxygenated and deoxygenated blood have different magnetic properties, they possess different levels of magnetic resonance. This allows the blood oxygenation level dependent (BOLD) contrast, or the relative changes in blood flow and oxygenation, to be measured by fMRI. In reality, neuronal activity does not immediately engender an influx of oxygenated blood to a cortical region (Devlin, 2008). Instead, blood levels typically dip right at the beginning of increased neuronal activity, as energy in the form of sugar is needed to support such activation. After the “initial dip,” the brain overcompensates by recruiting an overabundant influx of oxygenated blood, leading to high, oxygenated blood levels. Blood levels typically peak six seconds after the initial increased neuronal activity. Finally, blood levels drop back down to baseline levels, often with another dip called “post-stimulus undershoot,” before returning to back to normal.

fMRI scans record brain activity using units called voxels (Fig. 2.1). A voxel is a three-dimensional unit in space and is analogous to a pixel in images. Each voxel includes activity from thousands of neurons (Watson, 2011). A response amplitude value is given to voxels in order to generate images of brain activity like the one in Fig. 2.2. To calculate this value, the timecourse of a voxel’s BOLD signals is compared to the dip-peak-dip pattern expected of increased neuronal activity (Devlin, 2008). Strong correlation results in a large, positive response amplitude value while inverse correlation yields a negative value.
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Figure 2.1: Voxels in the brain. A voxel is a three-dimensional unit and is analogous to a pixel in images. In fMRI, voxels are the basic units that have activation values. The left image first appeared in Park (2011).

2.1.1 Regions of Interest (ROIs)

Often, functional regions of interest (ROIs) are identified in fMRI scans in order to specifically analyze the voxel activity in that area (Fig. 2.2). The most common way to draw the anatomical boundaries of ROIs is by using a “localizer” to identify these functionally-specific areas in a scan that is separate from the ones that are being used for research (Poldrack, 2007). For instance, to determine the location of the fusiform face area (FFA), a participant is shown images of faces, objects, scrambled faces, and scrambled objects. Using response amplitude values, the FFA is identified to be the area in which voxels are highly active for faces but not the other three categories of things.

In this thesis, I focus on using brain activity from the following 7 ROIs:

1. **Extrastriate body area (EBA)**, which is involved in recognizing the human body and body parts (Downing et al., 2001).

2. **Fusiform face area (FFA)**, which aids in face recognition (Kanwisher et al., 1997), although some research suggests that FFA may select for familiar items, such as cars and birds (Gauthier et al., 2000a).
Figure 2.2: Regions of Interest (ROIs). ROIs are outlined in white and are known to be responsible for various high-level visual functions. This figure is Figure 3a in Stansbury et al. (2013).
3. **Lateral occipital cortex (LO)**, which is important for object recognition (Grill-Spector et al., 2001; Malach et al., 1995).

4. **Occipital face area (OFA)**, which works with FFA in face recognition by detecting individual parts of a face, such as a nose or a pair of eyes (Gauthier et al., 2000b).

5. **Parahippocampal place area (PPA)**, which is most active when an individual is viewing scenes or “places” (Epstein and Kanwisher, 1998).

6. **Retrosplenial cortex (RSC)**, which is important for human navigation tasks and aids in episodic memory (Maguire, 2001).

7. **Transverse occipital sulcus (TOS)**, which is activated by visual stimuli that includes buildings (Gauthier et al., 2000b; Hasson et al., 2003; Nakamura et al., 2000).

### 2.2 Perceptual Annotation

Scheirer et al. (2014) introduces the concept of perceptual annotation as additional information on training data. Each perceptual annotation is a single, scalar value that captures the “learnability” of an image in a visual task, such as face recognition or object classification. Scheirer et al. (2014) outlines a modified Support Vector Machine (SVM) that uses a novel “human-weighted” loss function to more aggressively penalize the misclassification of certain training data based on their annotations.

In this section, I will briefly explain the problem of binary classification before presenting the perceptual annotation approach introduced in Scheirer et al. (2014).

#### 2.2.1 Binary Classification

In this thesis, I present results that demonstrate how perceptual annotations significantly improve the accuracy rates of binary classification problems for several object categories, such as **HUMANS**.
Binary classification refers to the problem of learning to predict a label $p \in \{+1, -1\}$ for a data point $x \in \mathbb{R}^d$. Let a predicted label be given by a classification function, $p = f(x)$, where $f : \mathbb{R}^d \to \{+1, -1\}$. Then, binary classification becomes focused on finding a classification function $f$ from a set of training data $\{(x, y) \in \mathbb{R}^d \times \{+1, -1\}\}$. This function $f$ can then be used to predict the labels of test data. Typically, no learnable and generalizable function $f$ exists in which all the predicted labels $f(x)$ correspond with each data point’s target label $y$. Thus, classification becomes focused on finding the function $f$ that best minimizes incorrect predictions. More formally, the task aims to identify a classification function $f$ that minimizes ideal risk given by $R_I$ (Smola and Schölkopf, 1998):

$$\arg \min_f \{R_I(f) := \int_{\mathbb{R}^d \times \mathbb{N}} l(x, y, f(x))P(x, y)\} \quad (2.1)$$

Ideal risk $R_I$ contains two terms: the loss function $l(x, y, f(x))$, which assigns a penalty for misclassification, and the joint distribution $P(x, y)$ of data points $x$ and their target labels $y$.

Let’s consider an example. In the case of classifying $100 \times 100$ images based on whether or not they contain HUMANS, a data point $x \in \mathbb{R}^{10000}$ is the pixel values of the image stored as a vector, and a target label $y = +1$ would denote the associated image as a positive HUMANS sample, while $y = -1$ would denote a negative sample that does not contain HUMANS.

### 2.2.2 Loss Functions

In statistical learning, loss functions are used to assign penalties for misclassifying data. Scheirer et al. (2014) implements the concept of perceptual annotation through a modified loss function for SVMs to weight the penalties of training data based on their perceptual annotations.

Typically, SVMs use a hinge loss (HL) function. Let $z = y \cdot f(x)$ denote the correctness of a prediction, as $z = 1$ when $f(x) = y$ and $z = -1$ otherwise. Then,
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the hinge loss function is as follows:

$$\zeta_h(z) = \max(0, 1 - z)$$  \hspace{1cm} (2.2)

The HL function assigns a uniform penalty to all misclassified data. However, our intuition about “learnability” suggests that not all training samples are created equal. Perceptual annotations aim to better reflect differences in “learnability” among training data. To do this, Scheirer et al. (2014) introduces an original “human-weighted” loss (HWL) function. Before discussing HWL, let’s discuss the setting of perceptual annotations.

Consider a set of $L$ training samples comprised of two subsets: one with perceptual annotations and one without. This setting provides flexibility by not requiring all training data to be perceptually annotated, which is useful in cases where generating perceptual annotations for all training data is difficult. This is the case with perceptual annotations based on neuroimaging data.

Let the set of $m$ perceptually annotated training examples be denoted by $P = (x_i, y_i, c_i)_{i=1...m}$, where $x_i \in \mathbb{R}^d$, $y_i \in \{+1, -1\}$, and a cost $c_i \in \mathbb{R}$. Similarly, let the set of $n$ typical training examples be denoted by $T = (x_j, y_j, c_j)_{j=1...n}$. Then, our training set $X = P \cup T$ and $|X| = m + n = L$.

Then, HWL can be formalized with a function $M: \mathbb{R}^d \rightarrow \mathbb{R}$ that maps each data point $x_i$ to its cost $c_i$:

$$\zeta_\psi(x_i, z_i) = \max(0, (1 - z_i) + M(x_i, z_i))$$  \hspace{1cm} (2.3)

where

$$M(x_i, z_i) = \begin{cases} c_i, & \text{if } z_i < 1 \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (2.4)

This definition allows an additive penalty to be incurred by the $M(x_i, z_i)$ term in the case of misclassification. The cost value $c_i$ can either be a static penalty or vary based on training sample $x_i$ and is where perceptual annotations come in. For the perceptually annotated examples $x_i \in P$, $c_i$ takes on the value of an annotation generated from auxiliary data such as fMRI brain activity that captures the “learnability” of the example. In contrast, for typical examples
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$x_i \in T$, $c_i$ takes on a static penalty that is less than the minimum perceptual annotation in $P$. In the experiments described in chapter 4, I fixed cost $c_i = 0$ for all the typical, non-annotated examples. For these samples, $\zeta_\psi$ reduces to the hinge loss function. This formulation chooses solutions that are more like the ones humans would choose, as it more heavily penalizes the misclassification of perceptually annotated samples based on their “learnability” by humans.

In SVMs, the basic classification function is defined as follows:

\[
f(x) = \begin{cases} 
+1 & \text{if } w^T \cdot \phi(x) + b > 1 \\
-1 & \text{otherwise}
\end{cases}
\]  

(2.5)

where $w$ is the weight vector and $b$ is the bias term, both of which are learned by the model, and $\phi : \mathbb{R}^d \rightarrow \mathbb{R}^j$ is a function that projects an example into higher-dimensional space for better feature representation (SVMs will be explained in more detail in section 2.3). Then, assuming the training data is linearly separable, that is, that a function $f$ exists that correctly classifies all training data, we can find a classification function $f$ by solving the following optimization problem:

\[
\min \left\{ \frac{1}{2} ||w||^2 + C \sum_{i=1}^{L} \zeta_\psi(x_i, y_i, f(x_i)) \right\}
\]  

(2.6)

where the $C$ parameter determines how much to weight each term in Equation 2.6, where the first term maximizes the margin (a critical concept in SVMs) and the second term minimizes misclassification in the training data.

One interesting facet of Equation 2.6 is that it is not convex. While convexity is often valued in machine learning because it guarantees a globally optimal solution, it is not consistent with how biological visual systems work and can select overly simple solutions for complex, holistic visual tasks like recognition. DiCarlo and Cox (2007) demonstrate that such systems are made up of many non-linear, adaptive layers, while the state-of-the-art performance of the convolutional neural networks, which are not convex, suggests that the best solutions may be found by biologically-inspired, non-convex algorithms. Not only is the non-convex formulation of human-weighted loss more biologically-consistent, but it also does not pose any practical limitations in terms of computation time. Collobert et al.
(2006) shows that non-convex loss functions for SVMs reduce training time and space constraints. For this thesis, no significant difference in computation time was observed between experiments that used the convex, hinge loss function and those that used the non-convex, human-weighted loss function.

2.3 Support Vector Machines (SVMs)

Because Scheirer et al. (2014) implements perceptual annotation with a modification to SVMs, this section will provide a concise overview of support vector machines, a popular algorithm for supervised learning, which refers to machine learning tasks in which the target labels are provided in the training set. This section is based on Pfeffer et al. (2014) and Gavrilov (2015). For a more thorough treatment and derivation of SVMs, see Chapter 7 in Bishop et al. (2006).

First, let’s consider the linearly separable case. Then, SVMs aim to find a hyperplane or decision boundary that divides positive and negative data; the boundary will have the following equation:

\[ w^T \phi(x) + b = 0 \]  

where the weight vector \( w \in \mathbb{R}^j \) and the bias value \( b \in \mathbb{R} \) are parameters of the SVM to be learned and \( \phi : \mathbb{R}^d \rightarrow \mathbb{R}^j \) is a collection of \( j \) basis functions that produces a useful feature representation of \( x \in \mathbb{R}^d \) in an often higher-dimensional space \( \mathbb{R}^j \). Then, the classification function is given by the function \( f : \mathbb{R}^d \rightarrow \{+1, -1\} \):

\[
 f(x) = \begin{cases} 
 +1 & w^T \phi(x) + b > 0 \\
 -1 & \text{otherwise} 
\end{cases}
\]

Given that there are many potential linearly-separating hyperplanes, SVMs choose the one that maximizes the margin of the training set. The margin of a single training sample \( x_i \) is the orthogonal distance to the hyperplane in \( \mathbb{R}^j \). The margin of a training set is the smallest margin of all the training samples.

Intuitively, this margin is defined by the closest examples to the hyperplane. An SVM chooses a solution that maximizes the margin because such a solution
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Figure 2.3: Examples of good and bad margins for SVMs. This figure first appeared in Pfeffer et al. (2014) as Figure 1.

would probably generalize better to other data compared to one with a smaller margin (Fig. 2.3). The problem of maximizing the margin can be reduced to the following optimization problem:

\[ w^*, b^* = \arg \min_{w, b} \frac{1}{2} ||w||^2 \text{ s.t. } y_i \cdot (w^T \phi(x_i) + b) \geq 1, \forall i \in \{1, \ldots, N\} \tag{2.9} \]

where \( N \) is the number of training samples and \( y_i \) is the target label for \( x_i \).

The condition \( y_i \cdot (w^T \phi(x_i) + b) \geq 1 \) requires that the training data be linearly separable. However, in most cases, the data is not easily separable, even in higher-dimensional spaces. SVMs can be extended to have a “soft-margin” that allows some examples to be misclassified. Typically, this is done by introducing non-negative slack variables \( \zeta_i \in \mathbb{R} \) for each training example \( x_i \). Then, the new
problem can be formalized as follows:

\[ w^*, b^* = \arg \min_{w, b} \left\{ \frac{1}{2} ||w||_2^2 + C \sum_{i=1}^{N} \zeta_i \right\} \]  \hspace{1cm} (2.10)

\[ \text{s.t. } y_i \cdot (w^T \phi(x_i) + b) \geq 1 - \zeta_i, \forall i \in \{1, \ldots, N\} \]  \hspace{1cm} (2.11)

\[ \zeta_i \geq 0, \forall i \in \{1, \ldots, N\} \]  \hspace{1cm} (2.12)

where \( C > 0 \). Perceptual annotations use this extension and replace the slack variables, which effectively induce a hinge loss function, with a human-weighted loss function \( \zeta_\psi \) as formalized in 2.6. As previously mentioned, the regularizing parameter \( C \) determines how much simpler weights that maximize the margin are chosen over more complex ones that minimize the number of misclassified training samples.

One problem with the formulation given by Equation 2.9 is that it requires computing \( \phi(x_i) \) for all \( i \in \{1, \ldots, N\} \). However, the feature space \( \mathbb{R}^j \) that \( \phi \) projects data points \( x_i \in \mathbb{R}^d \) into can be very highly dimensional. This equation can be reformulated into a dual problem using Lagrange multipliers and kernel functions that is simpler to solve.

Using Lagrange multipliers \( \alpha_1, \ldots, \alpha_N \geq 0 \), the dual problem is given by the following formulation:

\[ \max_{\alpha \geq 0} \left\{ \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j \phi(x_i)^T \phi(x_j) \right\} \]  \hspace{1cm} (2.13)

subject to \( \sum_{i=1}^{N} \alpha_i y_i = 0 \) and \( 0 \leq \alpha_i \leq C \), where \( C \) is the regularizing parameter in Equation 2.10.

Because the feature space \( \mathbb{R}^j \) is high-dimensional (and potentially even an infinite-dimensional space), computing \( \phi(x_i)^T \phi(x_j) \) may be intractable. However, there exists special kernel functions that can compute the dot product of the higher-dimensional vectors by operating in the lower dimension vectors \( x_i, x_j \in \mathbb{R}^d \).

Let’s consider an example. Let \( x \in \mathbb{R}^d \) and function \( \phi : \mathbb{R}^d \rightarrow \mathbb{R}^j \) be defined
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as follows:

\[
x = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_{d-1} \\ x_d \end{bmatrix}, \quad \phi(x) = \begin{bmatrix} x_1^2 \\ x_1 x_2 \\ x_1 x_3 \\ \vdots \\ x_1 x_d \\ x_2 x_1 \\ \vdots \\ x_d x_{d-1} \\ x_d^2 \end{bmatrix}
\] (2.14)

Then, the kernel function \( K : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^j \) can compute the dot product \( \phi(x)^T \phi(z) \) as follows:

\[
K(x, z) = (x^T z)^2
\] (2.15)

\[
= \left( \sum_{i=1}^{d} x_i z_i \right)^2 
\] (2.16)

\[
= \left( \sum_{i=1}^{d} x_i z_i \right) \left( \sum_{i=1}^{d} x_i z_i \right) 
\] (2.17)

\[
= \sum_{i=1}^{d} \sum_{j=1}^{d} x_i x_j z_i z_j 
\] (2.18)

\[
= \sum_{i=1}^{d} \sum_{j=1}^{d} (x_i z_i)(x_j z_j)  
\] (2.19)

\[
= \phi(x)^T \phi(z) 
\] (2.20)

Here, we see the advantage of a kernel function. Instead of needing to compute the entire feature map, \( \phi \), which in quadratic in this case, and then computing the scalar product directly, we only needed to compute the kernel function \( K(x, z) = (x^T z)^2 \), which is linear.

A popular kernel used in SVMs is the radial basis function (RBF) kernel, which is defined as follows:

\[
K(x, z) = \exp\left( -\frac{1}{2\alpha^2} \| x - z \|_2^2 \right) 
\] (2.21)
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Often, the function is simplified to the following form, where $\gamma = \frac{1}{2\alpha^2}$:

$$K(x, z) = \exp(-\gamma ||x - z||^2_2) \quad (2.22)$$

One nice property of the RBF kernel is that its corresponding feature space has an infinite number of dimensions.

In conclusion, kernels can be used in SVMs to learn classifiers in some high-dimensional or even infinitely-dimensional space. For the complete derivations of the primal and dual formulations of SVMs, see Bishop et al. (2006).

2.3.1 Platt Probabilities

Oftentimes, one might not only be interested in a classification but also in the confidence of that prediction. Platt probability scores provide this for SVM classifications by approximating the posterior class probability $Pr[y = 1|x]$, that is, the probability that $x$ is a positive example. Platt (2000) presents a method for estimating this posterior by the following sigmoid function:

$$Pr[y = 1|x] \approx Pr_{A,B}(f(x)) \equiv \frac{1}{1 + \exp(Af(x) + B)} \quad (2.23)$$

where $f$ is a classification function and $A$ and $B$ are scalar parameters that are learned through a regularized maximum likelihood estimation from the training set. The problem to be solved is as follows:

$$A^*, B^* = \arg \min_{(A,B)} F(A, B) = -\sum_{i=1}^{N} (t_i \log(p_i) + (1 - t_i) \log(1 - p_i)) \quad (2.24)$$

for $p_i = Pr_{A,B}(f(x_i))$, and

$$t_i = \begin{cases} 
\frac{N_+ + 1}{N_+ + 2} & \text{if } y_i = +1 \\
\frac{1}{N_- + 2} & \text{if } y_i = -1 
\end{cases}, \forall i = \{1, \ldots, N\} \quad (2.26)$$

where $N_+$ is the number of positive $y_i$'s and $N_-$ the number of negatives samples in the dataset.

While Platt (2000) provides pseudocode for solving Equation 2.24, Lin et al.
(2007) propose an improved, more robust method that converges and implements it in the `libSVM` package that I use in the experiments described in Chapter 3.

## 2.4 Image Feature Representation

Oftentimes, performance in visual tasks related to semantic understanding is better when features that characterize various higher-level qualities of an image are used as training data instead of pixel values. For instance, object classification algorithms trained on direct pixel values often are disturbed by intra-class variance, such as the many orientations, colors, and sizes that a car can appear in an image. Strong features aim to capture the distinct characteristics of classes while ignoring the variance within them. In this section, I will succinctly describe two popular feature representations, histogram of oriented gradients (HOG) and convolutional neural networks (CNNs), that I use in this thesis.

### 2.4.1 Histogram of Oriented Gradients (HOG)

Dalal and Triggs (2005) introduced histogram of oriented gradients (HOG), a classic off-the-shelf algorithm for generating features that capture the local “slope-ness” of different parts of an image.

![Figure 2.4: Histogram of oriented gradients (HOG) workflow. This figure appears in Dalal and Triggs (2005) as Figure 1.](image)

The HOG algorithm contains the following key steps, which are included in Figure 2.4:

1. **Normalization.** Dalal and Triggs (2005) explains that normalizing the color distribution and gamma values in an image is optional as the next few steps also have a normalizing effect. Oftentimes, images are saved using gamma encoding, which records images in a way to save tones more
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Figure 2.5: Example of HOG descriptor. The right image is a lossy, pictorial rendition of the HOG features generated for the left image using VLFeat’s \texttt{vl\_hog} function and cell size of 8 (Vedaldi and Fulkerson, 2008).

2. Gradient Computation. The horizontal and/or vertical gradient values of an image are computed by using a 1-dimensional derivative mask \([-1, 0, 1]\). For color images, gradient values are calculated for each channel separately and the one with largest norm is chosen for each pixel.

3. Orientation Binning. Then, the image is divided into sub-images called cells, the size of which is a parameter of the algorithm. For each cell, a histogram of edge orientations is created. For each pixel, a weighted vote for an edge orientation histogram channel based on its gradient vector is calculated; these votes are then accumulated and binned for a cell.

4. Normalization Over Blocks. After the previous step, an image can be described as a vector of the combined histogram entries for each of its cells. However, this representation is still sensitive to gradient variation across multiple cells. To counter this effect, cells are grouped into larger regions...
called blocks that typically overlap. Within each block, its component cells’ histograms are contrast normalized. The final HOG descriptor is then a vector of the components of the normalized cell histograms from the different blocks.

These descriptors can then be fed into a variety of computer vision algorithms, such as ones that detect and localize the presence of a person. HOG features describe local shapes well due to its use of gradients (Fig. 2.5). Additionally, by accumulating gradients into cells and normalizing them over blocks of cells, they are typically invariant to local geometric and photometric transformations. Lastly, cell and block sizes can be tuned for different applications. For instance, gesture detection might call for more fine-grained cell sizes while person detection may perform better with larger cell sizes.

2.4.2 Convolutional Neural Networks (CNN)

Convolutional Neural Networks (CNN), which are also known as ConvNets, are biologically-inspired artificial neural networks that are feed-forward, that is, they do not have cycles. CNNs mimic how the receptive field of neurons in the visual system communicate visual information to neurons with neighboring receptive fields and how this local information is pooled together and propagated through several layers of neurons. There exists a wide variety of CNN variants, yet most share common qualities in that they include a mix of convolutional and fully connected layers that perform various convolution, non-linear, and pooling operations that mimic the functions of biological neurons. By training a CNN on a large dataset like ImageNet and then feeding an image through the trained network, the output activation values can be used as image features. Libraries like Caffe (Jia et al., 2014) provide such trained CNNs for feature generation.

In this section, I will describe these main operations and the overall set-up and training of a CNN based on descriptions from (Bishop et al., 2006; DeepLearning, 2015; Rojas, 1996; UFLDL, 2015). For a more thorough treatment of neural networks, see Chapter 5 in Bishop et al. (2006).

The following operations are often performed in CNNs:
Figure 2.6: Visualization of neural network features. These layer visualizations of a fully trained CNN were first part of Figure 2 in Zeiler and Fergus (2014) and illustrate the different kinds of features captured by different layers in a CNN, with more low-level features like color being captured in layer 1 and higher-level features like parts of objects and creatures being captured in layer 3. The subimages shown in the rightside of each layer’s diagram corresponds to the 9 units in a random subset of a layer’s nodes with the largest activation values.
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1. **Convolution.** The namesake of the algorithm, convolutional layers apply many 2-dimensional convolution kernels with weights learned via backpropagation to all the variables in a previous layer. For each kernel in this layer, the same weights are used throughout to constrain the number of parameters that need to be trained and to force a kernel to search for the same feature in all units in the previous layer. Such convolution operations extract out different features, with earlier convolution layers detecting low-level characteristics like edges and colors and later layers recognizing higher-level features (Fig. 2.6).

2. **Non-linearity.** Thresholding or activation functions like $f(x) = \tanh(x)$ and the sigmoid function $f(x) = \frac{1}{1+\exp(-x)}$ are often appended to a convolution step to add nonlinearity in CNNs, allowing for more complex features to be expressed.

3. **Pooling.** A pooling layer synthesizes information from several units in the preceding layer by calculating an average or maximum over them. This step allows local information captured in earlier layers to percolate to and influence later layers that capture higher-level features.

4. **Dropout.** Hinton et al. (2012) presents a simple yet novel way to prevent over-fitting, particularly in fully connected layers with lots of parameters, as well as to speed up training time by randomly dropping units throughout training.

CNNs consist of several layers, each of which contain units that mimic receptive fields in biological neurons (Fig. 2.7). Various operations are performed from layer to layer to generate complex features. Weights for kernels in the convolutional layers are learned via the backpropagation algorithm that iterates between two phases in order to calculate the partial derivatives needed to perform gradient descent. The propagation phase involves a forward and backward pass through the network. First, the feed-forward propagation phase simply calculates the values of each unit according to the operations of each layer and current weights of each convolutional layer. Then, for each output unit, the algorithm calculates the difference between its target and computed value and propagate the difference
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Figure 2.7: Network diagram. The left figure first appeared in Bishop et al. (2006) as Figure 5.1 and depicts a two-layer neural network with its input, hidden, and output layer as well as the weights of convolution kernels. The right figure first appeared in UFLDL (2015) as Figure 1 and shows pooling in the first layer of a CNN. It also illustrates how convolutional kernel weights are shared throughout the layer by coloring nodes that share the same weights.

backwards through the neural network to find the partial derivatives of weights at each layer. The update phase uses the partial derivative to correct for errors by subtracting a fraction of the weight’s gradient from the weight. This fraction is a parameter called the learning rate that controls the tradeoff between how quickly the neural network is trained versus how finely trained it is. Backpropagation continues until some condition is satisfied, such as the gradients of weights being below a certain threshold.
Chapter 3

Experimental Design and Methods

The purpose of this chapter is to introduce the dataset and discuss the experiments and methods used in this thesis.

3.1 Data

3.1.1 Dataset

This thesis uses the dataset of images and corresponding fMRI recordings of subject S1 collected in Stansbury et al. (2013). The dataset provides 1386 500x500 color images of natural scenes, which subject S1 viewed while his brain activity was being recorded (Stansbury et al., 2013) used a training set of 1260 images and a test set of 126 images, thereby providing data for 1386 images).

The fMRI recordings were collected over six sessions. Each session consisted of several, five-minute runs that presented either a set of training images or a set of test images to the subject. A training run consisted of 36 training images presented two times each, while a testing run consisted of six images presented 12 times each. Images were included in exactly one run each and were randomly selected for each run, and there were 35 training runs and 21 test runs. In separate sessions, traditional functional localizers (Spiridon et al., 2006) were gathered and used to establish the locations of traditional regions of interest (ROIs) (see section
2.1.1 for details on ROIs).

To constrain the dimensionality of the fMRI data, the time series recordings for each voxel were reduced to a single response amplitude. For each voxel, Stansbury et al. (2013) preprocessed the time series for each voxel as done in Kay et al. (2008) and then used these to estimate a hemodynamic response function. This function was then used to estimate a single-value response amplitude for each image. See Stansbury et al. (2013) for more details on data collection.

Figure 3.1: Recording brain activity. Stansbury et al. (2013) used fMRI to record BOLD voxel responses of humans viewing 1386 color images of natural scenes and labelled voxels in seven conventional functional ROIs: EBA, FFA, LO, OFA, PPA, RSC, and TOS.

3.1.2 fMRI Data Preprocessing

For each image, the Stansbury et al. (2013) dataset provides a response amplitude value for 67,600 voxels. The dataset has also labelled 3,569 of these voxels as being part of one of the following ROIs: V1, V2, V3, V3A, V3B, V4, LO, FFA, OFA, PPA, RSC, EBA, TOS.

<table>
<thead>
<tr>
<th>Early VC</th>
<th>v1</th>
<th>v2</th>
<th>v3</th>
<th>v3a</th>
<th>v3b</th>
<th>v4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Later VC</td>
<td>EBA</td>
<td>FFA</td>
<td>LO</td>
<td>OFA</td>
<td>PPA</td>
<td>RSC</td>
</tr>
</tbody>
</table>

Table 3.1: Regions of Interest (ROIs) for which I have labelled voxel activity, with the later visual cortical regions that I used for data in bold.

Because I am interested in semantic understanding of visual information, I focused on seven of these regions that are responsible for higher-level visual pro-
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cessing: EBA, FFA, LO, OFA, PPA, RSC, TOS (Tbl. 3.1, Fig. 3.1). 1,427 voxels belong to these regions.

In addition to the fMRI preprocessing described in Stansbury et al. (2013), I normalized the fMRI data. For each voxel, I calculated the minimum and maximum response amplitude, $min$ and $max$, across all 1260 original training samples. Then, for each voxel, I rescaled all its response amplitude values across all 1386 samples using Equation 3.1, where $x$ is a given voxel’s original response amplitude and $x'$ is its scaled value.

$$x' = \frac{x - min}{max - min}$$ (3.1)

3.1.3 Image Pre-processing

I downsampled each of the original 500 x 500 colored images to be 250 x 250 grayscale images, with pixel values in the interval $[0,1]$. I also added a layer of Gaussian noise with a mean of 0 and variance of 0.01 to each image.

3.1.4 Label Assignment

The Stansbury et al. (2013) dataset provides per-pixel object labels for each image. I mapped 271 of these labels to one of five object categories: HUMANS, ANIMALS, BUILDINGS, FOODS, and VEHICLES (see Appendix A for the mappings).

For each image and for each of the five object categories, if $> 20\%$ of an image’s original pixels’ labels were part of a given object category, I tentatively labelled that image as a positive sample for that category. If an image was labelled a positive sample for more than one object category, I labelled it as a negative sample for all categories.

170 images were initially labelled as positive samples for multiple categories. After they were removed, 646 images that each were labelled with a single object category remained. There were 219 HUMANS images, 180 ANIMALS images, 151 BUILDINGS images, 59 FOODS images, and 37 VEHICLES images.
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<table>
<thead>
<tr>
<th># of Positive Sample</th>
<th>humans</th>
<th>animals</th>
<th>buildings</th>
<th>foods</th>
<th>vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>219</td>
<td>180</td>
<td>151</td>
<td>59</td>
<td>37</td>
</tr>
</tbody>
</table>

Table 3.2: Number of Images in Each Object Category.

3.1.5 Image Features

For each image, I generated histogram of oriented gradients (HOG) descriptors with a cell size of 32 using the VLFeat library’s `vl_hog` function (Vedaldi and Fulkerson, 2008), which computes UoCTTI HOG features (Fig. 3.2).

![HOG features](image1)

Figure 3.2: HOG features were generated with VLFeat library’s `vl_hog` function using a cell size of 32.

For each image, I generated convolutional neural networks (CNN) features using the Caffe library’s BLVC Reference CaffeNet model (Jia et al., 2014), which is AlexNet trained on ILSVRC 2012, with a minor variation from the version as described in Krizhevsky et al. (2012) (Fig. 3.3).

See preliminary sections 2.4.1 and 2.4.2 for background on HOG and CNN features.
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3.2 Experimental Design

3.2.1 Data Partitions

I created five training and test partitions, in which 80% of the data was randomly designated as training data and the remaining 20% was designated as test data.

3.2.2 Experiments

For each random data partition, I ran experiments for the 127 ways that the 7 higher-level visual cortical regions could be combined (Eqn. 3.2; see Appendix B for a list of the 127 combinations and the number of voxels in each combination).

\[
\binom{7}{1} + \binom{7}{2} + \ldots + \binom{7}{7} = 127 \text{ combinations} \tag{3.2}
\]

In each experiment, for a given combination of higher-level visual cortical regions and for a given object category, I did the following:

1. Generate perceptual annotations from Platt probabilities of an RBF-kernel SVM classifier trained on the training voxel data for that combination.

2. Create five balanced classification problems. For each balanced classification problem and each set of image descriptors (HOG and CNN features), train and test two SVM classifiers — one that uses a standard hinge loss (HL) function and another that uses a human-weighted loss (HWL) function — using an RBF-kernel (see section 2.2.2 and 2.3 for more details about
loss functions and kernel functions respectively).

I used the libSVM package to train and test SVM classifiers using a hinge loss function (Chang and Lin, 2011). To train a model using a human-weighted loss function, I used code made publicly available from Scheirer et al. (2014) and applied a patch to libSVM to support an SVM-variant that uses a human-weighted loss function.

3.2.3 Generating Perceptual Annotations from Brain Activity

The main challenge of generating perceptual annotations from brain activity lies in reducing highly-dimensional, nonlinear data to a salient, lower-dimensional signal of “learnability”. The perceptual annotation algorithm described in Scheirer et al. (2014) requires a single value as a perceptual annotation. I tried a variety of traditional metrics to capture the distance of a given sample from the “average” voxel activity for a positive HUMANS image, such as applying a PCA transform to voxel activity and examining distances in the first few principal components. Yet, these basic approaches failed to produce interpretable annotations. In this section, I present a novel procedure for Platt probability perceptual annotations (Platt, 2000) generated from SVM classifiers (SVCs) trained on brain activity.
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For each object category and for all voxels from a given combination of ROIs, I first identified all the positive samples for that object category as well as all the samples that are negative for all object categories. I only generated annotations for this subset of a partition’s training set. This constraint maximizes the signal-to-noise ratio in the annotations and improves the saliency of annotations for a specific object category by only annotating clear positive and negative samples.

Then, I randomly split the voxel data for each of the images in this subset into five folds. For each of these folds, I held out the current fold as test data and combined the other four folds as training data. With this newly formed training set, I conducted a parameter search for the best $c$ and $\gamma$ parameters to be used in a RBF-kernel, binary SVC for the current object category. To do this, I iterated through all combinations of $c, \gamma \in \{2^{-7}, 2^{-6}, \ldots, 2^{6}, 2^{7}\}$ and chose the best $c$ and $\gamma$ that yielded the highest accuracy on a five-fold cross-validated SVC. Then, I trained an SVC using the best $c$ and $\gamma$ parameters on all the training data from the four folds. Finally, I tested the classifier on the held-out fold and generated Platt probability scores for each sample in the held-out fold.

Figure 3.5 illustrates how a classifier trained on other voxel data is used to generate Platt probability perceptual annotations for the HUMANS category on a held-out set of data. This diagram shows how Platt probabilities are related to the distance from the decision boundary. Furthermore, Figure 3.5b, which shows actual generated Platt probabilities generated by my algorithm, qualitatively demonstrates the saliency of this procedure in reducing high-dimensional brain activity to a single value that captures the “learnability” of an image. The extreme Platt probabilities scores of images 1, 2, 7, and 8 can be explained by the scenes they depict: Images 1 and 2 clearly depict scenes of man-made structures such as buildings, roads, and cars, while images 7 and 8 depict social scenes involving multiple humans. Similarly, the scores of images 3-6, which are either of animals or both humans and critters, are consistent with the body of neuroimaging literature that suggests that similar areas in the visual cortex are activated by humans and animals (Çukur et al., 2013; Gauthier et al., 2000b; Kanwisher et al., 1997).
Figure 3.5: Generating Platt probability perceptual annotations from brain activity. This example shows how annotations for the HUMANS category are generated for a held-out set of images using a RBF-kernel SVC trained on the voxel activity of another set of images. The right panel presents actual Platt probability scores generated by the algorithm outlined in 3.2.3. Positive HUMANS samples are denoted by red circles, while negative ones are denoted by blue circles.
3.2.4 Balanced Classification Problem

For each object category, combination of higher visual cortical regions, and set of image descriptors, I set up five balanced classification problems. For each problem, I first found the minimum of the number of positive samples and the number of negative samples in the training set. Then, I randomly chose that number of positive examples and that number of negative examples to be used in a balanced classification problem. (For all object categories, because there were always more negative than positive samples, all positive samples were used in the balanced problem and the same number of negative samples were randomly selected.) The balanced problems only balanced the training data; each problem used the same test set: the partition’s held-out test set.

Then, I trained two RBF-kernel SVCs on image features, with \( c = 1 \) and \( \gamma = 1/\text{num
d feats} \). One classifier uses a standard hinge loss function while the other classifier uses a human-weighted loss function (see section 2.2.2 for details on loss functions). The latter classifier that uses a human-weighted loss function incorporates Platt probability perceptual annotations as additive weights (see section 2.2). For samples without annotations, additive weights of 0.0 are used. Finally, for each trained model, I tested the classifier on the partition’s test set.

Figure 3.6 illustrates how using perceptual annotations in an SVC that uses a HWL function changes the boundary. In this toy diagram, the new boundary in Fig. 3.6b is farther away from strong positive images as well as weak negative images. The figure also demonstrates how not all images need perceptual annotations by including the two images that are displayed here without a shadow and thick border.

To prevent overfitting, I adapted the concept of dropout described in Hinton et al. (2012), which demonstrated that randomly dropping units from a neural net during training greatly improves the model’s ability to generalize to other data compared to other regularization techniques. Recall that I only generated annotations for the positive samples for a given object category and the samples that are not part of any of the five object categories; this subset was around 45% of each partition’s training set. Then, when creating the balanced problems described in this section, the balanced training set is randomly selected without
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Figure 3.6: Re-weighting training samples using perceptual annotations. This figure shows how an SVM using a HWL function chooses a decision boundary that is farther away from images with larger perceptual annotations. The sizes of the images in this figure are weighted by the generated Platt probability perceptual annotations in Fig. 3.5.

considering which samples have annotations, a regularization step inspired by the dropout technique.

In the next few chapters, I will present results that support this thesis’s primary argument: the use of perceptual annotations as described in this chapter selects solutions that are more like the ones humans would choose and are ultimately better generalized models that move us closer to closing the gap between human and machine performance in semantic understanding tasks.
Chapter 4

Results and Analysis

In this chapter, I will explain my experimental results and analysis. First, I will revisit my experimental set-up and introduce the basic statistics I computed on my results. Then, I will demonstrate the significant improvements my algorithm had on object classification tasks as well as compare how using different image features impacted the observed gains. Next, I will examine how different combinations of ROIs yielded varying results and analyze the influence of individual ROIs in improving classification performance. Finally, I will compare how using different perceptual annotation weighing schemes improve classification performance.

4.1 Experimental Set-up

4.1.1 Experiments

As previously described, I ran my experiments using four partitions of randomly split training and test sets. Because there are 1386 total datum, each partition has 1109 datum in the training set and 277 datum in the test set to yield a 80% – 20% training – test split. For each partition, I setup five balanced classification problems. For each balanced classification problem, I recorded the number of test datum correctly classified by RBF-kernel SVCs.

Thus, I have a total of 20 balanced experiments for each permutation of experimental conditions, that is, for each of the two image feature sets (i.e. HOG...
features, CNN features), two SVM loss functions (i.e. hinge loss (HL) function, human-weighted loss (HWL) function), five object categories (i.e. HUMANS, ANIMALS, BUILDINGS, FOODS, VEHICLES), and 127 combination of ROIs (i.e. EBA, . . . , EBA+FFA+PPA, . . . , EBA+FFA+LO +OFA+PPA+RSC+TOS).

4.1.2 Simplifying Assumption

In the subsequent analysis, I treated the results from these experiments as i.i.d., despite the latent, intrinsic dependencies between them.

4.1.3 Note about Vehicles Category

In this chapter, I will focus on results for the following four object categories: HUMANS, ANIMALS, BUILDINGS, FOODS. Brain activity annotations provided no significant improvements in VEHICLES classification. This was most likely due to a sparsity of positive VEHICLES training datum; there are only 37 VEHICLES images in the whole dataset (Tbl. 3.2).

4.2 Basic Statistics

For each set of image features, object category, SVM loss function, and combination of ROIs, I computed the sample mean, standard deviation, and standard error of the number of correctly classified test datum. Let $n = 20$ denote the number of experiments, $t = 277$ denote the number of test datum per partition, and $z_1, \ldots, z_n \in [0, t]$ denote the number of correctly classified test datum. Then, the sample mean (Eqn. 4.1), standard deviation (Eqn. 4.2), and standard error (Eqn. 4.3) of the number of correctly classified test datum are given by the following equations:

$$\mu = \frac{\sum_{i=1}^{n} z_i}{n} \quad \text{(Eqn. 4.1)}$$

$$\sigma = \sqrt{\frac{\sum_{i=1}^{n} (z_i - \mu)^2}{n - 1}} \quad \text{(Eqn. 4.2)}$$
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\[ s.e. = \frac{\sigma}{\sqrt{n}} \]  

(4.3)

Unless otherwise specified, results bar graphs plot the mean percentage of correct classification and the standard error of the 20 experiments under certain experimental conditions.

4.2.1 Significance Testing

Unless otherwise specified, one-tailed, paired t-tests were used to test whether classification performance when using perceptual annotations (i.e. using a HWL function) was significantly better than when not using any perceptual annotations (i.e. using a HL function). Double asterisks (**) denotes 99% confidence interval while a single asterisk (*) denotes 95% confidence interval.

4.3 Basic Results

Figures in this section compare the average performance on held-out test data of 20 experiments that use RBF-kernel SVM classifiers (SVCs) with a hinge loss (HL) function and another 20 experiments RBF-kernel SVCs with a human-weighted loss (HWL) function to incorporate perceptual annotations based on brain activity. Via paired, one-tailed significance testing, Figure 4.1a shows that using perceptual annotations trained on all higher visual cortical regions significantly improves classification accuracy across all four object categories.

A significant amount of fMRI decoding literature focuses on three ROIs: EBA, FFA, and PPA (Cox and Savoy, 2003; Kriegeskorte et al., 2007; Spiridon et al., 2006). This is in part because these three regions are thought to respond to visual cues of high research interest: body parts, faces, and places respectively. Given the overlap between our object categories and these visual cues, I hypothesized that perceptual annotations generated from brain activity in these three regions would significantly improve classification accuracy. A comparison of SVCs that use perceptual annotations based on brain activity from these three regions and SVCs that use no annotations aligns with neuroimaging literature (Fig. 4.1b). These results suggest that brain activity from the EBA, FFA, and PPA regions
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Figure 4.1: Side-by-side comparisons of the mean classification accuracy between RBF-kernel SVCs — using both HL and HWL functions — that use HOG features and ones that use CNN features. The top graph shows results of experiments that generated perceptual annotations from all seven higher-level visual ROIs, while the bottom graph shows results of experiments that generated annotations from EBA, FFA, and PPA. Paired, one-tailed t-testing was used for significance testing between adjacent representations of the four combinations of image features and SVC loss function.
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significantly inform and improve the classification of my object categories of interest.

Not only do we observe significant improvements in classification accuracy when perceptual annotations were generated from voxels in all 7 ROIs or from voxels in the EBA, FFA, and PPA regions, we also observe that using perceptual annotations significantly increased classification accuracy when perceptual annotations were generated from most of the 127 ROI combinations of voxels (Fig. 4.2).

Figure 4.2: Significance of all ROI combinations. The number of combinations of ROIs (out of 127 total combinations) in which 20 SVCs that incorporated perceptual annotations by using a HWL function performed significantly better than 20 SVCs that used a standard HL function are plotted here. 1-tailed, paired t-tests were used to test significance.
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4.3.1 Comparison of HOG vs. CNN Image Features

Comparing the classification accuracy between SVCs using HL functions that use HOG features and SVCs that use CNN features, we observe that the performance gap is typically more than halved when SVCs using HWL functions are trained on HOG features (Fig. 4.1). These results suggest that improvements in decision making (i.e. the use of fMRI annotations) may be able to compensate for poor feature representation.

Additionally, adding perceptual annotations based on brain activity provides a larger improvement to classifiers using HOG features compared to those using CNN features (4.1). These results suggest that some of the information that brain activity annotations contain may already be latently captured in the CNN features. I generated these CNN features using BLVC’s Caffe model, which was trained on the large ImageNet dataset (Russakovsky et al., 2014). Because the neural net model was trained on such a large and diverse dataset, the CNN features generated by this model probably captured latent information about how similar (or dissimilar) a given image was to many different kinds of objects contained in the ImageNet dataset. Thus, the smaller improvement to classifiers using CNN features can be attributed to not only to the fact that CNN features are better features, but also because they include latent information similar to that captured by brain activity annotations.

4.4 Results by Combinations of ROIs

4.4.1 Feature-Level Fusion of ROIs

I demonstrated that perceptual annotations based on fMRI activity from the EBA, FFA, and PPA regions significantly improve classification accuracy (Fig. 4.1b). Yet, when we compare the classification accuracy between SVCs that used no annotations and ones that used annotations based on fMRI activity from only the EBA region, only the FFA region, and only the PPA region, we no longer observe consistent, significant improvements in the classifiers that used annotations based on activity from only the FFA region and only the PPA region (Fig. 4.3). The difference in performance between SVCs that used annotations
Based on activity from individual ROIs and ones that used annotations based on activity from the combination of the three ROIs can be explained by the feature-level fusion of information from the three ROIs.

Information fusion refers to the practice of merging multiple sources of information (often from different modalities, such as fMRI and EEG technology) into a single, more comprehensive source of data (Mahler, 2007). The resulting, new dataset often contains latent, synergetic relationships between the original, individual data sources. Experiments that combine brain activity from EBA, FFA, and PPA exhibit a similar phenomenon by fusing feature-level information together from the different areas.

The improved performance when multiple ROIs are used to generate annotations suggests that the EBA, FFA, and PPA regions synergistically work together in object detection tasks (Figs. 4.3 and 4.1b). When adding additional regions one by one to EBA in order to generate annotations (first FFA, then PPA), we see significant gains in the foods category (4.4). Neuroimaging research suggests that specific ROIs are activated by stimuli from the humans and buildings categories (Epstein and Kanwisher, 1998; Gauthier et al., 2000b; Kanwisher et al., 1997), yet there is no foods brain region. Thus, this result suggests that although there is no single foods brain area, several, possibly disparate patches of voxels across the EBA, FFA, and PPA regions may work together in detecting foods.

4.4.2 Top Combinations of ROIs

After observing impressive results from experiments that used brain activity from all available higher-level visual cortical regions and from the 3 well-researched object recognition ROIs (i.e. EBA, FFA, and PPA), I examined which of the 127 combinations of ROIs yielded the best classification accuracy rates (Figs. 4.5, 4.6, 4.7, 4.8).

When looking at the ROIs included in the top five combinations for each object category and across both HOG and CNN image features (Tbl. 4.1), we see some unsurprising results: EBA, which selects for the human body and body parts (Downing et al., 2001), is included in all top ROI combinations for the
Figure 4.3: Results from Individual ROIs: EBA, FFA, and PPA.
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Figure 4.4: Comparison of ROI Combinations that include EBA.

Humans and Animals categories. Similarly, the OFA region, which assists in the recognition of human faces (Gauthier et al., 2000b), is highly represented in the top ROI combinations for the Humans and Animals categories. Also as expected, nearly all top ROI combinations for the Buildings category include the PPA region, which is activated by “places” (Epstein and Kanwisher, 1998).

However, we also see some surprising outcomes: All top ROI combinations for the Foods category include the EBA, PPA, and the FFA regions. The last area is selective for human faces (Kanwisher et al., 1997), and none of these regions is known to be selective for foods. Additionally, activity in EBA and FFA —areas associated to human body and face detection —appeared relatively influential in the classification of Buildings. This preliminary exploration encouraged me to analyze the impact of including individual ROIs using more formal and rigorous statistical methods.
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Figure 4.5: Top five combinations of ROIs for humans.

Figure 4.6: Top five combinations of ROIs for animals.
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Figure 4.7: Top five combinations of ROIs for BUILDINGS.

Figure 4.8: Top five combinations of ROIs for FOODS.
4. Results

Table 4.1: Count of ROIs included in the top five combinations for each object category. The counts from experiments using HOG features and those using CNN features were combined (Figs. 4.5, 4.6, 4.7, 4.8), leading to a maximum count of 10.

<table>
<thead>
<tr>
<th></th>
<th>EBA</th>
<th>FFA</th>
<th>LO</th>
<th>OFA</th>
<th>PPA</th>
<th>RSC</th>
<th>TOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>humans</td>
<td>10</td>
<td>8</td>
<td>3</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>animals</td>
<td>10</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>buildings</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>foods</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>6</td>
<td>10</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

4.5 Analysis of ROIs

First, to begin analyzing the influence of individual ROIs, I expanded from looking at the top five combinations for each object category to looking at all 127 combinations in experiments that leverage fMRI-based annotations by using HWL. Each ROI (i.e. EBA) was included in 64 of the 127 combinations. Thus, for each ROI, I counted how many of the 64 combinations that included a given ROI (i.e. EBA) had a mean classification accuracy greater than the average accuracy over all 127 combinations for experiments that use HWL for a given set of image features (Fig. 4.9).

As an example, I will explain how I calculated the EBA statistic in Fig. 4.9a. Consider all the perceptually annotated experiments, that is, ones that incorporate annotations using HWL, that use HOG features to classify humans. The mean classification accuracy over all 127 sets such experiments is 65.09%. Then, to calculate the EBA statistic shown in Fig. 4.9a, I examined the 64 sets of results under the same experimental conditions (i.e. HOG features, HWL function) that used voxels from EBA to generate perceptual annotations. For each set of experiments corresponding to a combination of ROIs that includes EBA, I checked whether its mean classification accuracy was greater than 65.09%. Out of all 64 sets of experiments that used EBA to generate annotations, 96.88% of them had an above-average mean classification accuracy, i.e., one that exceeded 65.09%.

The cursory analysis captured in Fig. 4.9 appears to confirm the importance of EBA for classifying humans and animals, as 96.9% and 95.3% of combinations
that included EBA in HOG experiments had above-average classification accuracy rates in humans and animals object classification tasks (Fig. 4.9a). Likewise, it also affirmed the influence of PPA for classifying buildings and foods.

Figure 4.9: Influence of individual ROIs as perceptual annotations in classifiers using a HWL function. I counted how often the 64 ROI combinations containing a specific ROI (i.e. EBA) had a mean classification accuracy greater than the mean accuracy over all 127 sets of experiments.
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4.5.1 Null Distributions

I was interested in testing whether the above-average accuracy rates observed in humans and animals classification experiments that included EBA as well as in buildings and foods experiments that included PPA was statistically significant or a product of random chance. Thus, I generated null distributions with which to compare the above-average accuracy of experiments containing an individual ROI (i.e. EBA).

For each object category and set of image features, I generated a null distribution with 1,000,000 samples. Each sample in the null distribution captures how often a random set of 64 combinations would might reasonably have an above-average classification accuracy. Such a null distribution is appropriate because we are comparing how often a specific set of 64 combinations that all include a given ROI has an above-average classification accuracy. We are testing the significance that individual ROIs have on generating salient perceptual annotations that yield above-average classification accuracy rates. Thus, these samples simulate randomly assigning ROI labels to the 127 combinations. If individual ROIs did not significantly contribute to the above-average accuracy rates observed, we should observe that the above-average accuracy rates of combinations that include specific ROIs should fall near the mean of the null distribution.

To generate each of the 1,000,000 samples, I randomly selected 64 ROI combinations. Then, I counted how many of those 64 randomly selected combinations have a mean classification accuracy that is greater than that of all 127 sets of experiments corresponding to the 127 total ROI combinations. I saved this count as a fraction out of 64 to serve as the new sample.

Consider how a sample for the humans, HOG null distribution is generated. As previously mentioned, the mean classification accuracy over all 127 sets of perceptually-annotated humans experiments that use HOG features is 65.09%. I randomly chose 64 of those 127 sets of experiments. For each one of those 64 sets of experiments, I checked whether or not it has a mean classification accuracy greater than 65.09%. I counted the number of sets that did have an above-average accuracy and saved this number as a fraction out of 64. Suppose 35 out of the 64 randomly selected experiment sets had a mean classification accuracy that was
above 65.09%. Then, the generated sample would be \( \frac{35}{64} = 0.5469 \).

Figure 4.10: Null distributions for analysis of ROIs (HOG). For each ROI, the percent of combinations that include it and that have an above-average classification accuracy (out of all 64 combinations that include a given ROI) is plotted and labelled; these percents are also graphed in Fig. 4.9. Histograms of the null distributions described in section 4.5.1 are plotted as well as Gaussian curves fitted to them.

Figures 4.10 and 4.11 plot the generated null distributions as histograms for each set of image features and object category. I also fit a Gaussian curve to each of these null distributions using the `scipy.stats.norm` package. Lastly, Figures 4.10 and 4.11 include the actual percentages for each ROI from Figure 4.9 of how many of the 64 ROI combinations containing that region have an above-average mean classification accuracy.
Figure 4.11: Null distributions for analysis of ROIs (CNN). See the caption for Fig. 4.10.
4.5.2 Bonferroni Confidence Intervals

Because this analysis involves comparing 127 quantities, to avoid multiple comparisons and control for the familywise error rate, I used Bonferroni correction to adjust my confidence intervals. To create $m$ individual confidence intervals with a collective confidence interval of $1 - \alpha$, the adjusted confidence intervals can be calculated with Equation 4.4:

$$1 - \frac{\alpha}{m} \quad (4.4)$$

In my analysis, there are 127 ROI combinations, I used Equation 4.4 first with $m = 127$, $\alpha = 0.01$ and then with $m = 127$, $\alpha = 0.05$ to get the following, respective 99% and 95% Bonferroni-adjusted confidence intervals (b.c.i.s):

$$99\% \text{ b.c.i.} = 1 - \frac{0.01}{127} = 0.999921 \quad (4.5)$$

$$95\% \text{ b.c.i.} = 1 - \frac{0.05}{127} = 0.999606 \quad (4.6)$$

With these adjusted confidence intervals, I then compared outputs of the empirical CDF function $F_X(x)$ for each null distribution $X$ that corresponded to an object category and set of image features as well as each ROI. I generated the empirical CDF functions for each null distribution using the `statsmodels.tools.tools.ECDF` function.

Let’s reconsider the example of analyzing the influence of the PPA region in the classification of BUILDINGS when using CNN features. Under these experimental conditions, recall that the PPA count as a percentage is given by $x = 0.6875$. Then, output of the empirical CDF of the BUILDINGS null distribution can be calculated as $F_X(0.6875) = 0.999929$, which is greater than the adjusted 99% c.i. = 0.999921 (Eqn. 4.5).

Figures 4.12 and 4.13 show which ROIs significantly differed from the respective null distributions for each object category. This analysis confirms more rigorously the significant impacts of the EBA region in improving the classification of HUMANS and ANIMALS and of the PPA improving the classification of BUILDINGS and FOODS. Most notably, the EBA area dramatically exceeds the significance thresholds of the HUMANS and ANIMALS null distributions.
Figure 4.12: Analysis of ROIs (HOG). In each radar graph, the percent of the 64 ROI combinations containing a specific ROI (i.e. EBA) that had a mean classification accuracy greater than that over all 127 sets of experiments is plotted. These values are the same as the ones plotted in Figure 4.9 in a bar graph. The thresholds of the 99% and 95% Bonferroni-adjusted confidence intervals (b.c.i.s) are also overlayed. If the statistic for a given ROI exceeded one of the b.c.i. thresholds, appropriate significance stars were plotted by the ROI’s name. See section 4.5.2 for more details about how significance testing was conducted.
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Figure 4.13: Analysis of ROIs (CNN). See the caption for Fig. 4.12.
4.6 Comparison of Different Perceptual Annotation Weighting Schemes

Throughout this thesis, I presented results in which Platt probabilities were directly used as perceptual annotations. I also ran experiments in which I first transformed Platt probabilities using Equation 4.7. The transformed annotations penalizes the misclassification of both strong positive and strong negative datum.

\[ x' = |x - 0.5| \]  

(4.7)

However, Figures 4.14 and 4.15 shows that using Platt probabilities directly as perceptual annotations is more effective than using the transformed Platt probabilities as annotations. This observation can most likely be explained by the fact that there are many more negative data points than positive ones in the dataset; thus, perceptual annotations are particularly advantageous for re-weighting strong positive data points to mitigate the effects of sparse positive data.
4. Results

Figure 4.14: Number of significance ROI combinations using direct and transformed Platt annotations. These figures demonstrate that experiments that used Platt probabilities directly as perceptual annotations consistently had more significant improvements than those that first transformed the probabilities using Eq. 4.7.
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Figure 4.15: Results comparison between direct and transformed Platt annotations. Figs. 4.15b and 4.15d show clearly that experiments that used Platt probabilities directly as perceptual annotations had more significant improvements than those that first transformed the probabilities using Eq. 4.7.
Chapter 5

Discussion

In this chapter, I will discuss the advantages and limitations of using brain activity from fMRI scans as perceptual annotations to improve performance in machine vision tasks. I will also describe exciting extensions and potential future directions of the research explain in this thesis.

5.1 fMRI-based Perceptual Annotations

The results and analysis presented in Chapter 4 demonstrate how perceptual annotations based on voxel activity significantly improve the classification accuracy of SVCs in the classification of four object categories. Furthermore, section 4.5 shows how fMRI-based perceptual annotations corroborate and add to the current body of research on cortical functions.

However, there are several limitations of perceptual annotations based on brain activity. One is scalability. Like most modes of neuroimaging, fMRI data collection is difficult and time intensive. Another is the lack of detail in fMRI recordings. The strength of fMRI techniques and analyses lies in their ability to examine the interplay between different regions of the brain. Yet this technology measures blood flow and activity in large voxel units, thereby failing to capture more detail activity of individual neurons. Lastly, the current perceptual annotation technique, which uses a modified SVM with a human-weighted loss (HWL) function, requires scalar values as perceptual annotations. One significant benefit
of neuroimaging data is its richness; however, this constraint mitigates the details captured in the highly-dimensional data.

In the following sections, I suggest further work that may help overcome these issues.

5.1.1 Extension: Multi-dimensional Perceptual Annotations

One major improvement to research in perceptual annotations would be to allow for multi-dimensional annotations. This extension would enable annotations to capture more information from high-dimensional data sources like fMRI brain activity.

Another promising idea is perceptually annotated kernel matrices. Kernel functions capture the similarity between two data points and are used in SVMs to simulate the projection of data points into higher dimensions. To avoid re-computing the same function, most implementations of SVMs compute a kernel matrix that contains the output of a given kernel function applied to all pairs of training data points. Thus, supposing there are \( N \) training data points, perceptually annotated kernel matrices would allow an \( O(N^2) \)-dimensional annotation, compared to the \( O(N) \) 1-dimensional annotations allowed with the current algorithm. One way to generate such annotations would be to calculate a similarity matrix on the brain activity of each data point and incorporate that similarity matrix into the kernel matrix.

5.1.2 Extension: Generating Perceptual Annotations from Other Sources

Another extension of this work would be to generate perceptual annotations from other kinds of neuroimaging data, such as two-photon microscopy (Denk et al., 1990) and multi-electrode array recordings (Potter et al., 2006), which directly measures neuronal activity. The ability to directly compare the performance of perceptual annotations from different forms of neuroimaging as well as psychometric data —like the response time and accuracy of humans completing visual
experiments as done in Scheirer et al. (2014) —could better inform our understanding of how coarseness of perceptual annotations impacts performance on a variety of visual tasks.

Further research on perceptual annotations from the brain activity of other animal models may also provide novel insights into how visual processing varies among species. Within the neurobiology research community, substantial vision research has been conducted on animal models like monkeys and rats, which, unlike primates, have no distinct cortical regions dedicated to different kinds of visual processing. Comparing the utility of perceptual annotations between animal models with visual systems of differing complexities could further our understanding of the limitations of different species’ visual processing systems.

In addition to comparing the performance of all annotated methods using a variety of sources from which to generate perceptual annotations, another future direction involves combining the information encoded in such different modalities into a single set of annotations. One way to combine information from multiple sources lies in Representational Dissimilarity Matrices (RDMs). Kriegeskorte et al. (2008a) introduced RDMs as a modality-independent representation of information that could relate information encoded in brain-activity data, behavioral data, and computational models. In the space of machine learning, Yamins et al. (2013) presented a procedure that selects a biologically-inspired hierarchical model for object categorization that generates RDMs similar to those created by neuroimaging data from the human ventral cortical regions and the macaque IT cortex. For further research in perceptual annotations, RDMs may prove useful as a means to synthesize and represent information from multiple modalities. Such RDMs could then be used to generate 1-dimensional perceptual annotations using a method similar to the one described in section 3.2.3. Alternatively, those RDMs could be used as a multi-dimensional annotation in way comparable to the suggestion in section 5.1.1 of how similarity matrices be used as multi-dimensional annotations.
5.2 Moving towards state-of-the-art, CNN-like performance with HOG

Beyond simply improving algorithmic performance in challenging machine learning and computer vision problems, fMRI-based perceptual annotations may potentially impact research in efficient computing. In section 4.3.1, I highlight how annotations based on brain activity significantly narrowed the performance gap between HOG descriptors and CNN features in parallel object classification experiments.

Currently, CNN features are among the most state-of-the-art knowledge representation models in machine learning and have been applied to other domains quite successfully. For instance, in 2012 the clear winner of the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) was a team that used a large and deep CNN (Russakovsky et al., 2014). Two years later, nearly all teams used a CNN-based approach in ILSVRC 2014. However, large, deep CNNs require significant resources to train and use due to the computational intensity of stochastic gradient descent needed in backpropagation (see section 2.4.2 for more details about CNNs). This disadvantage of CNNs has motivated research in mimicking CNNs’ performance with only a fraction of the effort: Hernández-Lobato and Adams (2015) introduces a Bayesian approach to CNNs that mitigates some of the disadvantages of stochastic optimization yet produces similar results. Similarly motivated, Hinton et al. (2014) presents techniques to compress and distill the information captured by an ensemble of CNNs into a single model.

With strong connections to robotics research and wearable technologies like Google Glass, the computer vision community has vested interests in developing computationally tractable methods that achieve state-of-the-art results. In contrast to CNNs, off-the-shelf features like HOG are highly efficient. The results presented in section 4.3.1 imply that perceptual annotations may more significantly improve basic image descriptors like HOG compared to the most cutting edge features like CNN. The empirical improvement that came from using perceptual annotations of at least halving the performance gap between HOG and CNN, as shown in Fig. 4.1, suggests the possibility that improved perceptual annotations might be able to boost the performance of off-the-shelf descriptors,
such as HOG, to be more competitive with that of CNNs.

5.2.1 Extension: CNN-based Perceptual Annotations for HOG

To that end, in addition to improving how perceptual annotations are generated and used, incorporating CNN-based perceptual annotations in a classifier for HOG features may more directly elucidate the potential and limitations of annotated HOG descriptors. Ba and Caruana (2014) demonstrates how shallow CNNs can be trained to mimic deeper ones and achieve similar state-of-the-art performance. In a similar vein, perceptual annotations may be able to capture the improved feature representation of CNNs by representing qualities of the last layer of a CNN. More simply, the algorithm used to generate perceptual annotations presented in section 3.2.3 can be applied to CNN image features instead of fMRI brain activity data.

This additional work would still require a trained CNN in the training phase to generate annotations and train a perceptually annotated model. Nonetheless, part of the novelty of this technique lies in the fact that annotations are only needed in the training stage. Thus, annotated models can be used for deployment after training. For instance, one could train an SVC that uses CNN-based perceptual annotations to classify HOG features when computational resources are more available and then deploy the annotated classifier in wearable technologies. This extension would glean some of the benefits of rich representations in CNNs without requiring intensive computation in deployment.

5.3 Other Decision-Making Algorithms

A final area of future work includes extending the concept of perceptual annotations to other decision-making algorithms. The perceptual annotation algorithm presented in this thesis uses a modified SVM with an HWL function. However, other discriminative classifiers like logistic regression provide competitive alternatives to SVMs (Jordan, 2002). Additionally, deformable parts models (Felzenszwalb et al., 2008) and CNNs are two, state-of-the-art computer vision
5. Discussion

algorithms for object recognition tasks. The extension of perceptual annotations to any of these methods would provide a platform for comparing how perceptual annotations performance varies between different kinds of decision-making algorithms.
Chapter 6

Conclusion

In this thesis, I presented a novel paradigm for improving decision-making methods that leverages human brain activity to force algorithms to select solutions more similar to the ones that humans would choose. Much work has been done in the way of biologically-inspired machine learning research, particularly in the area of feature representation, as evidenced by the popularity and success of convolutional neural networks. Yet, this thesis proposes an original way to use brain activity collected from fMRI scans to inform the decision-making process. Because humans continue to outperform the most state-of-the-art algorithms in challenging computer vision tasks such as object recognition, the demonstrated success of this thesis suggests that biologically-informed decision-making procedures may be critical to narrowing the gap between human and computer performance.

Earlier, I proposed a novel algorithm for generating salient, scalar-value perceptual annotations from high-dimensional brain activity that capture the “learnability” of an image for an object classification task. I then outlined how to use a modified SVM classifier to more aggressively penalize the misclassification of training data based on their annotations with a “human-weighted” loss function. This procedure weighted the correct classification of images that annotations suggest were easily “learnable” over the classification of images that the human brain struggled with.

Then, I presented empirical results demonstrating the significant, comparative improvements of fMRI-based perceptual annotations on object classification
tasks. I also showed how such annotations empirically halved the difference in classification performance between HOG and CNN image features. This impressive result suggests that perceptual annotations may be able to boost the performance of efficient, off-the-shelf feature representation algorithms like HOG to be competitive with that of the state-of-the-art, yet computationally intensive CNNs. Through further analysis, I demonstrated how certain cortical regions contributed to specific, large gains in classification performance for different object categories, such as how the inclusion of voxels from EBA significantly improved humans classification. These results affirmed the current body of neuroimaging literature on cortical functions.

Finally, I outlined various extensions to this work that could continue to push boundaries in the areas of perceptual annotation, efficient computing, and decision-making. Such research could pave the way to artificial intelligence that is truly competitive with our own.
Appendix A

To deal with the scarcity of data, I focused on classifying images as including objects from the following five categories: humans, animals, buildings, foods, and vehicles. Each pixel of each of the 1386 images from 2013 Stansbury et. al was manually labelled with one of 1387 object labels. I mapped 271 of those 1387 original object labels to the five object categories I was interested in. Below are those mappings.

I mapped the following 16 object labels from Stansbury et al. (2013) to the object category humans: human, person, man, woman, humans, boy, girl, crowd, people, referee, athlete, audience, men, women, girls, boys.

I mapped the following 165 object labels from Stansbury et al. (2013) to the object category animals: abalone, alligator, amphibian, animal, animals, antelope, ants, ape, bear, bears, bees, beetle, bird, birds, butterflies, butterfly, buzzard, calf, camel, camels, cat, cattle, cheetah, chicken, chickens, chimpanzee, cobra, cobras, cougar, cow, cow_legs, cows, coyote, crab, deer, dog, dogs, dolphin, dolphins, donkey, duck, ducks, eagle, eel, elephant, elephant密封, elephants, exotic_fish, fish, fish_head, fish_tail, flatfish, fox, frog,
gazelles, gecko, giraffe, goat, goats, groundhog, hawk, hippopotamus, hyena, horse, horse_ass, horses, hounds, iguana, insect, kangaroo, killer_whale, koala, ladybug, land_mammal, lemur, lion, lioness, lions, lizard, lizard_face, lizards, llama, llamas, lobster, lobsters, mammal, mammals, monkey, moose, moray_eel, moth, moths, mountain_goat, mouse, mutt, newt, octopus, ostrich, ostriches, otter, ox, oxen, panda, parrot, penguin, penguins, pheasant, pig, pigeon, pigeons, pony, porcupine, prairie_dog, prairie_dogs, praying_mantis, primate, raccoon, racoon, rattlesnake, reptile, rhinoceros, rodent, rodents, salamander, sea_lion, sea_lions, sea_turtle, seagull, seal, seal_ass, seal_pup, seals, shark, sharks, sheep, skunk, snake, snakes, spider, spiders, squirrel, stag, stingray, stork, storks, submersed_animal, swordfish, tiger, tigers, toad, tortoise, tortoises, tuna, turkey, turtle, turtle_shell, walrus, water_buffalo, whale, wild_boar, yak, yaks, zebra, zebras.

I mapped the following 4 object labels from Stansbury et al. (2013) to the object category BUILDINGS: building, buildling, buildings, buildling.

I mapped the following 58 object labels from Stansbury et al. (2013) to the object category FOODS: apples, baby_food, bananas, berries, blackberries, cabbage, cantelope, cheese, cherries, corn, croutons, french_fries, fries, fruit, garlic, garlic_cloves, ginger, gourd, grains, grapes, green_pepper, hamburger, kiwi, lemon, lemons, lettuce, meat, melon, nuts, okra, oranges, pastry, payapas, peas, pepper, peppers, pie, pistachios, pizza, potatoes, pumpkins, purple_potatoes, red_pepper, red_potatoes, rice, root, salad, saurkraut, sausage, squash, strawberries, toast, tomatoes, vegetable, vegetables, waffle, watermelon, watermelons.

I mapped the following 28 object labels from Stansbury et al. (2013) to the object category VEHICLES: airplane, boat, boats, bulldozer, bus, car, cars, cruiser, fire_engine, fishing_boat, four_wheeler, minibus, ship, snowmobile, speedboat, steamboat, tank, taxi, tow_truck, tractor, train, trains, truck, van, vehicle, vehicles, wagon, yacht.
Appendix B

Below are the 127 combinations of the 7 higher-level visual cortical regions that I used in my experiments as well as the number of voxels that are in each combination:

EBA (322 voxels), FFA (179 voxels), LO (160 voxels), OFA (124 voxels), PPA (264 voxels), RSC (205 voxels), TOS (173 voxels), EBA+FFA (501 voxels), EBA+LO (482 voxels), EBA+OFA (446 voxels), EBA+PPA (586 voxels), EBA+RSC (527 voxels), EBA+TOS (495 voxels), FFA+LO (339 voxels), FFA+OFA (443 voxels), FFA+RSC (384 voxels), FFA+TOS (352 voxels), LO+OFA (284 voxels), LO+PPA (424 voxels), LO+RSC (365 voxels), LO+TOS (333 voxels), OFA+PPA (388 voxels), OFA+RSC (329 voxels), OFA+TOS (297 voxels), PPA+RSC (469 voxels), PPA+TOS (437 voxels), RSC+TOS (378 voxels), EBA+FFA+LO (661 voxels), EBA+FFA+OFA (625 voxels), EBA+FFA+PPA (765 voxels), EBA+FFA+RSC (706 voxels), EBA+FFA+TOS (674 voxels), EBA+LO+OFA (606 voxels), EBA+LO+PPA (746 voxels), EBA+LO+RSC (687 voxels), EBA+LO+TOS (655 voxels), EBA+OFA+PPA (710 voxels), EBA+OFA+RSC (651 voxels), EBA+OFA+TOS (619 voxels), EBA+PPA+RSC (791 voxels), EBA+PPA+TOS (759 voxels), EBA+RSC+TOS (700 voxels), FFA+RSC+TOS (557 voxels), FFA+PPA+TOS (616 voxels), FFA+PPA+RSC (648 voxels), FFA+OFA+TOS (476 voxels), FFA+OFA+RSC (508 voxels), FFA+OFA+PPA (567 voxels), FFA+LO+TOS (512 voxels), FFA+LO+RSC (544 voxels), FFA+LO+PPA (603 voxels), FFA+LO+OFA (463 voxels), LO+RSC+TOS (538 voxels), LO+PPA+TOS (597 voxels), LO+PPA+RSC (629 voxels), LO+OFA+TOS (457 voxels), LO+OFA+RSC (489 voxels),
LO+OFA+PPA (548 voxels), OFA+PPA+RSC (593 voxels), OFA+PPA+TOS (561 voxels), OFA+RSC+TOS (502 voxels), PPA+RSC+TOS (642 voxels),
OFA+PPA+RSC+TOS (766 voxels), LO+PPA+RSC+TOS (802 voxels),
LO+OFA+RSC+TOS (662 voxels), LO+OFA+PPA+TOS (721 voxels),
LO+OFA+PPA+RSC (753 voxels), FFA+PPA+RSC+TOS (821 voxels),
FFA+OFA+RSC+TOS (681 voxels), FFA+OFA+PPA+TOS (740 voxels),
FFA+OFA+PPA+RSC (772 voxels), FFA+LO+RSC+TOS (717 voxels),
FFA+LO+PPA+TOS (776 voxels), FFA+LO+PPA+RSC (808 voxels),
FFA+LO+OFA+TOS (636 voxels), FFA+LO+OFA+RSC (668 voxels),
FFA+LO+OFA+PPA (727 voxels), EBA+PPA+RSC+TOS (964 voxels),
EBA+OFA+RSC+TOS (824 voxels), EBA+OFA+PPA+TOS (883 voxels),
EBA+OFA+PPA+RSC (915 voxels), EBA+LO+RSC+TOS (860 voxels),
EBA+LO+PPA+TOS (919 voxels), EBA+LO+PPA+RSC (951 voxels),
EBA+LO+OFA+TOS (779 voxels), EBA+LO+OFA+RSC (811 voxels),
EBA+LO+OFA+PPA (870 voxels), EBA+FFA+RSC+TOS (879 voxels),
EBA+FFA+PPA+TOS (938 voxels), EBA+FFA+PPA+RSC (970 voxels),
EBA+FFA+OFA+TOS (798 voxels), EBA+FFA+OFA+RSC (830 voxels),
EBA+FFA+OFA+PPA (889 voxels), EBA+FFA+LO+TOS (834 voxels),
EBA+FFA+LO+RSC (866 voxels), EBA+FFA+LO+PPA (925 voxels),
EBA+FFA+LO+OFA (785 voxels), LO+OFA+PPA+RSC+TOS (926 voxels),
FFA+OFA+PPA+RSC+TOS (945 voxels), FFA+LO+PPA+RSC+TOS (981 voxels),
FFA+LO+OFA+RSC+TOS (841 voxels), FFA+LO+OFA+PPA+TOS (900 voxels),
FFA+LO+OFA+PPA+RSC (932 voxels), EBA+OFA+PPA+RSC+TOS (1088 voxels),
EBA+LO+PPA+RSC+TOS (1124 voxels), EBA+LO+OFA+RSC+TOS (984 voxels),
EBA+LO+OFA+PPA+TOS (1043 voxels), EBA+LO+OFA+PPA+RSC (1075 voxels),
EBA+FFA+PPA+RSC+TOS (1143 voxels), EBA+FFA+OFA+PPA+TOS (1062 voxels),
EBA+FFA+OFA+PPA+RSC (1094 voxels), EBA+FFA+LO+RSC+TOS (1039 voxels),
EBA+FFA+LO+OFA+RSC (1130 voxels), EBA+FFA+LO+OFA+TOS (958 voxels),
EBA+FFA+LO+OFA+PPA (1049 voxels),
EBA+FFA+LO+OFA+PPA+RSC (1254 voxels),
EBA+FFA+LO+OFA+PPA+TOS (1222 voxels),
EBA+FFA+LO+OFA+RSC+TOS (1163 voxels),
EBA+FFA+LO+PPA+RSC+TOS (1303 voxels),
EBA+FFA+OFA+PPA+RSC+TOS (1267 voxels),
EBA+LO+OFA+PPA+RSC+TOS (1248 voxels),
FFA+LO+OFA+PPA+RSC+TOS (1105 voxels),
EBA+FFA+LO+OFA+PPA+RSC+TOS (1427 voxels)
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