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Abstract

Though decades of research have shown that people are highly influenced by peers, few studies have directly assessed how the value of social conformity is weighed against other types of costs and benefits. Using an effort-based decision-making paradigm with a novel social influence manipulation, we measured how social influence affected individuals’ decisions to allocate effort for monetary rewards during trials with either high or low probability of receiving a reward. We found that information about the effort-allocation of peers modulated participant choices, specifically during conditions of low probability of obtaining a reward. This suggests that peer influence affects effort-based choices to obtain rewards especially under conditions of risk. This study provides evidence that people value social conformity in addition to other costs and benefits when allocating effort, and suggests that neuroeconomic studies that assess trade-offs between effort and reward should consider social environment as a factor that can influence decision-making.

Introduction

Many decisions throughout life require us to weigh the amount of effort we are willing to expend to obtain a reward, versus the probability that the reward will successfully be obtained. When making a decision to expend high versus low effort, the decision-maker must evaluate both the reward magnitude of different options and the likelihood of obtaining the reward [1]. People are generally averse to choices that are considered risky [2] or ambiguous [3], and therefore are less willing to expend effort if a reward is unlikely (e.g. [4]). However, an often-ignored variable in effort-based decision-making is the extent to which these preferences can be modified by social input. We live in a social world, and most decisions are influenced by those around us. Yet, most value-based decision-making studies are conducted on participants in isolation.

Research has consistently reported that people can exhibit marked changes in attitudes and behaviors depending on peer groups (e.g. [5]). A long line of research, called social modeling, argues that people directly adjust their behavior to that of others (e.g. [6]). Social conformity
occurs when one changes their behavior to match that of others [7], and adolescents and young adults appear to be especially vulnerable to social conformity [8]. The phenomenon of social conformity was first studied by psychologist Solomon Asch in the 1950s, who showed that people would often conform to the judgments of others, even when those judgments were incorrect [9–11]. This finding has been replicated in experiments manipulating group size, fear, unanimity, ethnicity, status in group, and judgment difficulty (see [12] for review). Recently we showed that in a delay-discounting task, young adults had a higher rate of impulsive choices after exposure to impulsive peer influence [13].

Despite a large body of research on this topic, few empirical studies have been conducted to more precisely determine the nature of these changes. In this study, we tested whether the decision to expend effort, with high or low likelihood of reward, could be increased by exposure to peers who chose to expend effort in the same situation. We introduced a social manipulation to an effort-based decision-making paradigm called the Effort-Expenditure for Rewards Task ("EEfRT") [4]. In this task, participants were asked to choose whether to expend high or low levels of effort in order to obtain rewards at two levels of probabilities: a high likelihood of reward receipt (75% chance of obtaining a reward), or low likelihood of reward receipt (25% chance). In previous work using the EEfRT task, it was shown that low-probability trials in particular are susceptible to individual differences in reward processing [4], and to variance in human dopamine function [14].

The influence of peer groups on effort is a particularly important topic of research, as studies have shown that peer influence effects are relevant to adolescents’ academic motivation and achievement [15, 16]. Peer influence can contribute to both reduced [17, 18] and increased effort in schoolwork [19]. Additionally, there has been growing recognition that alterations in the salience of social cues may play a critical role across a number of psychological disorders associated with motivational deficits, including schizophrenia [20, 21], depression [22, 23] and autism spectrum disorders [24, 25].

We hypothesized that (1) participants would choose to expend less effort during trials with a low-probability of reward, and (2) participants’ decisions to expend effort, particularly during the low-probability trials, would be influenced by the choices of peers such that the number of high-effort choices could be increased when peers made high-effort choices.

**Method**

**Participants**

Fifty young adults (28 men, 22 women), ages 18–25 (mean age = 20.75, SD = 1.96) participated in this study. Participants were medically healthy, with no history of psychiatric disorders (verified by the Structured Clinical Interview for DSM-IV (SCID)) [26]. This sample size was estimated based on those used in other human effort-based decision-making studies using similar paradigms (e.g. [4, 27]).

**Study Procedures**

The consent procedure and all study procedures were approved by the Partners Human Research Committees (PHRC) (consisting of the Institutional Review Boards (IRBs) of the Brigham and Women’s / Faulkner Hospital, Massachusetts General Hospital (MGH), McLean Hospital and North Shore Medical Center (NSMC)). Participants provided written informed consent prior to initiation of study procedures. During the consent procedure, participants were told that they were participating in a study on judgment and decision-making, but were not told that the study assessed social influence. Before beginning the task, participants were given a binder of 32 color photographs (16 of each gender) taken from the Texas Center for
Vital Longevity at University of Texas, Dallas (happy expressions; ages 18–29) [28] and the Max Plank FACES database (happy expressions, young adults age 19–31) [29]. The following script was read:

*We are going to show you photos of other people who have participated in this experiment. In some of the games you'll play, you will get to see their answers. Please choose 8 people whose answers you would like to see.*

The photographs chosen by participants (hereafter referred to as ‘peers’) were then presented during the task (see Fig 1). To increase believability of the paradigm, we asked the participants if we could take their photographs to be added to the binder of previous participants [13]. (Photographs of participants were not actually shown to subsequent participants; all photographs actually presented were from the databases listed above). Participants completed other tasks as part of a larger study on social influence and decision-making in a number of domains (e.g. [13]).

After completing study procedures, participants were debriefed, and were given the option of removing their photograph from the database. During the debriefing, all participants reported that they found the task believable.

**Motivation Task**

The task used was a modified version of the Effort-Expenditure for Rewards Task (“EEfRT”). In this task, participants are given an opportunity on each trial to choose between two task difficulty levels requiring different amounts of effort in order to obtain monetary rewards (Fig 1). For all trials, participants made repeated button presses, in which each button press raised the level of a virtual “bar” viewed on a computer screen. Participants were eligible to win money...
for each trial if they filled the bar to the “top” within a prescribed time period. Each trial presented the participant with a choice between a ‘hard task’ (high effort) and an ‘easy task’ (low effort). Successful completion of hard-task trials required the participant to press the button as quickly as they could (about 100 button presses, calibrated to 90% of the participant’s maximum keypress speed), using a finger on their non-dominant hand, within 21 seconds. Successful completion of easy-task trials required the participant to make 30 button presses, using a finger on the dominant hand, within 7 seconds. For each easy-task trial, participants were eligible to win $1.00 if they successfully completed the task. For hard-task trials, participants were eligible to win higher amounts that varied within a range of $3.00 – $3.50. Though the original EEfRT task included a greater manipulation of reward magnitude, we omitted this manipulation in order to reduce the number of variables; we kept the largest reward magnitude because in previous work, effort for large rewards was associated with individual differences in reward processing [4].

Participants were not guaranteed to win the reward if they successfully completed the task; some trials were “win” trials, in which the participant received the stated reward amount, while others were “no win” trials, in which the participant received no money for that trial. Trials had two levels of probability of receiving money: “high” (75% probability of winning money if the trial was completed successfully), and “low” (25% probability of winning money if the trial was completed successfully). (The original EEfRT task [4] had three probability levels; 12%, 50%, and 88%, but our modified version only had two levels in order to reduce the total number of trial types).

Trials began with a 2-second fixation cross, following a 3-second period in which participants were presented with information regarding the probability of receiving the reward and the reward magnitude of the hard task. Next, during a 2-second social influence manipulation, participants were shown photographs and ‘choices’ of two of the previously selected peers (see Fig 1). There were four types of influence: Easy (both peers chose ‘easy’), Hard (both peers chose ‘hard’), Split (one peer chose ‘easy,’ one chose ‘hard’), and, as a control condition, ‘None’ (responses of peers were not revealed to the participant). Since we were primarily interested in investigating social conformity, or how an individual decided to agree or disagree with a group, we did not analyze the ‘Split’ condition, which we included only to make the task believable (i.e. participants would get suspicious if there were no trials in which the peers were split). ‘Easy,’ ‘Hard,’ and ‘None’ were each presented in 30% of the trials shown; ‘Split’ was presented in 10% of trials.

After the participants saw the choices of these peers, they then had 2 seconds to make their own decision about whether to engage in a hard or an easy trial. They were then shown a 1-second “Ready” screen, and then started the button-pressing task. Following task completion, participants were shown a 2 second feedback screen informing them if the task was successfully completed, and a 2 second feedback screen stating whether they had won money for that trial (reward feedback). Participants were informed that they had twenty minutes to play as many trials as they could.

Participants were told that they would receive compensation for their participation, and in addition, that some win trials would be randomly selected at the end of the experiment, for which they would receive the actual amount won on those trials. In reality, all participants were paid the same amount of $7.00 at the end of the task. The EEfRT was programmed in Matlab (Matlab for Windows, Rel. 2007b. Mathworks Inc., Natick, MA) using the Psychtoolbox version 2.0.
Questionnaires
Participants completed the Multidimensional Iowa Suggestibility Scale (MISS) [30], which assesses susceptibility to influence in five domains: consumer suggestibility (suggestibility to commercials, products), persuadability (changing one's mind based on other peoples' arguments), physiological suggestibility (feeling cold when someone else is shivering), physiological reactivity (feeling jumpy after watching a scary movie), and peer conformity (liking the same celebrities/fashion/music as friends) whose subscales were summed to compute a total suggestibility score.

Statistical Analyses
We conducted repeated-measures ANOVAs using probability (high or low) and influence type (hard, easy, or none) as the independent variables, and percent of hard (high-effort) choices selected and reaction time as independent variables. We ran Mauchly's Test of Sphericity to test whether assumptions underlying the use of were met for repeated-measures ANOVAs; if they were not met, we reported corrected Greenhouse-Geiser estimates of F and p values. Where there was a significant interaction between probability and influence type, we analyzed the low- and high-probability trials separately for peer influence effects. If a significant F value was detected in the ANOVA, pairwise comparisons were examined using Tukey’s test for multiple comparisons. Effect sizes and 95% confidence intervals were computed using SPSS-19 (IBM) and Prism 6 software (GraphPad Software, Inc).

Results
Task Performance (Completion Rate)
Two out of 50 participants were excluded because their completion rates during the trials were less than 50%. After excluding these two participants, rates of completion were 98.6% for the easy (low-effort) trials (SD = 3.4), and 97.5% for the hard (high-effort) trials (SD = 4.0), demonstrating that participants were able to complete the hard task. There were no effects of probability or social influence on completion rates, and no interaction.

Percentage of Hard (High-Effort) Trials Chosen
Means and standard deviations of choice behavior are reported in Table 1. Mauchly's Test of Sphericity indicated that the assumption of sphericity was violated, \( \chi^2(2) = 6.90, p = 0.032 \). We therefore are reporting Greenhouse-Geiser estimates of F and p values [31]. There was a main effect of probability on percent of hard (high-effort) choices across all influence types (F(1,47) = 51.9, p < 0.001, \( \eta^2 = 0.53 \)), indicating that participants selected more hard trials on the high-probability (75%) than on low-probability trials (25%). There was also a main effect of influence type across probabilities (F(2,46) = 4.69, p = 0.014, \( \eta^2 = 0.17 \)), and a significant interaction between probability and influence (F(2,46) = 7.16, p = 0.002, \( \eta^2 = 0.24 \)) (Table 2, Fig 2).
During low-probability trials (25%), peer influence had a significant effect on percent of high-effort choices made ($F(2,46) = 9.67, p < 0.001, \eta^2 = 0.30$). Post-hoc tests indicated that participants chose to expend high-effort more often in trials in which their peers chose to expend high-effort than when they received low-effort peer influence ($t = 4.33, p < 0.001$). Participants also chose to expend high-effort more often in trials in which their peers chose to expend high-effort than when they received no influence ($t = 2.48, p = 0.017$), and chose fewer high-effort trials when peers chose to fewer high-effort trials compared to no influence ($t = 2.65, p = 0.011$) (Table 3; Fig 2).

During high-probability trials (75%), peer influence did not significantly affect percentage of hard choices made.

**Reaction Time**

In addition to choice outcome, we also observed significant effects of social influence on choice reaction time (RT). Means and standard deviations are reported in Table 1. Specifically, there was a significant interaction between probability and influence ($F(2, 46) = 7.54, p = 0.001, \eta^2 = 0.25$) (Table 2, Fig 3), indicating that participants had longer RTs during "unexpected" peer responses (i.e. when peers chose the easy option on high-probability trials, or chose the hard option on low-probability trials) than during "expected" peer responses. Mauchly’s Test of Sphericity indicated that the assumption of sphericity was not violated for reaction time data, $\chi^2(2) = 2.22, p = 0.33$. During the low-probability trials, participants had longer RTs to the hard than the easy influence ($t = 3.50, p = 0.001$); this effect was not significant during high-probability trials, where there were slightly longer RTs during easy than hard influence. There were no significant main effects of probability or influence types on RT.

**Relationship between Choices and Reaction Time**

We calculated an “influence score” defined as the percent of hard choices selected during hard minus easy influence during low-probability trials. This influence score correlated with

### Table 1. Percentage of Hard Choices and Reaction Time During Influence Conditions.

<table>
<thead>
<tr>
<th></th>
<th>Percent Hard (High-Effort) Choices</th>
<th>Reaction Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>Low Probability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard</td>
<td>53.72 (34.36)</td>
<td>0.55 (0.19)</td>
</tr>
<tr>
<td>Easy</td>
<td>40.21 (37.49)</td>
<td>0.46 (0.17)</td>
</tr>
<tr>
<td>None</td>
<td>46.18 (39.61)</td>
<td>0.51 (0.15)</td>
</tr>
<tr>
<td><strong>High Probability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard</td>
<td>83.0 (24.59)</td>
<td>0.50 (0.18)</td>
</tr>
<tr>
<td>Easy</td>
<td>83.98 (22.84)</td>
<td>0.54 (0.25)</td>
</tr>
<tr>
<td>None</td>
<td>77.12 (29.20)</td>
<td>0.46 (0.19)</td>
</tr>
</tbody>
</table>

Descriptive statistics of percent hard (high-effort) choices (left) and reaction time (right) during each of the six nested conditions.

doi:10.1371/journal.pone.0126656.t001

### Table 2. ANOVA Results of Percentage of Hard Choices and Reaction Time During Influence Conditions.

<table>
<thead>
<tr>
<th></th>
<th>Percent Hard (High-Effort) Choices</th>
<th>Reaction Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>p</td>
</tr>
<tr>
<td>Probability</td>
<td>51.9</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Influence</td>
<td>4.69</td>
<td>0.014</td>
</tr>
<tr>
<td>Interaction</td>
<td>7.16</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Results of repeated-measures ANOVAs of percent hard choices (left) and reaction time (right).

doi:10.1371/journal.pone.0126656.t002
differences in reaction time between hard minus easy influence during both low-probability trials ($r = 0.35, p = 0.014$) and high-probability trials ($r = -0.36, p = 0.012$) (Fig 4).

### Relationship between Task Behavior and Self-Reported Suggestibility:

A small correlation was detected between influence score and self-assessment of suggestibility on the MISS, but this was non-significant ($r = 0.22, p = 0.14$). Similarly, a small correlation was detected between the difference in RT for the hard versus easy low-probability trials and self-reported suggestibility, but this correlation was also non-significant ($r = 0.23, p = 0.12$).

Table 3. Pairwise Comparisons of Percentage of Hard Choices During Influence Conditions.

<table>
<thead>
<tr>
<th>Influence Type</th>
<th>Mean Difference</th>
<th>SD</th>
<th>95% CI of difference</th>
<th>t value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low-Probability Trials</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard vs. Easy</td>
<td>13.51</td>
<td>21.63</td>
<td>[7.23–19.80]</td>
<td>4.33</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Hard vs. None</td>
<td>7.54</td>
<td>21.09</td>
<td>[1.42–13.66]</td>
<td>2.48</td>
<td>0.017</td>
</tr>
<tr>
<td>Easy vs. None</td>
<td>-5.97</td>
<td>15.63</td>
<td>[-10.51–1.44]</td>
<td>-2.65</td>
<td>0.011</td>
</tr>
<tr>
<td><strong>High-Probability Trials</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard vs. Easy</td>
<td>-0.98</td>
<td>19.72</td>
<td>[-6.71–4.75]</td>
<td>-0.34</td>
<td>0.732</td>
</tr>
<tr>
<td>Hard vs. None</td>
<td>5.88</td>
<td>25.38</td>
<td>[-1.49–13.25]</td>
<td>1.61</td>
<td>0.115</td>
</tr>
<tr>
<td>Easy vs. None</td>
<td>6.86</td>
<td>22.58</td>
<td>[3.26–0.30]</td>
<td>2.10</td>
<td>0.041</td>
</tr>
</tbody>
</table>

*Significance was detected across influence types using a repeated-measures ANOVA ($F(2,46) = 9.67, p < 0.001, \eta^2 = 0.30$). Significant p values are in bold. SD, standard deviation.

doi:10.1371/journal.pone.0126656.t003

---

**Fig 2.** Percentage of hard (high-effort) trials selected during high (left) and low (right) probability trials during each influence type. Error bars represent 95% confidence intervals.

doi:10.1371/journal.pone.0126656.g002

---

Table 3. Pairwise Comparisons of Percentage of Hard Choices During Influence Conditions.

<table>
<thead>
<tr>
<th>Influence Type</th>
<th>Mean Difference</th>
<th>SD</th>
<th>95% CI of difference</th>
<th>t value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low-Probability Trials</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard vs. Easy</td>
<td>13.51</td>
<td>21.63</td>
<td>[7.23–19.80]</td>
<td>4.33</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Hard vs. None</td>
<td>7.54</td>
<td>21.09</td>
<td>[1.42–13.66]</td>
<td>2.48</td>
<td>0.017</td>
</tr>
<tr>
<td>Easy vs. None</td>
<td>-5.97</td>
<td>15.63</td>
<td>[-10.51–1.44]</td>
<td>-2.65</td>
<td>0.011</td>
</tr>
<tr>
<td><strong>High-Probability Trials</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard vs. Easy</td>
<td>-0.98</td>
<td>19.72</td>
<td>[-6.71–4.75]</td>
<td>-0.34</td>
<td>0.732</td>
</tr>
<tr>
<td>Hard vs. None</td>
<td>5.88</td>
<td>25.38</td>
<td>[-1.49–13.25]</td>
<td>1.61</td>
<td>0.115</td>
</tr>
<tr>
<td>Easy vs. None</td>
<td>6.86</td>
<td>22.58</td>
<td>[3.26–0.30]</td>
<td>2.10</td>
<td>0.041</td>
</tr>
</tbody>
</table>

*Significance was detected across influence types using a repeated-measures ANOVA ($F(2,46) = 9.67, p < 0.001, \eta^2 = 0.30$). Significant p values are in bold. SD, standard deviation.

doi:10.1371/journal.pone.0126656.t003
Discussion

This study demonstrates that effort-based decision-making can be modulated by social influence during conditions in which there is a low probability of obtaining a reward. Prior studies have suggested that valuation of social stimuli relies on a largely overlapping mesocorticolimbic circuitry to that of other reinforcers [32, 33]. Social conformity (or divergence) may serve as an additional value signal that is incorporated with other standard reinforcement parameters (e.g., effort, reward magnitude, probability) to derive a single subjective value for a given option [34, 35]. Consistent with this, we detected an interaction between social influence and reward probability; our social influence manipulation was generally unable to alter choices when the...
probability of greater reward for greater effort was high. For low probability rewards, however, we found a clear bias in favor of conformity for most participants.

Complementary effects of social influence were also observed for choice reaction times. Specifically, we found that reaction times were slowest for trials in which the social influence was “incongruent” with the expected choice given the condition probability (e.g., choosing the hard task during low probability) and fastest for “congruent” trials (e.g., choosing the hard task during high probability). Critically, these effects were related to choice outcome, such that individuals who showed a greater bias towards conformity also showed larger reaction time slowing effects during incongruent trials. Since these participants placed greater value on conformity, it is likely that incongruent trials were associated with greater conflict between probability and conformity, and required more attentional resources. Taken together, these findings help establish this task as a measure of individual differences in the value of social conformity as compared to other costs and benefits.

We found a small but non-significant correlation between task behavior and self-reported suggestibility. The absence of a stronger correlation may highlight the limitations of self-report, particularly in the domain of social influence susceptibility. Studies have found that research participants tend to under-report behaviors deemed inappropriate by researchers or other observers, and tend to over-report behaviors viewed as appropriate [36]; self-report is also affected by recall bias, and limited insight. Therefore, laboratory social manipulations may present an opportunity to more accurately measure an individual’s susceptibility to influence, and may offer insight into subtle changes in susceptibility that may not even be evident to the participant. Of note, in our larger study from which the EFfRT task was selected, influence behavior on this task correlated with influence behavior on a social influence task regarding delay discounting [13], suggesting that these behavioral laboratory tasks do measure a general construct of behavioral susceptibility to influence.

A relevant question to consider is whether it was rational for participants to expend effort for low-probability trials. Expending a great amount of effort for something with low certainty of payoff can be advantageous in specific situations, and may be a marker of ambition. Critically, peer influence only had a strong effect during low probability of reward trials, when participants may have been unsure whether it would “worth” the effort to perform the hard task. Perhaps during this uncertainty, peers influenced participants to put forth effort that they otherwise would not have.

To our knowledge, this is the first study to directly examine how opposite types of peer influence (i.e. influence to work hard vs influence to not work hard) affect peoples’ motivation to expend effort to receive rewards. It is not surprising that social influence affected participants’ choices. Social modeling argues that people adjust their behavior to that of others (e.g. [6]). Generally, peoples’ perceptions of others’ behavior have been found to be strong predictors of behavior, and this is especially true when the “others” are thought of as a peer group [37]. Recent studies in neuroscience have implicated specific parts of the brain that are involved in decision-making during social situations [38]. In fact, some fMRI studies have indicated that going along with a group opinion engages brain structures involved with reward, such as the nucleus accumbens, that are also engaged in more traditional rewarding events, such as winning money [33, 39]. In the current study, choices that were the same as ‘peer’ choices may have been particularly rewarding to participants, which may in part explain the mechanism underlying social influence.

A limitation of this study is that social factors other than conformity, such as strategy optimization, may have affected participants’ decisions to follow group choices. In addition to the desire to fit in with a group, individuals may also go along with a majority if they believe that the group has greater knowledge than they themselves do; conforming with a group because of
the desire to be ‘correct’ is termed “informational influence” [40]. Our findings cannot fully distinguish between these types of influence. This is particularly an issue in the EFfRT task, which has no optimal playing strategy; because the hard trials take longer than the easy trials to complete, there is, by design, a trade-off between based on maximizing money per unit time. It is possible that participants were agreeing with the group not only due to a conformity effect, but also to optimize strategy, and were therefore using others’ choices for information about how to get the best reward at the end of the study. Future studies could make use of non-ambiguous tasks to disentangle how different social factors contribute to decision-making.

In summary, this study utilized a novel social influence manipulation to an effort-based decision-making paradigm to demonstrate that social influence affects effort-based decision-making in young adults under conditions of low probability reward. This manipulation may be useful in objectively assessing susceptibility to peer influence, particularly in clinical populations where it may be important to distinguish between processing of social and non-social reward signals. Finally, this study demonstrates that neuroeconomic studies that assess trade-offs between effort and reward should consider social environment as a potentially important factor in the decision-making process.
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