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States of matter with a sharp Fermi-surface but no well-defined Landau quasiparticles arise in a number of physical systems. Examples include: (i) quantum critical points associated with the onset of order in metals; (ii) spinon Fermi-surface (U(1) spin-liquid) state of a Mott insulator; (iii) Halperin-Lee-Read composite fermion charge liquid state of a half-filled Landau level. In this work, we use renormalization group techniques to investigate possible instabilities of such non-Fermi-liquids in two spatial dimensions to Cooper pairing. We consider the Ising-nematic quantum critical point as an example of a phase transition in a metal, and demonstrate that the attractive interaction mediated by the order parameter fluctuations always leads to a superconducting instability. Moreover, in the regime where our calculation is controlled, superconductivity preempts the destruction of electronic quasiparticles. On the other hand, the spinon Fermi-surface and the Halperin-Lee-Read states are stable against Cooper pairing for a sufficiently weak attractive short-range interaction; however, once the strength of attraction exceeds a critical value, pairing sets in. We describe the ensuing quantum phase transition between (i) U(1) and Z 2 spin-liquid states; (ii) Halperin-Lee-Read and Moore-Read states.

I. INTRODUCTION

It is well-known that ordinary metals described by Fermi-liquid (FL) theory are unstable to an arbitrarily weak attractive interaction in the BCS channel, which leads to Cooper pairing of electrons and drives the system into a superconducting phase. The purpose of the present paper is to examine the stability of certain non-Fermi-liquid (nFL) states in two dimensions to Cooper pairing. We study systems where the non-Fermi-liquid behavior arises as a result of the interaction of a gapless bosonic mode with fermions in the vicinity of the Fermi-surface (FS). Specific examples we analyze are described in the following subsections.

A. Quantum critical points in metals

Many correlated metals appear to possess quantum critical points (QCPs) with fascinating properties. 1–3 Frequently, there is a striking breakdown of Fermi liquid theory in the vicinity of the QCP. Equally strikingly superconductivity is strengthened near the QCP. Indeed, a fairly common phase diagram (see Fig. 1, top), shared for instance by cuprate, pnictide and certain heavy-fermion materials, has a superconducting dome around the putative ‘metallic’ QCP with ‘optimal’ transition temperature T c right at the QCP. Despite the ubiquity of this phase diagram, there is currently limited understanding of the interplay between the quantum criticality, the non-Fermi liquid ‘normal’ state, and the superconductivity. One of the purposes of this paper is to address this inter-relationship through controlled theoretical calculations for a class of quantum critical points.

In many of the systems mentioned above, the QCP coincides with the onset of a symmetry-breaking order. Strong fluctuations of the order parameter present at the QCP tend to decohere the electronic quasiparticles: as the system is tuned to the critical point, the residue Z and the Fermi-velocity v F of quasiparticles approach zero. A common feature of such QCPs is that there exists some pairing channel in which the order parameter fluctuations mediate attraction. The strength of the attraction increases as one approaches the QCP, yet the same order parameter fluctuations, which provide the pairing glue, also destroy the very quasiparticles that are trying to pair. The central question is which of these two competing effects wins. In particular, is a QCP in a metal inherently unstable to superconductivity, as empirical observations suggest? 4

In the present paper we address the above question for the class of metallic QCPs, where the order parameter carries a wave-vector Q̂ = 0 (for recent progress on the Q̂ ≠ 0 case, see Refs. 5,6). The most familiar example of such a phase transition is the Stoner instability associated with the development of ferromagnetic order. Modern developments show that due to fluctuation effects the Stoner transition is likely modified at low temperature and becomes first order (or develops an intermediate spiral ordered phase). 7–11 A different example which does not suffer from these complications 10,12 is the transition associated with the onset of Ising-nematic order, characterized by spontaneous breaking of a four-fold rotational symmetry of the lattice to a two-fold subgroup. 12–28 The order parameter in this case is just a real Ising field φ(x). Such ordering has been observed in a number of physical systems including cuprate, 29–35 pnictide 36–41 and ruthenate 42 materials. From a theoretical viewpoint, the Ising-nematic QCP is perhaps one of the simplest phase transitions in metals. It, thus, provides a conve-
Rather the superconductivity is strongly enhanced, and \( T_c \) at the QCP scales in a power-law manner with the coupling between order-parameter fluctuations and the electrons. Thus, in this example we clearly demonstrate the importance of quantum criticality in optimizing the superconducting \( T_c \). Moreover, in the regime where our calculation is controlled (small \( \epsilon \)), the energy scale at which superconductivity sets in is parametrically larger than the energy scale at which electronic quasiparticles are destroyed. Thus, the superconducting instability is so strong that it preempts the nFL physics (see the bottom figure in Fig. 1). The above results of our RG analysis are in exact agreement with a direct solution of Eliashberg-like integral equations, as is shown elsewhere by one of us.\(^{50,51}\)

We also apply the same RG treatment (albeit with very different conclusions) to two other nFL states, as described in the following subsections.

### B. Spinon Fermi-surface phase

The spinon Fermi-surface phase is an exotic Mott-insulating spin-liquid with emergent spin-1/2 fermionic spinon excitations, \( f_\alpha(x), \alpha = \uparrow, \downarrow \). The spinon dispersion is such that they form a Fermi-surface. This phase may be accessed in the slave-particle (parton) treatment, where electron spin operators \( \tilde{S}_i \) are represented as
\[
\tilde{S}_i = \frac{1}{2} f_\alpha^\dagger \delta_{\alpha\beta} f_{i\beta},
\]
subject to the local constraint,
\[
f_\alpha^\dagger f_{i\alpha} = 1.
\]
While the spinons are neutral under the physical electromagnetic field, they carry a charge under an emergent \( U(1) \) gauge field \( a_\mu \), hence this phase is also often referred to as a \( U(1) \) spin-liquid. An effective Lagrangian of the spinon FS phase may be written as,
\[
L = f_\alpha^\dagger \left( \partial_\tau - i a_\tau + \epsilon(-i \nabla - \tilde{a}) f_\alpha \right) + \frac{1}{2g^2} (\epsilon_{\mu\nu\lambda} \partial_\mu a_\nu a_\lambda)^2 + \ldots
\]
(1.1)
where \( \epsilon(\tilde k) \) is the spinon dispersion and the ellipses denote additional perturbations, such as four-spinon interactions.

The presence of gapless spinon excitations in the vicinity of the FS strongly affects the gauge field dynamics. The longitudinal fluctuations of the emergent electric field are Debye screened by the spinon FS and become gapped. The fluctuations of the emergent magnetic field are Landau-damped by the FS, but remain gapless. The coupling of these Landau-damped magnetic field fluctuations to spinons is expected to lead to “non-Fermi-liquid” behavior of the spinon FS\(^{46,47}\), e.g., the anomalous scaling of specific heat \( C \sim T^{2/3} \).

The spinon FS phase is expected to naturally arise in so-called “weak” Mott insulators - ones proximate to a metal-insulator transition. There is numerical evidence for the presence of this phase in the triangular lattice Hubbard model in the intermediate range of \( U/J \).\(^{52-55}\) Moreover, it has been proposed as a candidate for the quasi-2d triangular lattice organic insulators \( \kappa - \)}
(BEDT−TTF)$_2$Cu$_2$(CN)$_3$ and EtMe$_3$Sb[Pd(dmit)$_2$]$_2$ (abbreviated κET and DMIT below). These materials have an estimated spin-exchange coupling $J \approx 250$ K, yet display no magnetic order down to 20–30 mK temperature. Moreover, these electrical insulators, surprisingly, show metallic behavior in their low temperature spin-susceptibility ($\chi_s \rightarrow \text{const}$) and specific-heat ($C/T \rightarrow \text{const}$). DMIT also exhibits metallic thermal transport at low temperature, $\kappa/T \rightarrow \text{const}$. While κET shows activated thermal transport, albeit with a rather small gap $\Delta \approx 0.46$ K. Both materials can be driven metallic by an application of a moderate pressure of $\sim 0.4$ GPa, with κET developing superconductivity below $\sim 3$ K on the high-pressure side. At ambient pressure, κET displays a phase transition (or a very rapid crossover) at 6 K, resulting in partial loss of low-energy excitations as evidenced by specific-heat. It has been suggested that this low-temperature anomaly may be due to a pairing instability of the spinon FS.

In this paper we analyze whether the spinon FS phase is stable to BCS pairing. We first observe that the gapless fluctuations of the magnetic field mediate a long-range repulsive interaction in the BCS channel and hence are not expected to cause spinon pairing. Indeed, fluctuations of the magnetic field mediate a current-current interaction. The spinons in a BCS pair have opposite momenta and opposite currents and hence, by Ampere’s law, repel. Therefore, gapless gauge field fluctuations suppress spinon pairing. However, in addition to gauge field mediated long-range interactions, short-range interactions between the spinons will generally be present. Depending on the microscopic details of the system, such short range interactions may be attractive in the BCS channel with some angular momentum and spin. If the short range attraction is sufficiently strong, we expect the spinons to pair, developing a condensate $\langle ff \rangle$ (we leave the angular/spin structure of the pair wave-function implicit for now). As in an ordinary superconductor, the spinon excitations acquire a gap, except possibly at symmetry dictated (or accidental) point nodes on the FS. The pair condensate spontaneously breaks the emergent $U(1)$ gauge symmetry down to a $Z_2$ subgroup. As a result, the gauge field becomes gapped through the Higgs mechanism. Gauge excitations now take the form of gapped vortices carrying a magnetic flux $\pi$. Such excitations are often referred to as vortons. Vortons and spinons possess mutual semionic statistics. Thus, the paired phase of spinons is just a $Z_2$ spin-liquid.

We confirm the above intuitive picture with a systematic RG calculation. We show that the spinon FS phase, is, indeed, stable as long as the strength of the short-range attractive BCS interactions $|V_m|$ is smaller than a critical value $|V_c|$ for all angular momentum channels $m$ (we employ a sign convention where $V < 0$ represents an attractive interaction). However, once $|V_m| > |V_c|$ for some $m$, the spinon FS develops an instability to pairing in angular momentum channel $m$. $V_m = V_c$ thus, marks the quantum phase transition between the $U(1)$ spin-liquid and the $Z_2$ spin-liquid. We find the phase transition to be continuous and calculate the critical exponents using the $\epsilon$-expansion of Refs. 24,49. Our findings are contrary to previous claims that this phase transition is driven first order by gauge field fluctuations. We discuss the properties of the paired phase in the vicinity of the transition. Right at the critical point we find (at least to the order of the $\epsilon$-expansion that we study) that most experimentally accessible properties (specific heat, uniform and finite wave-vector spin-susceptibility, spin-chirality correlations) are not modified from those in the spinon Fermi-surface phase itself. Our findings are in exact agreement with an Eliashberg-like treatment of the problem.

Previously, the pairing quantum phase transition from the spinon Fermi-surface state was considered in 3 dimensions by Chung et al. within an Eliashberg-like approximation. Our paper presents an RG analysis directly in 2 dimensions, although there are some qualitative similarities with the results of Chung et al. In particular, Chung et al. have also concluded that a continuous pairing transition is possible. However, we believe that some of the results of Chung et al. are not generic. In particular, Chung et al. find that pairing can only occur in angular momentum channels $m \geq 2$. In contrast, we believe that both in 2d and 3d pairing with arbitrary angular momentum can be induced by tuning the appropriate $V_m$. Furthermore, we expect the power-law onset of the pairing gap found by Chung et al. in 3d to be modified by the renormalization of spinon quasiparticle residue and Fermi-velocity. In fact, we anticipate that the precise critical properties of the pairing transition in 3d will be very similar to those of the 2d Halperin-Lee-Read phase in the presence of long-range Coulomb interactions, discussed in the next subsection.

C. Halperin-Lee-Read phase

The Halperin-Lee-Read (HLR) state is a compressible phase of the quantum Hall (QH) fluid at a filling fraction $\nu = 1/2$. It is believed to be experimentally realized by the conventional 2DEG in the first Landau level. When the Landau level is half-filled, there are two magnetic flux quanta per electron. If one performs a transformation to composite fermions (CF) by attaching two flux quanta to each electron, the composite fermions will, on average, see no magnetic field and form a Fermi-surface. Technically, flux attachment is performed with an aid of a Chern-Simons (CS) $U(1)$ gauge field $a_\mu$, leading to the
action

\[ S = \int d^2 x d\tau (L_f + L_{CS}) + S_U, \]

\[ L_f = f^\dagger [\partial_\tau - i a_\tau - \frac{1}{2m}(\partial_i - i a_i + i A_i)^2] f \]

\[ L_{CS} = \frac{i}{2(4\pi)} \epsilon_{\mu\nu\lambda} a_\mu \partial_\nu a_\lambda \]

\[ S_U = \frac{1}{2} \int d^2 \vec{x} d^2 \vec{x}' d\tau f^\dagger f(\vec{x}, \tau) U(\vec{x} - \vec{x}') f^\dagger f(\vec{x}', \tau) \]

Here, \( f(x) \) is the composite fermion operator, \( \vec{A} \) is the vector potential for the external magnetic field and \( U(\vec{x}) \) is the microscopic electron-electron interaction potential. Integration over \( a_\tau \) produces the constraint,

\[ \nabla \times \vec{a} = 2(2\pi) f^\dagger f \]

linking the magnetic flux density of the CS field \( a_\mu \) to the electron density \( f^\dagger f \). This constraint can be used to rewrite \( S_U \) in terms of \( \nabla \times \vec{a} \).

At \( \nu = 1/2 \), the flux of the CS gauge field \( a_\mu \) on average cancels the external magnetic field, however, fluctuations of \( a_\mu \) about the average flux persist. The dynamics of \( a_\mu \) are nearly the same as in the spinon FS phase with the longitudinal electric field Debye screened and gapped, and the magnetic field Landau damped and gapless. As the electric field is gapped, the CS term in Eq. (1.3) is irrelevant in the RG sense (more precisely, it generates a charge-current interaction of composite fermions which is suppressed in the small momentum limit compared to the current-current interaction). Therefore, the low-energy effective theory of the HLR phase is nearly identical to that of the spinon FS when the microscopic electron interaction \( U(\vec{x}) \) in the QH fluid is short ranged. For a power law interaction,

\[ U(\vec{x}) \sim \frac{1}{|\vec{x}|^{1+\epsilon}}, \]

with \( \epsilon < 1 \), the electron density fluctuations and hence the gauge field fluctuations are suppressed.\(^{71}\) In fact, for \( \epsilon < 0 \), the composite fermion quasiparticles remain sharply defined, while for Coulomb interaction, \( \epsilon = 0 \), the HLR phase is believed to be a marginal Fermi-liquid with a specific heat \( C \sim -T \log T \).\(^{49,71}\) For \( \epsilon > 0 \), the HLR phase is a true nFL, with a power law specific heat \( C \sim T^{2/(2+\epsilon)} \),\(^{71}\) however, the theory is under analytic control in the limit \( \epsilon \ll 1 \).\(^{24,49}\)

In passing, we note that the HLR phase may alternately be described within a slave particle approach that exposes the conceptual similarity to a spin-liquid Mott insulator with a spinon Fermi-surface discussed above. We represent the electron operator \( c \) as a product of a charge-\( e \) boson \( b \) and a charge neutral fermion \( f \); \( c = bf \). Then the bosons are at filling factor \( \nu = 1/2 \) and we take them to be in the bosonic Laughlin state at that filling. Being neutral the fermions \( f \) see no magnetic field, and form a Fermi-surface. This slave particle description introduces a \( U(1) \) gauge redundancy, with \( b \) and \( f \) carrying opposite charges under an emergent gauge field \( a_\mu \). The corresponding gauge constraint fixes the number density of the bosons to equal that of the \( f \) fermions. Being electrically charged the boson density is of course simply equal to the physical electron density. Thus, the density of \( f \) fermions also equals the physical electron density. Consequently the size of the \( f \) Fermi-surface is set by the physical electron density. Since the bosonic \( \nu = 1/2 \) Laughlin state is gapped, we can integrate the boson degrees of freedom out, generating a Chern-Simons term \((1.3)\) for the emergent gauge field \( a_\mu \). Thus, the slave particle description is completely equivalent to the familiar flux-attachment picture described above.

In this paper, we address the stability of the HLR phase to BCS pairing of composite fermions. As with the spinon FS phase, the long-range current-current interaction mediated by gapless gauge field fluctuations suppresses pairing in the BCS channel. Thus, we find that the HLR phase is stable as long as the strength of the short-range attractive BCS interaction \( |V| \) is smaller than a critical value \( |V_c| \). However, once \( |V| > |V_c| \), pairing of composite fermions will occur, giving rise to an incompressible QH phase with a Hall conductivity \( \sigma_{xy} = 1/2 \). A possible “microscopic” source of an attractive BCS interaction is the short-distance part of the charge-current interaction mediated by the CS gauge field, which produces attraction in the \( p+i p \) channel.\(^{73}\) In fact, if pairing occurs in the \( p+i p \) channel, the resulting phase is just the familiar Moore-Read (MR) “Pfaffian” state.\(^{74}\) After the pairing transition, composite fermions become gapped neutral fermion excitations of the MR phase. Gauge excitations are also gapped through the Higgs mechanism and appear in the form of vortices carrying magnetic flux \( \pi \) of \( a_\mu \), which via Eq. (1.5), translates into physical electric charge \( q = e/4 \). Furthermore, these vortices support Majorana zero modes of composite fermions in their core and, therefore, can be identified with \( q = e/4 \) non-Abelian quasiparticles of the MR state. We find the phase transition between the HLR and the MR phases to be continuous, consistent with numerical simulations.\(^{76,77}\) but contrary to previous theoretical claims.\(^{78}\) We describe how the neutral fermion gap and the charge gap vanish as one approaches the QCP from the MR side, and discuss the phenomenology of the MR phase in the vicinity of the transition.

II. RENORMALIZATION GROUP ANALYSIS

Although the three nFL states described above arise in very different physical systems, they admit a unified theoretical treatment involving a gapless \( \tilde{Q} = 0 \) boson interacting with the FS. We denote the boson as \( \phi(x) \): it represents the order parameter in the case of the Ising-nematic QCP and the transverse component of the vector potential \( \tilde{a} \) in the case of the spinon FS and HLR phases.
We denote the fermions (physical electrons in the Ising-nematic case, spinons in the spinon FS case and composite fermions in the HLR case) as \( f \). We take the flavor index \( \alpha \) to run from 1 to \( N \). Physically, \( N = 2 \) (two spin flavors) for the Ising-nematic QCP and spinon FS, and \( N = 1 \) for the spin-polarized HLR phase.

Due to Landau-damping, boson fluctuations with wave-vector \( \vec{q} \to 0 \) interact most strongly with fermions in the regions of the FS to which \( \vec{q} \) is nearly tangent.\(^{46-48}\) We divide the FS into pairs of antipodal patches, labelled by an index \( j \), with

\[
\text{width } \Lambda_x \ll k_F
\]
and thickness \( \Lambda_y \sim \frac{\Lambda_x^2}{k_F} \ll \Lambda_y \ll k_F, \tag{2.1}
\]
where \( k_F \) is the Fermi momentum; see Fig. 2. For simplicity, we assume that the Fermi-surface is connected and convex, and furthermore, that the local Fermi-surface curvature \( K \) and Fermi momentum \( k_F \) are comparable.

![Diagram](image)

**Fig. 2:** A pair of antipodal patches, labeled by a fixed \( j \), on the Fermi surface. The values of \( \Lambda_x \) and \( \Lambda_y \) are constrained as in Eq. (2.1).

Antipodal points \( \pm \vec{L}_j \) on the FS are chosen in patch pair \( j \) and directions perpendicular \(( \hat{x}_j \) and tangent \(( \hat{y}_j \) to the FS at \( \vec{L}_j \) defined. The fermion operator \( f_\alpha \) is then expanded in terms of patch fields \( f_{\pm,\alpha}^j(x) \),

\[
f_\alpha(x) = \sum_j (f_{+\alpha}^j(x)e^{i\vec{L}_j \cdot \vec{x}} + f_{-\alpha}^j(x)e^{-i\vec{L}_j \cdot \vec{x}}). \tag{2.2}
\]

We also define boson patch fields \( \phi^j(x) \) to include only momenta nearly tangent to the FS in patch \( j \):

\[
|q_x| < \frac{\Lambda_y}{k_F}, \quad |q_y| < \Lambda_y. \tag{2.3}
\]

The effective action \( S \) describing the fermion-boson interaction then breaks up into decoupled actions for each patch pair,

\[
S = \sum_j S^j, \tag{2.4}
\]

with\(^{12,24,48}\)

\[
S^j = \int d^2 x d\tau (L_f[f^j] + L_{\text{int}}[f^j, \phi^j]) + S_\phi[\phi^j], \tag{2.5}
\]

The Lagrangian densities are

\[
L_f = f^\dagger_{+\alpha} \left( \partial_\tau + v_F(-i\partial_\vec{x} - \frac{\partial_\vec{y}}{2K}) \right) f_{+\alpha} + \frac{1}{2} \left( f^\dagger_{+\alpha} \left( \partial_\tau + v_F(i\partial_\vec{x} - \frac{\partial_\vec{y}}{2K}) \right) f_{-\alpha} \right) \tag{2.6}
\]

\[
L_{\text{int}} = v_F \phi \left( f^\dagger_{+\alpha} f_{+\alpha} + \xi \left( f^\dagger_{-\alpha} f_{-\alpha} \right) \right) \tag{2.7}
\]

\[
S_\phi = \frac{N}{2g^2} \int d^2 \vec{q} d\omega \left| q_y \right|^{1+\epsilon} |\phi(\vec{q}, \omega)|^2 \tag{2.8}
\]

Here, we have suppressed the patch index \( j \). The Fermi-curvedure \( K \), the Fermi-velocity \( v_F \) and, in the case of the Ising nematic transition, the coupling constant \( g^2 \), will generally vary along the Fermi-surface (i.e. will be patch-dependent). The constant \( \xi = 1 \) for the nematic QCP and \( \xi = -1 \) for the spinon FS and HLR phases.

For general \( \epsilon \), the action \( S_\phi \) is non-local. For the HLR state, this term encodes the long-range microscopic electron-electron interation, \( U(\vec{x}) \sim 1/|\vec{x}|^{1+\epsilon} \). The important case of a Coulomb interaction corresponds to \( \epsilon = 0 \), while for a short-range interaction, \( \epsilon = 1 \), and the term (2.8) is local. In case of the nematic QCP or spinon FS phase, the physical value of \( \epsilon \) is \( \epsilon = 1 \). However, one may be able to access \( \epsilon = 1 \) via an expansion around \( \epsilon = 0 \).\(^{24,49}\) We, thus, work in the regime \( 0 \leq \epsilon \ll 1 \) below.

As already noted, distinct pairs of patches \( j \neq j' \) are decoupled in the above description and can be treated independently. We will shortly discuss the crucial role played by the inter-patch interactions in the pairing physics, however, for now, let us ignore such couplings and review the RG analysis of the two-patch theory (2.6) - (2.8).\(^{24,49}\) The two-patch theory is described by a single dimensionless coupling constant,

\[
\alpha = \frac{g^2 v_F \Lambda_x^{-\epsilon}}{(2\pi)^2}. \tag{2.9}
\]

The fermion part of the action (2.6) dictates the scaling of frequency and momenta:

\[
\omega \to e^{-\epsilon} \omega, \quad q_x \to e^{-\epsilon} q_x, \quad q_y \to e^{-\epsilon/2} q_y, \tag{2.10}
\]

with the bare dynamical exponent, \( z_f = 1 \). As we will see below, \( z_f \) will generally be renormalized by interactions, however, the “anisotropic” momentum scaling, \( q_x \sim q_y^z \), is exact due to the non-renormalization of the Fermi surface \( K_1.\)\(^{12}\) The full interacting fermion Green’s function \( G(\omega, \vec{q}) \) depends only on the distance to the FS, \( q_x + q_y^2/(2K) \), so we may identify \( z_f \) with the fermion dynamical exponent. On the other hand, the full boson propagator \( D(\omega, \vec{q}) \) of the two-patch theory depends only on the momentum tangent to the FS, \( q_y \), so the above...
scaling fixes the relationship\textsuperscript{12} between the boson dynamical exponent \(z_b\) and the fermion dynamical exponent \(z_f\),

\[ z_b = 2z_f. \]  

(2.11)

Under the above scaling with bare \(z_f = 1\), \(\alpha\) flows as \(d\alpha/d\ell = (\epsilon/2)\alpha\). Hence, the fermion-boson interaction is irrelevant for \(\epsilon < 0\), relevant for \(\epsilon > 0\) and marginal at tree-level for \(\epsilon = 0\). To compute quantum corrections to the RG flow one can utilize either a perturbative expansion in \(\alpha\) (Ref. 49; however, see footnote 79) or a \(1/N\) expansion (Ref. 24). At leading order both expansions give the same result. To one loop order (first order in \(1/N\), \(\alpha\) and \(v_F\) run as,

\[ \frac{d\alpha}{d\ell} = \frac{\epsilon}{2} \alpha - \frac{\alpha^2}{N}, \]  

(2.12)

\[ \frac{dv_F}{d\ell} = -\frac{\alpha}{N} v_F, \]  

(2.13)

and the fermion field acquires an anomalous dimension,

\[ f(\omega, q_x, q_y) \to \left[ 1 + \left( \frac{T}{4} - \frac{\eta_f}{2} \right) \right] f(e^{\epsilon \cdot q_x}, e^{\epsilon \cdot q_y}) \]  

(2.14)

with \(\eta_f = \alpha/N\). For \(\epsilon = 0\), \(\alpha\) flows logarithmically to zero, and the system is a marginal Fermi-liquid with the fermion self-energy,

\[ \Sigma(\omega) \sim -i \frac{\alpha}{N} \omega \log \frac{\Lambda_\omega}{|\omega|}, \]  

(2.15)

with \(\Lambda_\omega \sim v_F \Lambda_x\) - the energy cut-off. For \(\epsilon > 0\), the flow (2.12) has an infra-red stable fixed point at \(\alpha_s = N\epsilon/2\). If \(N\) is of \(O(1)\) then \(\epsilon \ll 1\) ensures that the fixed-point occurs at weak coupling. On the other hand, if \(N \gg 1\), we take \(\epsilon \sim O(1/N)\) to make \(\alpha_s \sim O(1)\) and obtain a well-defined large-\(N\) limit. In either case, at the fixed point,

\[ \frac{dv_F}{d\ell} = -\frac{\epsilon}{2} v_F, \]  

(2.16)

implying a fermionic dynamical exponent

\[ z_f = 1 + \frac{\epsilon}{2}, \]  

(2.17)

and a fermion self-energy

\[ \Sigma_f(\omega) \sim \omega^{1-\eta_f}. \]  

(2.18)

The exponent \(z_f\) directly manifests itself in the nFL specific heat,

\[ C \sim T^{1/z_f}. \]  

(2.19)

We note that the expression for \(z_f\) in Eq. (2.17) holds to all orders in \(\epsilon\): this is tied to the non-analytic nature of the \(q\) \(\rho\) dependence in \(S_\rho\), which undergoes no renormalization. On the other hand, for \(\epsilon = 1\), \(S_\rho\) is analytic in \(q\) and, in principle, can undergo renormalization. Our ability to access the physically important \(\epsilon = 1\) point through an expansion around \(\epsilon = 0\) is, thus, tied to such renormalizations being absent. No renormalization of \(S_\rho\) in the \(\epsilon = 1\) theory has been found up to three loop order,\textsuperscript{12} however, a general proof of this statement is currently lacking.

We next return to consider the effect of inter-patch interactions, which have been mostly ignored in previous studies. However, as we demonstrate below, such couplings must be included in the theory, as they are automatically generated in the RG process. This fact was first noted in Ref. 43 in the context of 3d QCD at finite quark density, and here we closely follow the RG treatment proposed by Ref. 43. So far, we have left the precise RG procedure somewhat implicit. Recall that under the scaling we advocated for the two-patch theory, \(q_x \to e^{-\epsilon} q_x\) and \(q_y \to e^{-\epsilon/2} q_y\), so in the RG process we reduce both the fermion momentum cut-off perpendicular to the FS, \(\Lambda_x\), and the cut-off tangent to the FS, \(\Lambda_y\). While \(\Lambda_x\) can be, as usual, shrunk by integrating out gapped fermion excitations away from the FS, reducing \(\Lambda_y\) in the same manner would require integration over gapless fermions on the FS, which is illegal. Instead, during each RG step we re-partition the FS into smaller patches with width \(\Lambda_y' = e^{-\epsilon/2} \Lambda_y\), while the reduction in the patch thickness \(\Lambda_x' = e^{-\epsilon} \Lambda_x\) is still performed by integrating out gapped fermions away from the FS. Simultaneously, in each RG step we integrate out boson fluctuations with momenta \(e^{-\epsilon/2} \Lambda_y < |q| < \Lambda_y\); see Fig. 3. Before the RG step, such boson fluctuations mediate non-local \textit{intra}-patch interactions between the fermions. However, after the RG step, these generate a local four-fermion \textit{inter}-patch interaction, as shown in Fig. 3 (bottom).

As is well known from ordinary FL theory, a very restricted set of four-fermion \textit{inter}-patch couplings on the FS is kinematically allowed.\textsuperscript{44,45} Only forward-scattering and BCS scattering interactions survive as the shell of fermion states around the FS is shrunk in the RG process. As we are interested in the physics of pairing, in the present paper we concentrate only on four-fermion interactions in the BCS channel, which can be described by the action,
BCS interaction constants, and \( V \) on the FS. Performing an expansion in angular harmonics, the system is rotationally invariant, \( V \) values of the interaction for BCS-matched momenta, under exchanging here, solid/dashed lines are fermion/boson propagators. As high momentum boson modes are integrated out in the RG process, a local inter-patch four-Fermi interaction in the BCS channel \( \delta V(\vec{k}_1, -\vec{k}_1; \vec{k}_2, -\vec{k}_2) \) is generated (right).

\[
S^{\text{BCS}} = \frac{-1}{4} \int \prod_{i=1}^{4} \frac{d^2k_i d\omega_i}{(2\pi)^3} f_\uparrow(k_1) f_\downarrow(k_4) f_\downarrow(k_3) f_\uparrow(k_2) (2\pi)^3 \delta^3(k_4 - k_4) \times \left( (\delta_{\alpha\gamma}\delta_{\beta\delta} + \delta_{\alpha\delta}\delta_{\beta\gamma}) V^a(\vec{k}_1, \vec{k}_2; \vec{k}_3, \vec{k}_4) + (\delta_{\alpha\gamma}\delta_{\beta\delta} - \delta_{\alpha\delta}\delta_{\beta\gamma}) V^s(\vec{k}_1, \vec{k}_2; \vec{k}_3, \vec{k}_4) \right)
\]

(2.20)

FIG. 3: Top: Our RG procedure. During each RG step, each patch of the Fermi-surface is divided into two smaller patches. The relationship between the widths and heights of the patches remains as in Eq. (2.1). Bottom: Single boson exchange mediates a non-local intra-patch interaction (left). Here and below, solid/dashed lines are fermion/boson propagators. As high momentum boson modes are integrated out in the RG process, a local inter-patch four-Fermi interaction in the BCS channel \( \delta V(\vec{k}_1, -\vec{k}_1; \vec{k}_2, -\vec{k}_2) \) is generated (right).

\[
\begin{align*}
V^s, a(\theta_1 - \theta_2) &= \sum_{m=-\infty}^{\infty} V^{a, s}_m e^{i m (\theta_1 - \theta_2)} \\
V^s \text{ involves only even angular momentum components and } V^a \text{ - odd. It is convenient to define dimensionless BCS interaction constants,}
\end{align*}
\]

(2.21)

(2.22)

In the absence of the coupling to the gapless boson (i.e. in a Fermi-liquid), the RG flow of the BCS interaction (2.20) can be determined as in Refs. 44,45. The RG in their work involves only the rescaling of \( \Lambda_x \), which is the same as that in Fig. 3 (top). Our rescaling of \( \Lambda_y \) plays no role in the renormalization of the BCS interaction, and so we can read off the renormalization of \( \tilde{V}^{s, a}_m \) from their results: this interaction is marginal at tree level, and acquires the following flow at one-loop level (see Fig. 4),

\[
\frac{d\tilde{V}^{s, a}_m}{d\ell} = - (\tilde{V}^{s, a}_m)^2
\]

(2.23)

Thus, in a Fermi-liquid, if the initial value of the BCS interaction is repulsive, \( V^{s, a}_m > 0 \), then \( V^{s, a}_m \) flows logarithmically to zero, while if the initial value of the interaction is attractive, \( V^{s, a}_m < 0 \), \( V^{s, a}_m \) runs away to \(-\infty\) at an energy scale, \( \Delta_{\text{BCS}} \sim \Lambda_x \exp(-1/|V^{s, a}_m|) \), signaling an instability to fermion pairing.
Next, we study how the flow of the four-fermion BCS interactions \(2.23\) is modified by the presence of the gapless boson \(\phi\). In the limit, \(\alpha \ll 1\) (or \(N \gg 1\)), \(\bar{V} \ll 1\), the leading modification comes from the diagram in Fig. 3, which represents the one-boson exchange contribution to the four-fermion BCS amplitude. As already noted, integration over intermediate large-momentum \(\phi\) modes in Fig. 3 generates an inter-patch four-fermion interaction,

\[
\delta V^{s,a}(\bar{k}_1, -\bar{k}_2; \bar{k}_2, -\bar{k}_1) = -\frac{\zeta}{2} \bar{V}_F^2 D_{\phi}(0, \bar{k}_1 - \bar{k}_2) \tag{2.24}
\]

where \(D(\omega, \bar{q})\) is the boson propagator and the subscript 
\textit{“>”} indicates that only modes in the momentum shell 
\(e^{-t/2} \Lambda_v < |\bar{q}| < \Lambda_v\) should be kept. We remind the reader that the constant \(\zeta\) distinguishes between the different nFLs: we have \(\zeta = 1\) for the Ising-nematic case, and \(\zeta = -1\) for the spinon Fermi-surface and HLR cases. Note that the frequencies of the external fermions and, hence, of the boson in Fig. 3 (bottom) can be set to 0. Eq. \(2.24\) gives \(\delta V\) for the case of small angle scattering, \(\bar{k}_1 \to \bar{k}_2\); the result for \(\bar{k}_1 \to -\bar{k}_2\) is determined by symmetry. The static boson propagator is given by 

\[
D(0, \bar{q}) = g^2/(N|\bar{q}|^{1+\epsilon}).
\]

Computing the angular harmonics corresponding to \((2.24)\),

\[
\delta \tilde{V}_m^{s,a} = -2 \left( \frac{k_F}{2 \pi v_F} \right) \int \frac{d\theta}{2 \pi} D_{\phi}(0, k_F \theta) e^{-i m \theta} = -\frac{\zeta g^2 v_F}{2 \pi^2 N} \int_{e^{-t/2} \Lambda_v}^{\Lambda_v} dq q^{1+\epsilon} \cos(mq/k_F) = -\zeta \frac{\alpha}{N} \ell
\]

In the last step, we have dropped the factor \(\cos(mq/k_F)\) as \(\Lambda_v \ll k_F\). Thus, the process in Fig. 3 (bottom) contributes a term \(d\tilde{V}_m^{s,a}/d\ell = -\zeta \alpha / N\) to the RG flow of \(V\), which combines with Eq. \((2.23)\) to give,

\[
\frac{d\tilde{V}_m^{s,a}}{d\ell} = -\zeta \frac{\alpha}{N} - (\tilde{V}_m^{s,a})^2 \tag{2.26}
\]

There are also terms of order \(\alpha \tilde{V}_m^{s,a}\) which arise from vertex corrections and the flow of \(v_F\) in the definition \((2.22)\), but we have dropped them because they are are higher order in \(\epsilon\). Note that the flow \((2.26)\) is independent of the angular momentum and spin channel; hence we drop the angular momentum/spin indices on \(V\) below. The flow equation \((2.26)\) for the inter-patch BCS interaction in conjunction with the flow of the intra-patch coupling constant \(\alpha\) in Eq. \((2.12)\) determines the physics of the nFL states considered. We next analyze these RG equations and discuss their consequences. However, we first point out that in the regime of analytical control \(\epsilon \ll 1\), all the conclusions of our RG treatment can be reproduced by solving the Eliashberg equation for the pairing vertex, as has been shown elsewhere.\(^{50}\) This lends further support to our results.

**III. RESULTS: ISING-NEMATIC QCP**

We first discuss the solution to RG Eqs. \((2.12), (2.26)\) for the nematic QCP. In this case, the constant \(\zeta = 1\) in Eq. \((2.26)\), so the fluctuations of the order parameter captured by the first term in Eq. \((2.26)\) drive the short-range interaction \(V\) negative (attractive), as expected. In fact, as discussed in appendix \(A\), we find that independent of the initial values of \(\alpha\) and \(V\), \(V\) flows to \(-\infty\) at a finite \(\ell = \ell_p\), indicating an instability of the Ising-nematic QCP to superconductivity. We identify the energy scale \(\Delta = \Lambda_v e^{-\ell_p}\) with the electron pairing gap. Unlike in the ordinary Fermi-liquid, the run-away flow \(V \to -\infty\) occurs even if the initial value of \(V\) is repulsive; gapless order parameter fluctuations eventually drive \(V\) attractive. However, the magnitude of \(\ell_p\) and hence the pairing gap does depend on the initial value of \(V\): the smaller the initial \(V\) - the larger the gap. As already noted, the flow equations for \(V_m^{s,a}\) in different angular momentum/spin channels decouple and are identical. We, thus, expect pairing to occur in the channel where \(V_m^{s,a}\) diverges first, \(i.e.\) one which has the smallest initial \(V_m^{s,a}\). Hence, the pairing symmetry is non-universal.

It is interesting to compare the pairing scale \(\Delta\) with the energy scale \(E_{nFL} = \Lambda_v e^{-\ell_{nFL}}\) at which electronic quasiparticles get destroyed. Here, we identify \(E_{nFL}\) as the energy at which the Fermi-velocity \(v_F\), whose flow is determined by Eq. \((2.13)\), starts to deviate significantly from its bare value. We find that as long as our calculation is controlled, \(i.e.\) \(\epsilon \ll 1\), \(E_{nFL} \ll \Delta\), so the superconducting instability preempts the destruction of quasiparticles and associated nFL behavior. This is quite distinct from the physics of many materials where nFL behavior is observed at energies/temperatures well above the superconducting \(T_c\). As we take the artificial control parameter \(\epsilon\) to its physical value \(\epsilon = 1\), the two scales \(E_{nFL}\) and \(\Delta\) approach each other, however, at this point we loose analytical control.

We now briefly illustrate the above conclusions for several regimes of \(\epsilon, \alpha, V\) (see appendix \(A\) for more details). First, consider the case \(\epsilon = 0\). Here, we find

\[
\Delta = \Lambda_v \exp \left[ -\frac{1}{\sqrt{\alpha}} \left( \frac{\pi}{2} + \tan^{-1} \frac{\bar{V}}{\sqrt{\alpha}} \right) \right] \tag{3.1}
\]
FIG. 5: RG flow of the inter-patch BCS interaction $\tilde{V}_{m,\omega}$ in the spinon FS/HLR phase with $0 < \epsilon < 1$. The IR stable fixed-point $\tilde{V}_+^* \approx \sqrt{\epsilon}/2$ controls the gapless FS phase, while the IR unstable fixed point $\tilde{V}_-^* \approx -\sqrt{\epsilon}/2$ controls the continuous transition to the paired phase.

with

$$\tilde{\alpha} = \frac{\alpha}{N}. \quad (3.2)$$

If the bare short-range interaction $\tilde{V}$ is small compared to the long-range interaction, $|\tilde{V}| \ll \sqrt{\alpha}$, then Eq. (3.1) reduces to $\Delta = \Lambda_{\omega} \exp(-\pi/(2\sqrt{\tilde{\alpha}}))$. On the other hand, if the bare short-range interaction $\tilde{V}$ is large and repulsive, $\tilde{V} \gg \sqrt{\alpha}$, $\Delta = \Lambda_{\omega} \exp(-\pi/\sqrt{\tilde{\alpha}})$, i.e. the gap is reduced by a factor of two on the logarithmic scale compared to the case of small $\tilde{V}$. Finally, if the bare short-range interaction is large and attractive, $\tilde{V} < 0$, $|\tilde{V}| \gg \sqrt{\alpha}$, the gap takes the standard BCS form, $\Delta = \Lambda_{\omega} \exp(-\pi/|\tilde{V}|)$. The scale at which nFL effects become appreciable is $E_{nFL} \sim \Lambda_{\omega} \exp(-1/\tilde{\alpha})$. Thus, as long as $\tilde{\alpha} \ll 1$, the pairing gap $\Delta$ is parametrically larger than the nFL scale $E_{nFL}$. We note in passing that the result (3.1) is identical to one obtained for the problem of quark pairing by color gauge fields in 3d dense baryonic matter, and for electron pairing near a ferromagnetic QCP in 3d.

Proceeding to the case $\epsilon > 0$ (which may be continuously connected to the physical case $\epsilon = 1$), we find that the nFL scale is still given by $E_{nFL} \sim \Lambda_{\omega} \exp(-1/\tilde{\alpha})$ for $\tilde{\alpha} \gg \epsilon$, as well as for $\tilde{\alpha} \sim O(\epsilon)$, while for $\tilde{\alpha} \ll \epsilon$, $E_{nFL} \sim \Lambda_{\omega}(\epsilon/\tilde{\alpha})^{2/\epsilon}$. The pairing scale $\Delta$ is still given by the expression in Eq. (3.1) for $\tilde{\alpha} \gg \epsilon^2$, but the relation $E_{nFL} \ll \Delta$ holds. For $\tilde{\alpha} \ll \epsilon^2$ and $\tilde{V} > 0$ (or $\tilde{V} < 0$, but $|\tilde{V}| \ll \epsilon/\log(\epsilon^2/\sigma)$), we obtain

$$\Delta \sim \Lambda_{\omega} \left(\frac{\tilde{\alpha}}{\epsilon^2}\right)^{2/\epsilon}. \quad (3.3)$$

so $\Delta$ depends on the coupling constant $\tilde{\alpha}$ in a power-law manner and $E_{nFL}/\Delta \sim \epsilon^{2/\epsilon} \ll 1$. Eq. (3.3) has been previously obtained within an Eliashberg-like treatment in Ref. 51. Naive extrapolation of the above result to the physically relevant value $\epsilon = 1$ gives, $\Delta \sim E_{nFL} \sim \epsilon^2 \Lambda_{\omega}$, i.e. the pairing and nFL scales become parametrically equal. This conclusion is again supported by the direct solution of Eliashberg-like equations.

IV. RESULTS: SPINON FS AND HLR PHASES

We now turn to the solution of the RG equations Eqs. (2.12), (2.26) for the spinon FS and HLR phases. The constant $\zeta$ in Eq. (2.26) now takes the value $\zeta = -1$, hence gauge field fluctuations drive $\tilde{V}$ repulsive, in accordance with intuition. We first solve Eqs. (2.12), (2.26) when $\epsilon > 0$ (with an eye to describing the physical spinon FS phase and the HLR phase with short-range interactions, where $\epsilon = 1$). Here, the coupling $\alpha$ flows to the fixed point $\alpha_*= N\epsilon/2$, and we may substitute this fixed point value into the RG equation for $\tilde{V}$, (2.26). We then find two perturbatively accessible fixed points for $\tilde{V}$: $\tilde{V}_+^* = \pm \sqrt{\epsilon}/2$, see Fig. 5. The fixed point $\tilde{V}_+^*$ is infra-red stable; as long as the initial value of $\tilde{V}$ is greater than $\tilde{V}_-^*$, $\tilde{V}$ flows to $\tilde{V}_+^*$. Thus, the spinon FS and HLR phases are controlled by the fixed point $(\alpha_*, \tilde{V}_+^*)$ and are stable to fermion pairing. However, if the initial value of $\tilde{V}_m^{s,a}$ in some angular momentum/spin channel is smaller than $\tilde{V}_-^*$, $\tilde{V}_m^{s,a}$ runs away to $-\infty$, and fermion pairing occurs. $\tilde{V} = \tilde{V}_-^*$, thus, marks the phase transition between the $U(1)$ and $Z_2$ spin-liquid phases (HLR and incompressible QH phases). Note that unlike in a Fermi-liquid, a finite strength of the attractive short-range interaction $|\tilde{V}| > |\tilde{V}_-^*| > 0$ is needed to overcome the long-range repulsion mediated by the gauge field and cause fermion pairing. Pairing in a given angular-momentum/spin channel can be driven by tuning the corresponding $\tilde{V}_m^{s,a}$. The pairing transition is continuous and the spinon-gap onsets in a power law fashion,

$$\Delta \sim (\tilde{V}_-^* - \tilde{V})^{z\nu},$$

where

$$\frac{1}{z\nu} = \frac{d}{d\tilde{V}} \left(\frac{d\tilde{V}}{d\tilde{V}}\right)|_{\tilde{V}=\tilde{V}_-^*} = \sqrt{2}\epsilon. \quad (4.1)$$

This is, again, distinct from an ordinary FL where the electron gap has the familiar exponential form $\Delta \sim \exp(-1/|\tilde{V}|)$.

We note that to the leading order in $\epsilon$ discussed above, the presence of inter-patch interactions $V$ does not affect the flow of the intra-patch coupling constant $\alpha$, Eq. (2.12), and the Fermi-velocity $v_F$, Eq. (2.13). As a result, most physical properties (fermion and boson dynamical exponents $z_f$, $z_b$; specific heat; $2k_F$ exponents etc.), at the two fixed points $V = V_2^\pm$ are identical. This conclusion may be true to all orders in $\epsilon$, since, perturbatively, BCS interactions do not influence the single particle properties ($v_F$, $Z$) in a FL.

We next discuss the marginal case $\epsilon = 0$, which describes the QH fluid with Coulomb interactions. Here, the coupling constant $\alpha$ logarithmically flows to 0. The combined flow of $\tilde{\alpha}$, $\tilde{V}$ is shown in Fig. 6 (see appendix B for details). The flow is characterized by a single fixed-point $\tilde{\alpha} = 0$, $\tilde{V} = 0$ and features an attractor line $\tilde{V} = \sqrt{\tilde{\alpha}}$ and a separatrix $\tilde{V} = -\sqrt{\tilde{\alpha}}$. As long as the initial values of $\tilde{V}$, $\tilde{\alpha}$ satisfy $\tilde{V} > -\sqrt{\tilde{\alpha}}$, the couplings flow to the attractor line $\tilde{V} = \sqrt{\tilde{\alpha}}$ and then into the fixed point $\tilde{\alpha} = 0$, $\tilde{V} = 0$. So, the HLR phase with Coulomb interactions is stable in a finite region of parameter space. On the other hand, if the initial $\tilde{V} < -\sqrt{\tilde{\alpha}}$, $\tilde{V}$ runs away.
to $-\infty$ and fermion pairing occurs. Thus, the separatrix $\tilde{V} = -\sqrt{\alpha}$ describes the transition between the HLR phase and the paired QH phase. Note that this separatrix also logarithmically flows into the fixed point $\tilde{\alpha} = 0$, $\tilde{V} = 0$, so the stable and the unstable fixed points $\tilde{V}^\pm$, found for $\epsilon > 0$, merge into a single fixed-point here. The pairing transition is continuous and the fermion gap turns on as the separatrix is crossed in an unusual super-power law fashion,

$$\Delta \sim \exp \left[ -\frac{1}{16} \log^2 (V_c - V) \right]$$

(4.2)

with $V_c \approx -\sqrt{\alpha}$.

V. $\mathbb{Z}_2$ SPIN-LIQUID AND QH STATES NEAR THE PAIRING TRANSITION

As we showed above, spinon FS and HLR phases can be driven through a continuous pairing transition. We now comment on some properties of the paired phase in the vicinity of the transition. In many ways, these paired states are analogous to ordinary superconductors. As we already noted, the paired phase supports two kinds of fundamental excitations: spinons/neutral fermions and vortices of the gauge field. The latter are visons of the $\mathbb{Z}_2$ spin-liquid/charge $e/4$ excitations of the paired CF phase. The vortex excitations are, thus, particularly important in the QH context as their energy determines the charge gap. So far, we have only determined the scaling of the fermion gap $\Delta$ near the pairing transition. We now crudely estimate the magnitude of the vortex gap. The fermion pair-condensate is suppressed in the vortex core, whose radius we take to be the fermion correlation length $\xi \sim \Delta^{-1/z_f}$. Thus, the vortex gap $E_v \sim (\epsilon_n - \epsilon_p) \xi^2$, where $\epsilon_n - \epsilon_p$ is the energy density difference between the “normal” phase and the paired phase. The scaling of the energy density at the pairing transition is $\epsilon \sim \omega^{1+1/z_f}$ (e.g. recall the specific heat $C \sim T^{1/z_f}$ both in the gapless FS phase and at the pairing transition), so setting the characteristic energy scale $\omega$ in the paired phase to the fermion gap $\Delta$, $\epsilon_n - \epsilon_p \sim \Delta^{1+1/z_f}$ and $E_v \sim \Delta^{1-1/z_f}$. Therefore, the vison/charge gap vanishes as one approaches the de-pairing transition, although more slowly than the spinon/neutral fermion gap. For the physically interesting case of the spinon FS or the QH system with short-range electron-electron interactions, $\epsilon = 1$, $z_f = 3/2$ and $E_v \sim \Delta^{3/4}$. Note that our estimate of the vortex gap strictly only applies to the case $\epsilon > 0$, for $\epsilon = 0$, $z_f = 1^+$ and we expect $E_v$ to vanish logarithmically as $\Delta \to 0$.

As is well-known, superconductors can be classified as type-I or type-II depending on their response to an external (orbital) magnetic field $H$. Both types of superconductors are characterized by a Meissner effect (full expulsion of magnetic flux) for small $H$. As the magnetic field is increased, a (3d bulk) type-I superconductor undergoes a 1st order transition to a fully normal state at a critical value $H = H_c$. On the other hand, in a type-II superconductor, an array of Abrikosov vortices is induced for magnetic fields $H > H_{c1}$ and the normal state is recovered only for $H > H_{c2} > H_{c1}$. The type of a conventional superconductor is determined by the ratio of the electron correlation length $\xi$ and the magnetic penetration depth $\lambda$. For $\lambda \ll \xi$, the superconductor is type-I, while for $\lambda \gg \xi$ - it is type-II.

Related “typology” also exists in paired spinon/composite fermion phases. However we first need to understand what plays the role of the external magnetic field $H$ in these systems. In the quantum Hall case, the flux of the emergent magnetic field is simply the electron density. Thus, the analog of the external magnetic field is the electron chemical potential $\mu$. For the spinon FS phase on the triangular lattice, based on symmetry considerations, we expect an external orbital magnetic field $H$ to couple linearly to the flux of the emergent gauge field, $\nabla \times \vec{a} \delta U = -\beta H (\nabla \times \vec{a})$, with $\beta$ - a coupling constant. Recall that the emergent gauge flux is physically identified with the spin-chirality $\vec{S}_1 \cdot (\vec{S}_2 \times \vec{S}_3)$ of the elementary triangles. Moreover, starting with the electron Hubbard model on the triangular lattice, in the insulating limit $t \ll U$, one finds that a coupling of the external orbital magnetic field to
the spin-chirality is, indeed, induced at order $t^3/U^2$, so
$\beta \sim (t^3/U^2)(a^2/\Phi_0)$, where $a$ is the lattice spacing and
$\Phi_0$ - the elementary flux quantum.\s\textsuperscript{88} Thus, in this case a
physical orbital magnetic field directly plays the analog of an external magnetic field, coupling to the emergent
magnetic field $\nabla \times \mathbf{a}$ and, thereby, to the spinons, albeit
with a reduced strength.

Like ordinary superconductors, the paired spin liquid/paired quantum Hall phases exhibit two length scales: $\xi$ and $\lambda$, characteristic of fermion (spinon/neutral fermion) excitations and gauge field fluctuations, respectively. In the vicinity of the de-pairing transition, the behavior of these length scales is controlled by the RG fixed point describing the transition. Our scaling theory indicates that fermions disperse as $\omega \sim (|k| - k_F)^{z_\lambda}$ and gauge fluctuations disperse as $\omega \sim q^{z_\xi}$ with $z_\lambda = 2z_f = 2 + \epsilon$.

As noted above, this relation holds both in the gapless spinon FS/HLR phase and at the pairing transition. Upon entering the paired phase, a characteristic energy scale $\omega = \Delta$ - the fermion gap is generated, which gives $\xi \sim \lambda^2 \sim \Delta^{-1/z_f}$. So, as one approaches the transition, $\Delta \to 0$, and both the correlation length $\xi$ and the “penetration depth” $\lambda$ diverge, albeit with different exponents. In particular, $\xi \gg \lambda$, so the paired phase in the vicinity of the transition is in the type-I regime, as was argued on general grounds in Ref. 84. Further, the relation $E_v \gg \Delta$ obtained above is again typical of a type-I superconductor. Note that for $2\epsilon = 1$, $\lambda \sim \Delta^{-1/3}$, which is the standard expression for the scaling of the physical (non-local Pippard) penetration depth in a conventional type-I superconductor.\s\textsuperscript{86}

As discussed above, the most dramatic manifestation of the type-I/type-II distinction in an ordinary superconductor is the response to an external magnetic field $H$. There is also an analog of this phenomenon for paired spinon/composite fermion phases.\s\textsuperscript{84,85} Let us begin with the QH case and first consider short-range electron-electron interactions. In this case the analog of the external magnetic field $H$ is the electron chemical potential $\mu$. The paired QH phase is incompressible, so for deviations of chemical potential $|\mu|$ smaller than some critical value, the system does not respond. (This is the analog of the Meissner effect in the superconductor). However, above a critical $\mu$, the electron density starts to change. This can occur in two ways: i) once $\mu > \mu_c$, the density $\epsilon/4$ quasiparticles (gauge field vortices) start to be nucleated. If the interactions between these quasiparticles are repulsive, we expect a stable dilute quasiparticle lattice to form. The Hall plateaux then persists for $\mu > \mu_c$, as well as when one sweeps the physical magnetic field away from half-filling (holding the electron density constant). This QH counterpart of type-II superconducting behavior is thought to be realized in most conventional QH experiments. ii) It is possible that the charge $\epsilon/4$ quasiparticles attract rather than repel, making the vortex lattice unstable. We then expect a first order phase transition between the paired QH phase and the HLR phase to occur at $\mu = \mu_c < 4E_v$, accompanied by a jump in the electron density. This is the QH analogue of type-I superconducting behavior. We now show that this type-I scenario is, indeed, realized by paired QH states in the vicinity of the de-pairing transition. We can estimate the “thermodynamic” critical chemical potential $\mu_c$, by equating the energy-densities of the paired state and the HLR state: $\epsilon_p = \epsilon_n - \frac{1}{2}k\mu_c^2$, where $k$ is the compressibility of the HLR phase. (We are measuring the chemical potential relative to the chemical potential of the HLR state at half-filling). Recalling our estimate, $\epsilon_n - \epsilon_p \sim \Delta^{1+1/2\epsilon}$, we conclude $\mu_c \sim \Delta^{1/2+1/(2\epsilon)} = \Delta^{5/6} < E_v \sim \Delta^{1/3}$.

Thus, the first order transition to the HLR phase occurs before individual $\epsilon/4$ quasiparticles can be excited, so the system is in the type-I regime. The magnitude of the density jump across the first-order transition is $\delta n_c = k\mu_c \sim \Delta^{5/6}$ (see footnote 87 for some caveats). For short-range electron-electron interactions, if one sweeps the magnetic field (holding the electron density fixed) away from $\nu = 1/2$, the system phase separates into macroscopic domains of the paired CF phase and the HLR phase. In practice, however, the first order transition between paired quantum Hall and the HLR phases will be rendered second order by the effect of impurities. Nevertheless, it is conceptually important to understand the nature of the transition in the clean limit. Long-range electron-electron interactions $U(x) \sim 1/|x|^{1+\epsilon}$ with $0 \leq \epsilon \leq 2$ frustrate the macroscopic phase separation, so one expect the formation of “micro-emulsion”-like bubble/stripes in the vicinity of $\nu = 1/2$.\s\textsuperscript{84}

A similar phenomenon can also occur in the $Z_2$ spin liquid phase in the vicinity of the de-pairing transition to the spinon FS phase. Now, repeating the arguments presented above for the QH case, we expect an application of an external orbital magnetic field to induce a first order transition from the $Z_2$ spin liquid phase to the spinon FS phase at $\beta H_c \sim \Delta^{5/6}$, accompanied by a jump of magnitude $\sim \Delta^{5/6}$ in the spin-chirality. For spin-singlet pairing of spinons, the critical orbital field $H_c$ should be compared to the critical Zeeman field $H_Z = \Delta/(g_\nu\mu_B)$ needed to break up the Cooper pairs. In the strict $\Delta \to 0$, $H_c$ is parametrically smaller than $H_c$, so the orbital effects may be neglected. This trend is further enhanced by the suppression of the coupling constant $\beta$ in the insulating regime $t \ll U$.

VI. DISCUSSION

We now briefly discuss a number of experimental phenomena to which our work is pertinent.

A. Superconductivity near quantum critical points

One of the main results of this paper is a controlled theory of the superconducting instability of a quantum critical metal. As an illustration we studied the Ising-nematic quantum critical point. Many of our results are expected
to carry over to metals near other Pomeranchuk transitions. One of our main conclusions is that superconductivity is strongly enhanced near such quantum critical points. This gives some firm theoretical basis to the empirical observation of superconducting domes with $T_c$ optimized near a putative quantum critical point.

In passing, we recall that the problem of superconductivity near the spin-density-wave quantum critical point was addressed in Refs. 5,6. It was found there that non-Fermi liquid effects in the electron spectrum and pairing corrections arose at similar energy scales, which preempted identification of a clear-cut non-Fermi liquid regime in the normal state.

For the specific case of the Ising-nematic transition, experiments\textsuperscript{89} on electron-doped iron superconductor Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ show that a quantum critical point associated with such order likely lies directly underneath the superconducting dome. This quantum critical point appears to be separated from a different one associated with onset of spin density wave order that occurs at lower $x$. It is tempting to attribute the optimality of the superconducting $T_c$ to the enhanced fluctuations of the underlying Ising-nematic quantum critical point. For this scenario to be legitimate it is necessary that other fluctuations (for instance in the spin density) have much weaker effects in the normal state at optimal doping.

A contrasting scenario likely applies to a different iron superconductor BaFe$_2$(As$_{1-x}$P$_x$)$_2$ obtained by isovalent substitution.\textsuperscript{3} In this case, optimal $T_c$ occurs around $x = 0.30$, which is roughly where the Neel temperature associated with spin density wave (SDW) order (present at low $x$) extrapolates to zero. The strong enhancement of the NMR relaxation rate near the optimal doping further suggests the presence of an SDW critical point.\textsuperscript{89} The low-$x$ material also displays Ising-nematic order but, according to some reports,\textsuperscript{89} it disappears at a larger $x$ that is near the overdoped edge of the superconducting dome. So the SDW fluctuations seem to dominate over any nematic fluctuations near optimal doping in this material.

A different aspect of our theoretical results is the relationship between non-Fermi liquid physics and superconductivity near the Ising-nematic QCP. In the small-$\epsilon$ regime where our calculations are controlled we found that the superconductivity is so strong that it sets in at a temperature scale parametrically larger than the scale at which non-Fermi liquid effects set in. For $\epsilon = 1$ we expect that there is no such separation and the two phenomena happen at parametrically the same scale. In this case, it is possible that the superconductivity will rear its head before the non-Fermi liquid physics has fully developed. It is then interesting to ask what happens when the superconductivity is suppressed with an external magnetic field. Presumably, this will expose the non-Fermi liquid physics of the Ising-nematic quantum critical point down to low temperatures. In particular, the specific heat will follow the predicted power law $C \sim T^5$. Some aspects of the non-Fermi liquid physics predicted for the critical point will likely be suppressed by the magnetic field, along with the superconductivity. A good example is the low-energy tunneling density of states, which in the absence of the magnetic field was found to be power-law suppressed at the QCP\textsuperscript{12,24}. This effect arises primarily from enhanced Cooper pairing fluctuations\textsuperscript{24}. Since these will be suppressed in a magnetic field, so will the singularity in the tunneling density of states.

**B. Quantum Hall states at $\nu = 1/2$.**

In this paper, we have developed a systematic theory of the transition between the compressible HLR phase and the incompressible Moore-Read phase of the quantum Hall fluid. We have demonstrated that contrary to previous theoretical claims\textsuperscript{78} a direct continuous transition between these phases is allowed. In a conventional GaAs system, the HLR phase is believed to be realized at filling factors $\nu = 1/2$, $\nu = 3/2$, while the Moore-Read phase is a candidate for the plateaux at $\nu = 5/2$. In a large magnetic field, when the mixing between Landau levels can be neglected, the physics of a partially filled Landau level is determined by the projection of the electron-electron interaction onto the states in the Landau level. The projection is different for different Landau levels, which is believed to explain the above contrasting behaviors observed in the lowest ($n = 0$) and first ($n = 1$) Landau levels.\textsuperscript{75,76} Since both the electron-electron interactions and the form of the single-particle states in GaAs is difficult to tune, the realization of a direct transition between the Moore-Read phase and the HLR phase in GaAs is challenging. However, it was recently suggested that this transition may be realized in bilayer graphene, by tuning the strength of the perpendicular electric field.\textsuperscript{50,51} The introduction of the perpendicular electric field modifies the form of the single-particle states forming the Landau level and hence the effective interactions within the Landau level. We, thus, hope that bilayer graphene will provide an experimental avenue to test our predictions.
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**Appendix A: Solution of RG equations:**

**Ising-nematic QCP**

In this appendix we provide a detailed solution of the RG equations, (2.12), (2.26) for the Ising-nematic QCP ($\zeta = 1$ in Eq. (2.26)). We use the notation $\tilde{\alpha} = \alpha/N$. 
We begin by considering the case $\epsilon = 0$. Then $\bar{\alpha}$ runs logarithmically to zero,

$$\tilde{\alpha}(\ell) = \frac{\tilde{\alpha}(0)}{1 + \tilde{\alpha}(0)\ell}, \quad v_{F}(\ell) = \frac{v_{F}(0)}{1 + \tilde{\alpha}(0)\ell} \tag{A1}$$

and the non-Fermi liquid corrections become appreciable below an energy scale of order $e^{-\ell_{nFL}}$ with $\ell_{nFL} \sim 1/\bar{\alpha}$. Since the flow of $\tilde{\alpha}$ is slow, in order to analyze the flow of $\tilde{V}$, let us first assume that $\tilde{\alpha}$ is constant. We see that the flow is then towards $\tilde{V} = -\infty$ signaling a pairing instability. Solving Eq. (2.26),

$$\tilde{V}(\ell) = \sqrt{\bar{\alpha}} \tan \left(-\sqrt{\bar{\alpha}}\ell + \tan^{-1} \frac{\tilde{V}(0)}{\sqrt{\bar{\alpha}}} \right) \tag{A2}$$

We see that $\tilde{V}$ diverges at

$$\ell_{p} = \frac{1}{\sqrt{\bar{\alpha}}} \left( \frac{\pi}{2} + \tan^{-1} \frac{\tilde{V}(0)}{\sqrt{\bar{\alpha}}} \right) \tag{A3}$$

and we expect a pairing gap $\Delta \sim \Lambda e^{-\ell_{p}}$. Let us discuss various limits of Eq. (A3). If the “bare” short range interaction is small compared to the long-range interaction,

$$\ell_{p} \approx \frac{\pi}{2\sqrt{\bar{\alpha}}}, \quad |\tilde{V}| \ll \sqrt{\bar{\alpha}} \tag{A4}$$

On the other hand, if the bare short range interaction is large and repulsive,

$$\ell_{p} \approx \frac{\pi}{\sqrt{\bar{\alpha}}}, \quad \tilde{V} \gg \sqrt{\bar{\alpha}} \tag{A5}$$

i.e. the magnitude of the gap is reduced by a factor of two on the logarithmic scale compared to the case (A4). Finally, if the bare short range interaction is large and attractive,

$$\ell_{p} \approx \frac{1}{|\tilde{V}|}, \quad \tilde{V} < 0, |\tilde{V}| \gg \sqrt{\bar{\alpha}} \tag{A6}$$

which is just the usual BCS result. In any case, $\tilde{\alpha}\ell_{p} < \pi\sqrt{\bar{\alpha}} \ll 1$ hence the running of $\tilde{\alpha}$ can, indeed, be neglected in estimating the size of the gap. Moreover, $\ell_{p} < \pi/\sqrt{\bar{\alpha}} \ll \ell_{nFL} \sim 1/\bar{\alpha}$, hence the non-Fermi-liquid physics is preempted by pairing.

If we turn on a finite $\epsilon$, the flow of $\tilde{V}$ to $-\infty$ persists. Let us estimate the size of the gap. In the present case $\tilde{\alpha}$ and $v_{F}$ run as,

$$\tilde{\alpha}(\ell) = \frac{\tilde{\alpha}(0)e^{\epsilon\ell/2}}{1 + \frac{2\tilde{\alpha}(0)}{\epsilon}(e^{\epsilon\ell/2} - 1)}$$
$$v_{F}(\ell) = \frac{v_{F}(0)}{1 + \frac{2\tilde{\alpha}(0)}{\epsilon}(e^{\epsilon\ell/2} - 1)}. \tag{A7}$$

Note that for $\tilde{\alpha} \sim \tilde{\alpha}_{s} = \epsilon/2$ the scale at which non-Fermi-liquid effects become manifest is $\ell_{nFL} \sim 1/\epsilon$. For $\tilde{\alpha} \gg \epsilon$, one first observes logarithmic running of $v_{F}$ for $\ell \gtrsim \ell_{nFL} \sim 1/\tilde{\alpha}$, and then power law running for $\ell \gtrsim 1/\epsilon$. Finally, if $\tilde{\alpha} \ll \epsilon$, $\ell_{nFL} \sim \frac{2}{\epsilon} \log(\epsilon/\tilde{\alpha})$. Proceeding to the flow of $\tilde{V}$, we observe that if $\tilde{\alpha} \gg \epsilon^{2}$, the flow of $\tilde{\alpha}$ can be ignored for the purpose of estimating the pairing scale and previous results Eqs. (A2) and (A3) hold. Comparing the pairing scale and the non-Fermi-liquid scale, we find that the former is always parametrically higher in this regime. Indeed, for $\tilde{\alpha} \sim O(\epsilon)$ and $\tilde{\alpha} \gg \epsilon$, $\ell_{p} < \pi/\sqrt{\bar{\alpha}} \ll \ell_{nFL} \sim 1/\tilde{\alpha}$, while for $\epsilon^{2} \approx \tilde{\alpha} \ll \epsilon$, $\ell_{p} < \pi/\sqrt{\bar{\alpha}} \ll \ell_{nFL} \sim \frac{2}{\epsilon} \log \frac{\tilde{\alpha}}{\epsilon}$. In the remaining regime $\tilde{\alpha} \lesssim \epsilon^{2}$, the flow of $\tilde{\alpha}$ cannot be ignored. However, this regime can be effectively analyzed as a part of a wider range $\tilde{\alpha} \ll \epsilon$. As is already clear from the arguments above, if we start with $\tilde{\alpha} \ll \epsilon$, $\tilde{\alpha}$ will remain in this range throughout the evolution. Hence, in this regime, we may approximate,

$$\frac{d\tilde{\alpha}}{d\ell} = \frac{\epsilon}{2\tilde{\alpha}} \tag{A8}$$

$$\frac{d\tilde{V}}{d\tilde{\alpha}} = -2(\tilde{\alpha} + \tilde{V}^{2}) \tag{A9}$$

We may eliminate the $\epsilon$ dependence from Eq. (A9) by defining $\tilde{\alpha} = \epsilon^{2}\tilde{\alpha}$, $\tilde{V} = \epsilon\tilde{V}$. Then,

$$\frac{d\tilde{V}}{d\tilde{\alpha}} = -2(\tilde{\alpha} + \tilde{V}^{2}) \tag{A10}$$

The solution to Eq. (A10) is,

$$\tilde{V}(\tilde{\alpha}) = -\frac{\sqrt{\bar{\alpha}} J_{0}(4\sqrt{\alpha}) + CY_{1}(4\sqrt{\alpha})}{J_{0}(4\sqrt{\alpha}) + CY_{0}(4\sqrt{\alpha})} \tag{A11}$$

where initial conditions fix the constant $C$ to be,

$$C = -\frac{\sqrt{\bar{\alpha}} J_{0}(4\sqrt{\alpha})(4\sqrt{\alpha}) + J_{0}(4\sqrt{\alpha})(4\sqrt{\alpha})}{\sqrt{\bar{\alpha}} Y_{1}(4\sqrt{\alpha}) + Y_{0}(4\sqrt{\alpha})(4\sqrt{\alpha})} \tag{A12}$$

Observe that $\tilde{V}$ has a divergence at $\tilde{\alpha} = \tilde{\alpha}_{p}$ with

$$\frac{J_{0}(4\sqrt{\alpha})}{Y_{0}(4\sqrt{\alpha})} = -C \tag{A13}$$

As is clear from Fig. 7, irrespective of the value of $C$, if $\alpha$ ($\tilde{\alpha}$) is of $O(\epsilon^{2})$ (of $O(1)$) or less, the above equation has a solution with $\tilde{\alpha}_{p}$ at most of $O(1)$. Hence, we have

$$\ell_{p} = \frac{2}{\epsilon} \log \frac{\epsilon^{2}\tilde{\alpha}}{\tilde{\alpha}} \ll \ell_{nFL} \sim \frac{2}{\epsilon} \log \frac{\epsilon}{\tilde{\alpha}} \tag{A14}$$

Thus, in this regime pairing also always occurs before non-Fermi-liquid effects become significant. Having established this, we will not analyze the full behaviour of the pairing scale as a function of initial $\tilde{\alpha}$ and $\tilde{V}$ in this
regime, but will only discuss the case of smallest coupling, \( \bar{\alpha} \ll \epsilon^2 \) \( (\bar{\alpha} \ll 1) \). Then, Eq. (A13) may be rewritten as,

\[
\frac{Y_0(4\sqrt{\bar{\alpha}})}{J_0(4\sqrt{\bar{\alpha}})} \approx \frac{Y_0(4\sqrt{\bar{\alpha}})}{J_0(4\sqrt{\bar{\alpha}})} - \frac{1}{2\pi \bar{V}} \quad (A15)
\]

The function \( Y_0(x)/J_0(x) \) is increasing wherever it is continuous (see Fig. 7). Hence, as we need a solution with \( \bar{\alpha}_p > \bar{\alpha} \), for \( \bar{V} > 0 \) we conclude that \( 4\sqrt{\bar{\alpha}_p} > x_0 \), with \( x_0 \approx 2.405 \) - the first zero of \( J_0(x) \). Moreover, as \( Y_0(x) \approx \frac{2}{\pi} \log x \) for \( x \to 0 \), the right-hand-side of Eq. (A15) tends to \( -\infty \), hence,

\[
\bar{\alpha}_p \approx \frac{x_0^2}{16} = 0.361, \quad \bar{V} > 0, \quad \bar{\alpha} \ll \epsilon^2,
\]

and the pairing scale can be obtained from Eq. (A14). Now, if \( \bar{V} < 0 \) but \( |\bar{V}| \ll (\log \frac{1}{\epsilon})^{-1} \), the right-hand-side of Eq. (A15) tends to \( +\infty \) and Eq. (A16) still holds. Finally, if \( \bar{V} < 0 \) and \( |\bar{V}| \gg (\log \frac{1}{\epsilon})^{-1} \), \( \bar{\alpha}_p \ll 1 \) and from Eq. (A15) we obtain

\[
\bar{\alpha}_p = \bar{\alpha} e^{1/2|\bar{V}|}, \quad \bar{V} < 0, \quad |\bar{V}| \gg \left( \log \frac{1}{\epsilon} \right)^{-1}, \quad \bar{\alpha} \ll \epsilon^2\quad (A17)
\]

which gives the standard BCS result \( \ell_p = \frac{1}{|\bar{V}|} \).

**Appendix B: Solution of RG equations: HLR phase with Coulomb interactions**

In this appendix we provide a detailed solution of the RG equations, (2.12), (2.26), for the HLR phase with Coulomb interactions. We thus set \( \zeta = -1 \) in Eq. (2.26) and \( \epsilon = 0 \) in Eq. (2.12).

The flow in the \((\bar{V}, \bar{\alpha})\) plane takes the form shown in Fig. 6. Note that part of the phase space is controlled by the fixed point \( \bar{V} = 0, \bar{\alpha} = 0 \), while the rest of the flow trajectories are towards \( \bar{V} = -\infty \). We will show below that the two regions are separated by the line \( \bar{V} = -\sqrt{\bar{\alpha}} \).

Let us proceed to solve the flow equations. The flow of \( \bar{\alpha} \) is the same as for the Ising-nematic case, Eq. (A1). Defining \( \bar{V} = \sqrt{\bar{\alpha}} g \),

\[
\frac{dg}{d\ell} = \sqrt{\bar{\alpha}} (1 - g^2) + \frac{1}{2} \bar{\alpha} g \quad (B1)
\]

In the limit \( \bar{\alpha} \to 0 \), we can neglect the last term in Eq. (B1). Then,

\[
\frac{dg}{d\bar{\alpha}} = -\bar{\alpha}^{-3/2} (1 - g^2) \quad (B2)
\]

which gives,

\[
g(\ell) = \frac{(g(0) + 1) \exp \left[ 4(\bar{\alpha}(\ell)^{-1/2} - \bar{\alpha}(0)^{-1/2}) \right] + (g(0) - 1)}{(g(0) + 1) \exp \left[ 4(\bar{\alpha}(\ell)^{-1/2} - \bar{\alpha}(0)^{-1/2}) \right] - (g(0) - 1)} \quad (B3)
\]

As \( \bar{\alpha} \) flows to zero the following cases are possible. If \( g(0) > -1 \), i.e. \( \bar{V}(0) > -\sqrt{\bar{\alpha}(0)} \), then \( g \) flows to 1,

\[
\bar{V}(\ell) \to \sqrt{\bar{\alpha}(\ell)} \approx \frac{1}{\sqrt{\ell}}, \quad \bar{V} \to -\sqrt{\bar{\alpha}} \quad (B4)
\]

If one starts exactly on the transition line, \( g(0) = -1 \), then \( g \) remains fixed at \( g = -1 \),

\[
\bar{V}(\ell) = -\sqrt{\bar{\alpha}(\ell)} \approx -\frac{1}{\sqrt{\ell}}, \quad \bar{V} = -\sqrt{\bar{\alpha}(0)} \quad (B5)
\]

Finally, if \( g(0) < -1 \), i.e. \( \bar{V}(0) < -\sqrt{\bar{\alpha}(0)} \), \( \bar{V}(\ell) \) flows to \( -\infty \) and diverges at \( \ell = \ell_p \), with

\[
\ell_p = \frac{1}{16} \left( \log \frac{\bar{V} - \sqrt{\bar{\alpha}}}{\bar{V} + \sqrt{\bar{\alpha}}} + 4\bar{\alpha}^{-1/2} \right)^2 - \bar{\alpha}^{-1} \quad (B6)
\]

In particular, as \( \bar{V} \) approaches the transition line, \( \delta \bar{V} = \bar{V} + \sqrt{\bar{\alpha}} \to 0^- \), the pairing gap \( \Delta \sim \Lambda_w e^{-\ell_p} \) vanishes as,

\[
\Delta \sim \Lambda_w \exp \left( -\frac{1}{16} \log^2 \delta \bar{V} \right) = |\delta \bar{V}|^{\frac{1}{16}} \log \frac{1}{\delta \bar{V}} \quad (B7)
\]

---

In this paper, we only consider conventional BCS pairing of spinons with total pair momentum $\vec{P} = 0$. A different possibility, encouraged by the Amperian current-current interaction, where the total pair momentum $|\vec{P}| = 2k_F$ was considered in Ref. 66. However, in the $\epsilon$-expansion employed in the present paper, the spinon FS is stable to such pairing.

Strictly speaking, the HLR phase is only defined at zero temperature, where it occurs at a fixed electron density ($\nu = 1/2$ for the clean, Galilean invariant system). For $\nu$ deviating from 1/2 and $T = 0$, composite fermions see a background magnetic field $B_{\text{eff}} = B - 2(2\pi)n$, and so form Landau levels. At low enough temperature, one, thus, expects to see a sequence of integer QH states of composite fermions, which correspond to a sequence of FQH states of physical electrons with $\nu = p/(2p \pm 1)$.\(^{71}\) In our discussion, we assume that the temperature $T$ is much larger than the cyclotron frequency $\omega_c$ of composite fermions, so that Landau-level quantization can be neglected. At the same time, for our estimates to be correct, we need the temperature to be much lower than the gap, $\Delta$, of the paired CF phase. We expect the cyclotron frequency, $\omega_c = B_{\text{eff}}/m^* = \nu B_{\text{eff}}/k_F$. The Fermi-velocity in the HLR phase runs with energy, \([2.16]\), $v_F \sim \omega_c^{1/2}/f$. When Landau-levels of composite fermions form, we expect that the running of $v_F$ will be cut-off at $\omega = \omega_c$. We, thus, obtain, $\omega_c \sim (B_{\text{eff}})^{1/2}$. At the first order transition from the paired CF phase to the HLR phase, $B_{\text{eff}} \sim \delta n_c \sim \Delta^{5/6}$, so $\omega_c \sim \Delta^{5/4}$. Thus, our calculations are legitimate as long as $\Delta^{5/4} \ll T \ll \Delta$.

Strictly speaking, this assumption is unphysical for the Ising-nematic QCP, however, it is not expected to change our results qualitatively.