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# Methods in Monte Carlo Computation, Astrophysical Data Analysis and Hypothesis Testing with Multiply-Imputed Data 


#### Abstract

We present three topics in this thesis: the next generation warp bridge sampling, Bayesian methods for modeling source intensities, and large-sample hypothesis testing procedures in multiple imputation.

Bridge sampling is an effective Monte Carlo method to estimate the ratio of the normalizing constants of two densities. The Monte Carlo errors of the estimator are directly controlled by the overlap between the densities. In Chapter 1, we generalize the warp transformations in Meng and Schilling (2002), and introduce a class of stochastic transformation, called warp- U transformation, which aims at increasing the overlap of the densities of the transformed data without altering the normalizing constants. Warp-U transformation is determined by a Gaussian mixture distribution, which has reasonable amount of overlap with the density of unknown normalizing constant. We show warp- U transformation reduces the f-divergence of two densities, thus bridge sampling with warp- U transformed data has better statistical efficiency than that based on the original data. We then propose a computationally efficient method to find a Gaussian mixture distribution and investigate the performance of the corresponding warp-U bridge sampling. Finally, theoretical and simulation results are provided to shed light on how to choose the tuning parameters in the algorithm.


In Chapter 2, we propose a Bayesian hierarchical model to study the distribution of the X-ray intensities of stellar sources. One novelty of the model is its use of a zero-inflated gamma distribution for the source intensities to reflect the possibility of "dark" sources with practically zero luminosity. To quantify the evidence for "dark" sources, we develop a Bayesian hypothesis testing procedure based on the posterior predictive p-value. Statistical properties of the model and the test are investigated via simulation. Finally, we apply our method to a real dataset from Chandra.

Chapter 3 presents large-sample hypothesis testing procedures in multiple imputation, a common practice to handle missing data. Several procedures are classified, discussed, and compared in details. We also provide an improvement of a Wald-type procedure and investigate a practical issue of the likelihood-ratio based procedure.
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## Chapter 1

## Warp Bridge Sampling: the Next

## Generation

### 1.1 Motivations and Applications

MCMC methods enable us to simulate data from an unnormalized density without knowing the normalizing constant. However, in scientific and statistical studies, many problems are formulated as (ratios of) normalizing constants.

An example in physics and chemistry is the partition function, which describes the statistical properties of a system in thermodynamic equilibrium. It is the integral of the system density $q(\omega ; T, v)=\exp \left(\frac{-H(\omega, v)}{k T}\right)$, where $T$ is the temperature, $k$ is the Boltzmann's constant, $v$ is a vector of system characteristics, and $H(\omega, v)$ is the energy function. Because of the high dimentionality of the energy function, Monte Carlo methods are often used to estimate the integral (see, for example, Bennett, 1976; Ceperley, 1995; Voter and Doll, 1985).

Another example is the computation of the observed-data likelihood, $L\left(\Theta ; Y_{\text {obs }}\right)$, in the presence of massive missing data. More specifically, $L\left(\Theta ; Y_{\text {obs }}\right)$ can be formulated as the normalizing constant of the conditional distribution of $Y_{\text {mis }}$ given $\left(Y_{\text {obs }}, \Theta\right)$, with the complete-data distribution as the unnormalized density, i.e.,

$$
L\left(\Theta ; Y_{\text {obs }}\right) \triangleq P\left(Y_{\text {obs }} \mid \Theta\right)=\int P\left(Y_{\text {mis }}, Y_{\text {obs }} \mid \Theta\right) \mathbf{u}\left(\mathrm{d} Y_{\mathrm{mis}}\right) .
$$

An application lies in the genetic linkage analysis, where $\Theta$ represents the locations of disease genes relative to a set of markers, $Y_{\text {obs }}$ is the vector of genotypes of markers for some members of a pedigree, and an example of the missing information is the ellele types inherited from the parents. For a large pedigree with many loci, direct calculation of the observed-data likelihood is often prohibitive. Fortunately, it is feasible to simulate $Y_{\text {mis }}$ from the conditional distribution, $P\left(Y_{\text {mis }} \mid Y_{\text {obs }}, \Theta\right)$, and to evaluate $P\left(Y_{\text {obs }}, Y_{\text {mis }} \mid \Theta\right)$, so researchers often resort to Monte Carlo methods to estimate the observed-data likelihood.

In addition, Monte Carlo integration is often used to estimate Bayes factors for the purpose of model selection. Let $Y$ be the data, fitted to two plausible models $M_{0}$ and $M_{1}$, parametrized by $\Theta_{0}$ and $\Theta_{1}$. The Bayes factor of the two models is defined as the ratio of the model likelihoods, $P\left(Y \mid M_{0}\right)$ and $P\left(Y \mid M_{1}\right)$, where

$$
P\left(Y \mid M_{i}\right)=\int P\left(Y \mid \Theta_{i}, M_{i}\right) P\left(\Theta_{i} \mid M_{i}\right) \mathbf{u}\left(\mathrm{d} \Theta_{i}\right)
$$

is the normalizing constant of the unnormalized density, $P\left(\Theta_{i}, Y \mid M_{i}\right)$, of $\Theta_{i}$. In most applications, Monte Carlo draws of $\Theta_{i}$ from its posterior distribution, $P\left(\Theta_{i} \mid Y, M_{i}\right)$,
are made for the purpose of statistical inference. So no additional sample is needed to estimate the Bayes factor via Monte Carlo methods.

Some good reviews of the applications of estimating the (ratios of) normalizing constants can be found in Meng and Wong (1996), Gelman and Meng (1998), Shao and Ibrahim (2000), and Tan (2013).

This chapter is organized as follows. First, we provide a brief review of bridge sampling and warp bridge sampling, highlighting the power of transformation in increasing the overlap of two densities and thus reducing the Monte Carlo errors in estimating the normalizing constants. Then, we introduce a general class of stochastic transformation that can warp two densities into having substantial overlap without altering their normalizing constants. Theoretical results and simulation studies are provided to demonstrate the potential of this class of transformation. In Section 1.4, we propose a computationally efficient method to find a specific transformation in the class and study the properties of the corresponding estimator. Finally, we compare both the computation costs and the statistical efficiencies of estimators with different tuning parameters, in the hope of providing some guidance for choosing these parameters.

### 1.2 Literature Review: Warp Bridge Sampling

Bridge sampling (Bennett, 1976; Meng and Wong, 1996) is an effective method to estimate the ratio of the normalizing constants of two unnormalized densities. The Monte Carlo errors of the estimator depend on the amount of overlap between the two densities. Warp bridge sampling aims to reduce the Monte Carlo errors by
transforming the data so that the densities of the transformed data have more overlap.
To fix the idea, for $i=1,2$, let $q_{i}$ be the two unnormalized densities with respect to a common measure $\mathbf{u}$, each with a normalizing constant $c_{i}$. We use $p_{i}$ to denote the normalized density, i.e., $p_{i}(\omega)=c_{i}^{-1} q_{i}(\omega)$, for $\omega \in \Omega_{i}$, where $\Omega_{i}$ is the support of $q_{i}$. We are interested in estimating the ratio of the two normalizing constants, i.e., $r=c_{1} / c_{2}$ or $\lambda=\log (r)$, with the available draws, $\left\{w_{i, 1}, w_{i, 2}, \cdots, w_{i, n_{i}}\right\}$, from $p_{i}$.

### 1.2.1 Bridge Sampling

Bridge sampling relies on a simple fact that for any function, $\alpha$, that is defined on $\Omega_{1} \cap \Omega_{2}$ and satisfies

$$
0<\left|\int_{\Omega_{1} \cap \Omega_{2}} \alpha(\omega) p_{1}(\omega) p_{2}(\omega) \mathbf{u}(\mathrm{d} \omega)\right|<\infty
$$

the following identity holds,

$$
\begin{equation*}
r=\frac{c_{1}}{c_{2}}=\frac{\mathrm{E}_{2}\left[q_{1}(\omega) \alpha(\omega)\right]}{\mathrm{E}_{1}\left[q_{2}(\omega) \alpha(\omega)\right]}, \tag{1.1}
\end{equation*}
$$

where $\mathrm{E}_{i}$ represents the expectation with respect to the density $p_{i}$. The corresponding bridge sampling estimator of $r$ is defined by replacing the expectations in (1.1) by the sampling averages, that is,

$$
\begin{equation*}
\widehat{r}_{\alpha}=\frac{n_{2}^{-1} \sum_{j=1}^{n_{2}} q_{1}\left(w_{2, j}\right) \alpha\left(w_{2, j}\right)}{n_{1}^{-1} \sum_{j=1}^{n_{1}} q_{2}\left(w_{1, j}\right) \alpha\left(w_{1, j}\right)} . \tag{1.2}
\end{equation*}
$$

Different choices of $\alpha$ correspond to estimators with different statistical efficiencies, quantified by the asymptotic variance of $\widehat{\lambda}_{\alpha}=\log \left(\widehat{r}_{\alpha}\right)$, or equivalently, the asymptotic relative variance of $\widehat{r}_{\alpha}, \mathrm{E}\left(\widehat{r}_{\alpha}-r\right)^{2} / r^{2}$. Meng and Wong (1996) showed that asymptotically the variance of $\widehat{\lambda}_{\alpha}$ can be approximated by its first-order term $\left(n_{1}+n_{2}\right)^{-1} \mathcal{V}_{\alpha}\left(p_{1}, p_{2}\right)$, where

$$
\begin{equation*}
\mathcal{V}_{\alpha}\left(p_{1}, p_{2}\right)=\frac{\int p_{1}^{*} p_{2}^{*}\left(p_{1}^{*}+p_{2}^{*}\right) \alpha^{2} \mathbf{u}(\mathrm{~d} \omega)}{\left(\int p_{1}^{*} p_{2}^{*} \alpha \mathbf{u}(\mathrm{~d} \omega)\right)^{2}}-\frac{1}{s_{1}}-\frac{1}{s_{2}} \tag{1.3}
\end{equation*}
$$

with $s_{i}=n_{i} /\left(n_{1}+n_{2}\right)$, and $p_{i}^{*}=s_{i} p_{i}$.
The importance sampling and the geometric bridge sampling are both special cases of bridge sampling, with $\alpha_{\mathrm{imp}} \propto 1 / q_{2}$ and $\alpha_{\text {geo }} \propto 1 / \sqrt{q_{1} q_{2}}$, respectively. Meng and Wong (1996) showed that the asymptotic variance of the geometric bridge sampling estimator, denoted as $\widehat{\lambda}_{\text {geo }}=\log \left(\widehat{r}_{\text {geo }}\right)$, is

$$
\begin{equation*}
\operatorname{Var}\left(\widehat{\lambda}_{\text {geo }}\right)=\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)\left\{b\left[1-H_{\mathrm{E}}^{2}\left(p_{1}, p_{2}\right)\right]^{-2}-1\right\}+o\left(\frac{1}{n_{1}+n_{2}}\right), \tag{1.4}
\end{equation*}
$$

where $b=\int_{\Omega_{1} \cap \Omega_{2}}\left[p_{1}^{*}(\omega)+p_{2}^{*}(\omega)\right] \mathbf{u}(\mathrm{d} \omega) \leqslant 1$, and $H_{\mathrm{E}}\left(p_{1}, p_{2}\right)$ is the Hellinger distance between $p_{1}$ and $p_{2}$, defined as

$$
\begin{equation*}
H_{\mathrm{E}}\left(p_{1}, p_{2}\right)=\left[\frac{1}{2} \int\left(\sqrt{p_{1}(\omega)}-\sqrt{p_{2}(\omega)}\right)^{2} \mathbf{u}(\mathrm{~d} \omega)\right]^{1 / 2} \tag{1.5}
\end{equation*}
$$

When all the draws are independent, Meng and Wong (1996) found that the
optimal choice of $\alpha$ in terms of minimizing the asymptotic variance of $\widehat{\lambda}_{\alpha}$ is

$$
\alpha_{\text {opt }}(\omega) \propto \frac{1}{s_{1} q_{1}(\omega)+r s_{2} q_{2}(\omega)} .
$$

Since $\alpha_{\text {opt }}$ depends on the unknown quantity $r$, Meng and Wong (1996) proposed an iterative sequence, defined below, that converges to the optimal bridge sampling estimator, $\widehat{r}_{\text {opt }}$,

$$
\begin{equation*}
\widehat{r}_{\mathrm{opt}}^{(t+1)}=\frac{\frac{1}{n_{2}} \sum_{j=1}^{n_{2}}\left[\frac{l_{2, j}}{s_{1} l_{2, j}+s_{2} \widehat{r}_{\mathrm{opt}}^{(t)}}\right]}{\frac{1}{n_{1}} \sum_{j=1}^{n_{1}}\left[\frac{1}{s_{1} l_{1, j}+s_{2} \widehat{r}_{\mathrm{opt}}^{(t)}}\right]}, \tag{1.6}
\end{equation*}
$$

where $l_{i, j}=q_{1}\left(w_{i, j}\right) / q_{2}\left(w_{i, j}\right)$, for $i=1,2$, and $j=1,2, \cdots, n_{i}$. The sequence typically converges to $\widehat{r}_{\text {opt }}$ within 10 iterations in our simulation. We define the (sample-size adjusted) Harmonic distance between $p_{1}$ and $p_{2}$ as

$$
\begin{equation*}
H_{\mathrm{A}}\left(p_{1}, p_{2}\right)=\left\{\int_{\Omega_{1} \cap \Omega_{2}}\left[p_{1}^{*}(\omega)^{-1}+p_{2}^{*}(\omega)^{-1}\right]^{-1} \mathbf{u}(\mathrm{~d} \omega)\right\}^{-1}-s_{1}^{-1}-s_{2}^{-1} \tag{1.7}
\end{equation*}
$$

Then the asymptotic variance of $\hat{\lambda}_{\text {opt }}=\log \left(\widehat{r}_{\text {opt }}\right)$ is

$$
\begin{equation*}
\operatorname{Var}\left(\widehat{\lambda}_{\mathrm{opt}}\right)=\frac{1}{n_{1}+n_{2}} H_{\mathrm{A}}\left(p_{1}, p_{2}\right)+o\left(\frac{1}{n_{1}+n_{2}}\right) . \tag{1.8}
\end{equation*}
$$

Kong et al. (2003) formulated the Monte Carlo estimation of integrals as a statistical inference problem, where the parameter to be estimated is the non-negative measure, $\mathbf{u}$, which we purposefully choose and pretend to be unknown. Let $\left\{w_{i, 1}, \cdots, w_{i, n_{i}}\right\}$ be independent draws from the probability measure, $P_{i}(\mathrm{~d} \omega)=c_{i}^{-1} q_{i}(\omega) \mathbf{u}(\mathrm{d} \omega)$, for
$i=1, \cdots, k$. Then the maximum likelihood estimator (MLE) of $\mathbf{u}$ is a discrete measure defined on the set of all the simulated data, $\boldsymbol{\Omega}_{k}$, i.e.,

$$
\widehat{\mathbf{u}}(\{\omega\})=\frac{n \widehat{P}(\{\omega\})}{\sum_{s=1}^{k} n_{s} \widehat{c}_{s}^{-1} q_{s}(\omega)},
$$

where $n$ is the total sample size, $\widehat{P}$ is the discrete measure supported on $\boldsymbol{\Omega}_{k}$ with equal probability, and $\widehat{c}_{i}$ is the MLE of $c_{i}$, which satisfies

$$
\begin{equation*}
\widehat{c}_{i}=\int q_{i}(\omega) \widehat{\mathbf{u}}(\mathrm{d} \omega)=\sum_{l=1}^{k} \sum_{j=1}^{n_{l}} \frac{q_{i}\left(w_{l, j}\right)}{\sum_{s=1}^{k} n_{s} \widehat{c}_{s}^{-1} q_{s}\left(w_{l, j}\right)} \tag{1.9}
\end{equation*}
$$

In the special case of $k=2$, the MLE of $c_{1} / c_{2}$ is equivalent to the optimal bridge sampling estimator, $\widehat{r}_{\text {opt }}$, in (1.6). When $k>2$, Tan (2004) shows that the MLE of $\left(\frac{c_{1}}{c_{k}}, \cdots, \frac{c_{k-1}}{c_{k}}\right)$ defined in (1.9) has the minimal asymptotic variance-covariance matrix among the extended bridge sampling estimators.

### 1.2.2 Warp Bridge Sampling

According to (1.8), the only way to further reduce the asymptotic variance of $\widehat{\lambda}_{\text {opt }}$ without making additional draws from $p_{1}$ or $p_{2}$ is to reduce the Harmonic distance between the two densities. More specifically, we can apply a transformation, $\mathcal{F}_{i}$, to the original data such that the unnormalized density, $\widetilde{q}_{i}$, of the transformed data, $\widetilde{w}_{i, j}$, has the same normalizing constant as $q_{i}$, i.e.,

$$
\widetilde{w}_{i, j}=\mathcal{F}_{i}\left(w_{i, j}\right) \stackrel{\mathrm{iid}}{\sim} \widetilde{p}_{i}=\frac{1}{c_{i}} \widetilde{q}_{i},
$$

where $\widetilde{p}_{i}$ is the normalized density of $\widetilde{w}_{i, j}$. Then, the bridge sampling estimator with the transformed data also estimates $r$. If the transformations lead to

$$
H_{\mathrm{A}}\left(\widetilde{p}_{1}, \widetilde{p}_{2}\right)<H_{\mathrm{A}}\left(p_{1}, p_{2}\right),
$$

the optimal bridge sampling estimator based on $\left\{\widetilde{w}_{i, 1}, \cdots, \widetilde{w}_{i, n_{i}}\right\}$ will have smaller asymptotic variance than that based on $\left\{w_{i, 1}, \cdots, w_{i, n_{i}}\right\}$.

Warp transformation, proposed by Meng and Schilling (2002), is a class of transformations that aims at reducing the distance between the resulting densities while keeping the normalizing constants unchanged.

In the remainder of this chapter, we refer the warp- $\mathcal{X}$ bridge sampling to the bridge sampling with the data and the densities in (1.2) replaced with the warp- $\mathcal{X}$ transformed data, $\left\{\widetilde{w}_{i, 1}^{(\mathcal{X})}, \cdots, \widetilde{w}_{i, n_{i}}^{(\mathcal{X})}\right\}$, and their corresponding densities, $\widetilde{q}_{i}^{(\mathcal{X})}$, where the superscript ${ }^{(\mathcal{X})}$ represents the type of transformation. The corresponding estimator is denoted as $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}=\log \left(\widehat{r}_{\alpha}^{(\mathcal{X})}\right)$ for general choices of $\alpha$, and $\widehat{\lambda}_{\text {opt }}^{(\mathcal{X})}=\log \left(\widehat{r}_{\text {opt }}^{(\mathcal{X})}\right)$ for the optimal bridge sampling. Let $\boldsymbol{\zeta}$ be the vector of parameters that characterizes the warp- $\mathcal{X}$ transformation. It is important to note that $\alpha$ is typically a functional of the two densities, as in the geometric bridge sampling and the optimal bridge sampling, so in the warp- $\mathcal{X}$ bridge sampling, $\alpha$ may also depend on $\boldsymbol{\zeta}$.

Warp-I transformation "moves" one density "closer" to the other density to reduce their distance. Let $\mu$ be a location parameter, e.g., the difference between the means or the modes of the two densities. The transformations applied to the data are

$$
\widetilde{w}_{1, j}^{(\mathrm{I})}=w_{1, j}-\mu, \quad \widetilde{w}_{2, j}^{(\mathrm{I})}=w_{2, j}
$$



Figure 1.1: Graphical illustration of warp-I transformation. The dashed and the solid lines are the curves of $p_{1}$ and $p_{2}$. The dash-dot line is the density, $\widetilde{p}_{1}^{\text {(1) }}$, of the warp-I transformed data, obtained by moving $p_{1}$ to the left by $\mu$ units. The shaded areas are the overlap between two densities. After warp-I transformation, the overlap increases.
and the corresponding densities are

$$
\widetilde{q}_{1}^{(\mathrm{I})}(w)=q_{1}(w+\mu), \quad \widetilde{q}_{2}^{(\mathrm{I})}=q_{2} .
$$

The warp-I bridge sampling estimator of $r$ is

$$
\widehat{r}_{\alpha}^{(\mathrm{I})}=\frac{n_{2}^{-1} \sum_{j=1}^{n_{2}} \widetilde{q}_{1}^{(\mathrm{I})}\left(\widetilde{w}_{2, j}^{(\mathrm{I})}\right) \alpha\left(\widetilde{w}_{2, j}^{(\mathrm{I})}\right)}{n_{1}^{-1} \sum_{j=1}^{n_{1}} \widetilde{q}_{2}^{\mathrm{I})}\left(\widetilde{w}_{1, j}^{(\mathrm{I})}\right) \alpha\left(\widetilde{w}_{1, j}^{(\mathrm{I}}\right)}=\frac{n_{2}^{-1} \sum_{j=1}^{n_{2}} q_{1}\left(w_{2, j}+\mu\right) \alpha\left(w_{2, j}\right)}{n_{1}^{-1} \sum_{j=1}^{n_{1}} q_{2}\left(w_{1, j}-\mu\right) \alpha\left(w_{1, j}-\mu\right)} .
$$

Figure 1.1 shows the densities before (left penal) and after (right penal) warp-I transformation, demonstrating the increase of the overlap.

Warp-II transformation matches both the center and the spread of the two densities to increase the amount of overlap. Let $\mu_{i}$ be a location parameter, $\mathcal{S}_{i}$ be a scaling


Figure 1.2: Graphical illustration of warp-II (left) and warp-III transformation (right). The dashed and the solid lines are the curves of $p_{1}$ and $p_{2}$. The dash-dot lines are $p_{1}^{(\mathrm{II})}$ (left) and $p_{1}^{\text {(III) }}$ (right), obtained by warp-II and warp-III transformation, respectively.
parameter, and $\boldsymbol{\zeta}=\left(\mu_{1}, \mu_{2}, \mathcal{S}_{1}, \mathcal{S}_{2}\right)$. The warp-II transformation applied to $w_{i, j}$ is

$$
\widetilde{w}_{i, j}^{(\mathrm{II})}=\mathcal{S}_{i}^{-1}\left(w_{i, j}-\mu_{i}\right),
$$

the unnormalized density of which is

$$
\widetilde{q}_{i}^{\text {(II) }}(\omega)=\left|\mathcal{S}_{i}\right| q_{i}\left(\mathcal{S}_{i} \omega+\mu_{i}\right) .
$$

Then the corresponding warp-II bridge sampling estimator is

$$
\widehat{r}_{\alpha}^{\text {(II })}=\frac{n_{2}^{-1} \sum_{j=1}^{n_{2}}\left|\mathcal{S}_{1}\right| q_{1}\left(\mathcal{S}_{1} \mathcal{S}_{2}^{-1}\left(w_{2, j}-\mu_{2}\right)+\mu_{1}\right) \alpha\left(\mathcal{S}_{2}^{-1}\left(w_{2, j}-\mu_{2}\right)\right)}{n_{1}^{-1} \sum_{j=1}^{n_{1}}\left|\mathcal{S}_{2}\right| q_{2}\left(\mathcal{S}_{2} \mathcal{S}_{1}^{-1}\left(w_{1, j}-\mu_{1}\right)+\mu_{2}\right) \alpha\left(\mathcal{S}_{1}^{-1}\left(w_{1, j}-\mu_{1}\right)\right)} .
$$

The dash-dot curve in Figure 1.2 (left) is an example of $\widetilde{p}_{1}^{(\mathrm{II})}$, which has more overlap with $p_{2}$ than $p_{1}$ or $\widetilde{p}_{1}^{(\mathrm{II})}$.

One common feature of warp-I and warp-II transformations is that the transformation $\mathcal{F}_{i}$ is a deterministic function that maps each $w_{i, j}$ to a unique value. Warp-III transformation, on the other hand, is a stochastic transformation that maps $w_{i, j}$ to different values with certain probabilities to induce symmetry. The warp-III transformation applied to $w_{i, j}$ is

$$
\begin{equation*}
\widetilde{w}_{i, j}^{(\text {III })}=b_{i, j} \mathcal{S}_{i}^{-1}\left(w_{i, j}-\mu_{i}\right), \tag{1.10}
\end{equation*}
$$

where $b_{i, j}$ takes -1 and 1 with equal probability. The unnormalized density of $\widetilde{w}_{i, j}^{(\text {III }}$ is

$$
\begin{equation*}
\widetilde{q}_{i}^{\text {(III) }}(\omega)=\frac{\left|\mathcal{S}_{i}\right|}{2}\left[q_{i}\left(\mu_{i}-\mathcal{S}_{i} \omega\right)+q_{i}\left(\mu_{i}+\mathcal{S}_{i} \omega\right)\right] . \tag{1.11}
\end{equation*}
$$

Figure 1.2 (right) shows an example of $\widetilde{p}_{1}^{(\text {III })}$ (the dash-dot curve). More explanations and examples of warp I-III transformations can be found in Meng and Schilling (2002).

### 1.3 Warp-U Bridge Sampling

### 1.3.1 Setup of the Problem

The warp I-III transformations are very effective in increasing the overlap of the two densities and thus reducing the asymptotic variance of the bridge sampling estimator, especially when both densities are unimodal. When one or both densities have multiple modes, the power of these transformations is limited. In this section, we generalize warp-III transformation and introduce warp-U transformation, which is capable of "bringing" all the modes of a distribution together and forming a unimodal
distribution (and hence the designation "warp-U").
We focus on the estimation of one normalizing constant and choose the other density to be a well-known density, $\phi$, such as the standard normal distribution or t-distribution. The reasons are the following. First, the goal of the transformation is clear, that is, to transform the data so that the corresponding density will be "close" to $\phi$. Second, the ratio of two normalizing constants can be obtained by estimating the two constants separately, which also bypasses the problem of different dimensionalities of the two densities in bridge sampling (Chen and Shao, 1997). Finally, if both datasets are transformed to have substantial overlap with a common distribution, $\phi$, the resulting densities would also have substantial overlap with each other, thus the ratio can also be well estimated by the bridge sampling estimator with the two transformed datasets. We'll see an example of this in Section 1.5.4.

For clarification, we redefine the notations here. Let $q$ be the unnormalized density of a continuous distribution, and $\left\{w_{1}, \cdots, w_{n}\right\}$ be $n$ independent draws from $p=\frac{1}{c} q$, where $c$ is the normalizing constant of $q$. To estimate $c$ via bridge sampling, we choose the other distribution, $\phi$, to be a well-known and normalized density, and make $m$ independent draws, $\left\{z_{1}, \cdots, z_{m}\right\}$, from it. Warp-U transformation aims at reducing the divergence between $\phi$ and $\widetilde{p}$, the density of the warp- U transformed data $\widetilde{w}_{j}$, and thus reducing the asymptotic variance of the corresponding warp- U bridge sampling estimator $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}=\log \left(\widehat{r}_{\alpha}^{(\mathrm{U})}\right)$.

The density $\phi$ should be easy to evaluate, easy to simulate from, and typically symmetric and unimodal. Examples include the standard normal distribution, tdistribution and Laplace distribution. For concreteness, we assume $\phi$ to be the density
of the standard normal distribution throughout the paper. The conclusions in this section also hold for any other choices of $\phi$.

### 1.3.2 Intuition of Warp-U Transformation

Warp-U transformation is determined by a Gaussian mixture distribution, i.e.,

$$
\begin{equation*}
\phi_{\text {mix }}(\omega ; \boldsymbol{\zeta})=\sum_{k=1}^{K} \phi^{(k)}(\omega)=\sum_{k=1}^{K} \pi_{k}\left|\mathcal{S}_{k}\right|^{-1} \phi\left(\mathcal{S}_{k}^{-1}\left(\omega-\mu_{k}\right)\right), \tag{1.12}
\end{equation*}
$$

where $K$ is the number of components in $\phi_{\text {mix }}$, $\phi^{(k)}$ represents the $k$-th component in $\phi_{\text {mix }}$ including its weight $\pi_{k}$, and $\boldsymbol{\zeta}$ is the vector of parameters, i.e., $\boldsymbol{\zeta}=$ $\left(\pi_{1}, \cdots, \pi_{K}, \mu_{1}, \cdots, \mu_{K}, \mathcal{S}_{1}, \cdots, \mathcal{S}_{K}\right)$.

Alspach and Sorenson (1972) showed that the Gaussian sum approximation can converge uniformly to any piecewise continuous density function. So for a reasonable choice of $K$, we can find a $\phi_{\text {mix }}$ that has sufficient overlap with $p$. Section 1.4 discusses a computationally inexpensive method to find such a $\phi_{\text {mix }}$, where the performance of the resulting warp- U bridge sampling is studied theoretically and via simulation. Before going into the details, we first assume $\phi_{\text {mix }}$ is known and fixed, and explain the intuition of the corresponding warp- U transformation. Figure 1.3 (left) shows the densities, $p$ (red dashed line) and $\phi_{\text {mix }}$ (blue solid line), which have reasonable amount of overlap.

We explain, in Figure 1.4, how a Gaussian mixture distribution can be changed back to the standard normal distribution. The blue solid curve on the vertical plate in Figure 1.4(a) is $\phi_{\text {mix }}$, which is decomposed into three components, $\phi^{(k)}$, for $k=1,2,3$, corresponding to the three blue solid curves in Figure 1.4(b). Each component, $\phi^{(k)}$,


Figure 1.3: (Left) density $p$ (dashed line) and a Gaussian mixture density $\phi_{\text {mix }}$ (solid line), which has substantial overlap with $p$; (Right) after warp-U transformation, $\phi_{\text {mix }}$ turns into the standard normal distribution (solid line) and $p$ turns into $\widetilde{p}^{(\mathrm{U})}$ (dashed line).
is moved by $\mu_{k}$ units to the origin and then rescaled by $\mathcal{S}_{k}^{-1}$, resulting in $\pi_{k} \phi$, as shown in Figure 1.4(d) (the blue solid curves). So after the transformation, the sum of the three components becomes the standard normal distribution.

From another prospective, if $X \sim \phi_{\text {mix }}$, then $X$ can be represented stochastically, i.e.,

$$
X=\mathcal{S}_{\Theta} Z+\mu_{\Theta}
$$

where $Z \sim \phi, \Theta$ is a discrete random variable with a probability mass function $P(\Theta=k)=\pi_{k}$ for $k=1,2,3$, and $\Theta$ and $Z$ are independent. Figure 1.4(b) shows the joint distribution of $\Theta$ and $X$, and their marginal distributions are on the two vertical plates. For $k \in\{1,2,3\}$, we define a deterministic function $\mathcal{F}_{k}(x ; \boldsymbol{\zeta})=\mathcal{S}_{k}^{-1}\left(x-\mu_{k}\right)$. Then, the random index $\Theta$ can induce a random transformation, $\mathcal{F}_{\Theta}(x ; \boldsymbol{\zeta})=\mathcal{S}_{\Theta}^{-1}(x-$ $\left.\mu_{\Theta}\right)$. By applying the random transformation to $X$, we obtain $\mathcal{F}_{\Theta}(X ; \boldsymbol{\zeta})=Z$, and


Figure 1.4: Illustration of warp- U transformation. (a) $\phi_{\text {mix }}$ (solid line) and $p$ (dashed line); (b) the joint and marginal distributions of $X$ and $\Theta$ (solid line); (c) the joint and marginal distributions of $W$ and $\Psi$ (dashed line); (d) the joint and marginal distributions of $\Theta$ and $\widetilde{X}$ (solid line) and those of $\Psi$ and $\widetilde{W}$ (dashed line), where $\widetilde{X}$ and $\widetilde{W}$ are obtained via warp-U transformation.
thus we $\phi_{\text {mix }}$ into $\phi$. In terms of data transformation, if $\left(x_{i}, \theta_{i}\right)$ is drawn from the joint distribution of $(X, \Theta)$, then $\widetilde{x}_{i}=\mathcal{S}_{\theta_{i}}^{-1}\left(x_{i}-\mu_{\theta_{i}}\right)$ is a random draw from $\phi$.

Now we describe how the warp- U transformation, determined by $\phi_{\text {mix }}$, turns $p$ into $\widetilde{p}$, the red dashed line in Figure 1.3. Let $W$ be a random variable from $p$. To obtain the random transformation for $W$, we create a new random variable $\Psi$ that serves the same purpose as $\Theta$, i.e., to index the transformation. We define $\Psi$ by assuming
the conditional distribution of $\Psi$ given $W$ is,

$$
\begin{equation*}
\varpi(k \mid \omega) \triangleq P(\Psi=k \mid W=\omega)=\phi^{(k)}(\omega) / \phi_{\operatorname{mix}}(\omega) \tag{1.13}
\end{equation*}
$$

for $k=1, \cdots, K$. As a result, $p$ is also decomposed into $K$ components, i.e., $p(\omega)=$ $\sum_{k=1}^{K} p^{(k)}(\omega)$, where

$$
\begin{equation*}
p^{(k)}(\omega)=p(\omega, \Psi=k)=\phi^{(k)}(\omega) \frac{p(\omega)}{\phi_{\operatorname{mix}}(\omega)} . \tag{1.14}
\end{equation*}
$$

Figure 1.4(c) shows the joint distribution of $(W, \Psi)$ (thick red dashed curves) and their marginal distributions (thin red dash curves in the two vertical plates).

The warp-U transformation applied to $W$ is defined as

$$
\begin{equation*}
\widetilde{W}=\mathcal{F}_{\Psi}(W ; \boldsymbol{\zeta})=\mathcal{S}_{\Psi}^{-1}\left(W-\mu_{\Psi}\right) \sim \widetilde{p} \tag{1.15}
\end{equation*}
$$

To apply warp- U transformation to the data $w_{j}$, we first calculate the probability mass function $\varpi\left(\cdot \mid w_{j}\right)$ according to (1.13), then draw $\psi_{j}$ from $\varpi\left(\cdot \mid w_{j}\right)$, and finally apply the deterministic transformation $\mathcal{F}_{\psi_{j}}(\cdot ; \boldsymbol{\zeta})$ to $w_{j}$. Graphically, each $p^{(k)}$ in Figure 1.4(c) is re-centered and re-scaled, like their counterpart $\phi^{(k)}$. The red dashed lines in Figure 1.4(d) are the joint distribution of $\Psi$ and the warp- U transformed variable, $\widetilde{W}$, the marginal distribution of which has a substantial overlap with $\phi$.

Note that when $K=1$, warp- U transformation degrades to warp-II transformation. When $K>1$, Theorem 1 in Section 1.3.3 implies the divergence between $\widetilde{p}$ and $\phi$ is smaller than that between $p$ and $\phi_{\text {mix }}$, hence justifying warp- U transformation.

### 1.3.3 Key Theorem for Warp-U Transformation

In this section, we define the general form of warp- $U$ transformation and show in theory the increase of overlap due to the transformation.

Let $p$ and $\phi$ be the densities of any two continuous probability distributions, and $W \sim p$ and $Z \sim \phi$ be two random variables. Let $\pi$ be probability distribution, and $\pi(\theta) \mathbf{u}(\mathrm{d} \theta)$ be its induced probability measure. More specifically, if $\pi$ is a discrete distribution, $\mathbf{u}$ is a counting measure; if $\pi$ is a continuous distribution, $\mathbf{u}$ is the Lebesgue measure. For any $\theta$ in the support of $\pi$, let $\mathcal{H}_{\theta}$ be a one-to-one and almost surely differentiable function indexed by $\theta$, and $\mathcal{F}_{\theta}$ be its inverse function. Let $\Theta$ be a random variable from $\pi$, and it is independent of $Z$. We define $X=\mathcal{H}_{\Theta}(Z)$, which implies that the conditional distribution $X \mid \Theta=\theta$ is

$$
\begin{equation*}
\phi_{X \mid \Theta}(\omega \mid \theta)=\phi\left(\mathcal{F}_{\theta}(\omega)\right)\left|\mathcal{H}_{\theta}^{\prime}\left(\mathcal{F}_{\theta}(\omega)\right)\right|^{-1}, \tag{1.16}
\end{equation*}
$$

and the density of $X$ is

$$
\begin{equation*}
\phi_{\text {mix }}(\omega)=\int \phi_{X \mid \Theta}(\omega \mid \theta) \pi(\theta) \mathbf{u}(\mathrm{d} \theta)=\int \phi\left(\mathcal{F}_{\theta}(\omega)\right)\left|\mathcal{H}_{\theta}^{\prime}\left(\mathcal{F}_{\theta}(\omega)\right)\right|^{-1} \pi(\theta) \mathbf{u}(\mathrm{d} \theta) . \tag{1.17}
\end{equation*}
$$

We denote $\varpi(\cdot \mid \omega)$ to be the conditional distribution $\Theta \mid X=\omega$, which is given by

$$
\begin{equation*}
\varpi(\theta \mid \omega)=\frac{\phi_{x \mid \Theta}(\omega \mid \theta) \pi(\theta)}{\phi_{\operatorname{mix}}(\omega)} \tag{1.18}
\end{equation*}
$$

We create a new random variable $\Psi$ and its joint distribution with $W$ by defining the conditional distribution to be $P(\Psi=\theta \mid W=\omega)=\varpi(\theta \mid \omega)$. Let $p_{\Psi, W}$ and $\phi_{\Theta, X}$ be the

$$
\begin{array}{|c|}
\hline Z \sim \phi \\
\Theta \sim \pi \\
Z \perp \Theta
\end{array} \rightarrow \begin{array}{|c|}
\hline X=\mathcal{H}_{\Theta}(Z) \sim \phi_{\text {mix }} \\
\Theta \mid X=\omega \sim \varpi(\cdot \mid \omega) \\
(\Theta, X) \sim \phi_{\Theta, X}
\end{array} \rightarrow \rightarrow \widetilde{X}=\mathcal{F}_{\Theta}(X) \sim \phi
$$

Figure 1.5: Relationships of all the random variables and their densities in warp-U transformation.
joint distribution of $(\Psi, W)$ and that of $(\Theta, X)$, respectively. Then,

$$
\begin{gather*}
p_{\Psi, W}(\theta, \omega)=\varpi(\theta \mid \omega) p(\omega)  \tag{1.19}\\
\phi_{\Theta, X}(\theta, \omega)=\phi(\omega \mid \theta) \pi(\theta)=\varpi(\theta \mid \omega) \phi_{\text {mix }}(\omega), \tag{1.20}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{p_{\Psi, W}(\theta, \omega)}{\phi_{\Theta, X}(\theta, \omega)}=\frac{p(\omega)}{\phi_{\operatorname{mix}}(\omega)} . \tag{1.21}
\end{equation*}
$$

The random transformation, $\mathcal{F}_{\Psi}$, applied to $W$,

$$
\widetilde{W}=\mathcal{F}_{\Psi}(W) \sim \widetilde{p}
$$

is called warp-U transformation. Figure 1.5 illustrates the relationships of these random variables and their densities.

Many measures can be used to quantify the discrepancy between two densities, $p_{1}$ and $p_{2}$. One of the most frequently used divergences is the $f$-divergence, which is
defined as

$$
\mathcal{D}_{f}\left(p_{1}, p_{2}\right)=\int p_{2}(\omega) f\left(\frac{p_{1}(\omega)}{p_{2}(\omega)}\right) \mathbf{u}(\mathrm{d} \omega)
$$

where $f(\cdot)$ is a convex function and $f(1)=0$. Examples of $f$-divergence include the squared Hellinger distance, the Kullback-Leibler divergence, and the Jeffreys divergence, the corresponding $f$ functions being $f(x)=(\sqrt{x}-1)^{2} / 2, f(x)=-\log (x)$, and $f(x)=-(1-x) \log (x)$, respectively. Statistical distances, such as the Hellinger distance (1.5), the Harmonic distance (1.7), and the $L_{\mathrm{p}}$-distance ( $\mathrm{p}>0$ ), defined below, can also be used to assess the divergence of two densities,

$$
\begin{equation*}
L_{\mathrm{p}}\left(p_{1}, p_{2}\right)=\left[\int\left|p_{1}(\omega)-p_{2}(\omega)\right|^{\mathrm{p}} \mathrm{~d} \omega\right]^{1 / \mathrm{p}} \tag{1.22}
\end{equation*}
$$

The following theorem states warp- U transformation reduces the $f$-divergence between the two densities.

Theorem 1. Let $\mathcal{D}\left(p_{1}, p_{2}\right)$ be a monotonically increasing function of an f-divergence between two densities, $p_{1}$ and $p_{2}$. Then the following inequality holds,

$$
\begin{equation*}
\mathcal{D}(\widetilde{p}, \phi) \leqslant \mathcal{D}\left(p, \phi_{\operatorname{mix}}\right) \tag{1.23}
\end{equation*}
$$

where $\widetilde{p}$ is the warped $p$ with respect to $\phi$, as defined by

$$
\begin{equation*}
\widetilde{p}(\omega)=\phi(\omega) \int \frac{p\left(\mathcal{H}_{\theta}(\omega)\right)}{\phi_{\text {mix }}\left(\mathcal{H}_{\theta}(\omega)\right)} \pi(\theta) \mathbf{u}(\mathrm{d} \theta) . \tag{1.24}
\end{equation*}
$$

The equality in (1.23) holds if and only if $\Psi$ and $\widetilde{W}$ are independent, e.g., when $K=1$, or when $p=\phi_{\text {mix }}$ almost surely.

We derive the expression of $\widetilde{p}$ in (1.24) below. Since $\widetilde{W}=\mathcal{F}_{\Psi}(W)$, the joint distribution of $\Psi$ and $\widetilde{W}$ can be expressed as

$$
\begin{equation*}
\widetilde{p}_{\Psi, \widetilde{W}}(\theta, \omega)=p_{\Psi, W}\left(\theta, \mathcal{H}_{\theta}(\omega)\right)\left|\mathcal{H}_{\theta}^{\prime}(\omega)\right|=\phi(\omega) \frac{p\left(\mathcal{H}_{\theta}(\omega)\right)}{\phi_{\operatorname{mix}}\left(\mathcal{H}_{\theta}(\omega)\right)} \pi(\theta), \tag{1.25}
\end{equation*}
$$

where the second equation is obtained from (1.16), (1.18), and (1.19). The density of $\widetilde{W}$ in (1.24) is obtained by integrating out $\theta$ from (1.25). The proof of the inequality in (1.23) can be found in Appendix A.1.

The Hellinger distance, the Harmonic distance, the $L_{1}$ distance, and all the fdivergences satisfy the condition in Theorem 1, so the inequality in (1.23) holds for these definitions of divergence. However, the inequality does not necessarily hold for $L_{\mathrm{p}}$ distance when $\mathrm{p} \neq 1$. As a simple counterexample, let $K=1$ and $\phi_{\text {mix }}(\omega)=$ $|\mathcal{S}|^{-1} \phi\left(\mathcal{S}^{-1}(\omega-\mu)\right)$, then $\widetilde{p}(\omega)=|\mathcal{S}| p(\mathcal{S} \omega+\mu)$. The $L_{\mathrm{p}}$ distance between $\widetilde{p}$ and $\phi$ is

$$
L_{\mathrm{p}}(\phi, \widetilde{p})=\left(\int| | \mathcal{S}|p(\mathcal{S} \widetilde{\omega}+\mu)-\phi(\widetilde{\omega})|^{\mathrm{p}} \mathrm{~d} \widetilde{\omega}\right)^{1 / \mathrm{p}}=|\mathcal{S}|^{1-1 / \mathrm{p}} L_{\mathrm{p}}\left(p, \phi_{\mathrm{mix}}\right)
$$

so the relationship between $L_{\mathrm{p}}(\widetilde{p}, \phi)$ and $L_{\mathrm{p}}\left(p, \phi_{\text {mix }}\right)$ depends on $|\mathcal{S}|$.
The transformation we discussed in Section 1.3.2 is a special case of warp-U transformation, where $\Theta$ is a discrete random variable with the point mass function $P(\Theta=k)=\pi_{k}$, and $\mathcal{H}_{k}(\omega)=\mathcal{S}_{k} \omega+\mu_{k}$.

### 1.3.4 Graphical Illustration of Theorem 1

In this section, we illustrate graphically how warp-U transformation increases the area of the overlapping region of two densities, defined as

$$
O\left(p_{1}, p_{2}\right)=\int \min \left\{p_{1}(\omega), p_{2}(\omega)\right\} \mathrm{d} \omega=1-L_{1}\left(p_{1}, p_{2}\right) / 2
$$

We also show theoretically the decrease of their $L_{1}$ distance.
Figure 1.6(a) shows a trimodal distribution $p$ (dashed curve) and the Gaussian mixture with $K=2$ components (solid line). As discussed in Section 1.3.2, $p$ is decomposed into $K$ components, denoted as $p^{(k)}$. Figure 1.6(b) shows $p^{(1)}$ (thin dashed line) and $\phi^{(1)}$ (thin solid line), as well as their overlapping region (shaded in red), and Figure 1.6(c) shows $p^{(2)}$, $\phi^{(2)}$, and their overlap (shade in yellow). The shaded region in Figure $1.6(\mathrm{a})$ is the overlap of $p$ and $\phi_{\text {mix }}$, which is exactly the sum of the shaded area in Figure 1.6(b) and that in Figure 1.6(c). This is because

$$
\min \left\{\phi_{\operatorname{mix}}, p\right\}=\phi_{\operatorname{mix}} \min \left\{1, p / \phi_{\operatorname{mix}}\right\}=\sum_{k=1}^{K} \phi^{(k)} \min \left\{1, p / \phi_{\operatorname{mix}}\right\},
$$

and by (1.14) or (1.21), we can replace $p / \phi_{\text {mix }}$ with $p^{(k)} / \phi^{(k)}$, and obtain

$$
\min \left\{\phi_{\operatorname{mix}}, p\right\}=\sum_{k=1}^{K} \min \left\{\phi^{(k)}, p^{(k)}\right\} .
$$

More generally, for any function $f$,

$$
\phi_{\text {mix }} f\left(\frac{p}{\phi_{\text {mix }}}\right)=\sum_{k=1}^{K} \phi^{(k)} f\left(\frac{p^{(k)}}{\phi^{(k)}}\right) .
$$



Figure 1.6: Graphical illustration of the increase in the area of the overlapping region after warp- U transformation. (a) $p$ (dashed line) and $\phi_{\text {mix }}$ (solid line); (b) the first component of $p$, denoted as $p^{(1)}$ (thin dashed line), the first component of $\phi_{\text {mix }}$, denoted as $\phi^{(1)}$ (thin solid line), and their overlap (shaded in red); (c) $p^{(2)}, \phi^{(2)}$, and their overlap (shaded in yellow); (d) the corresponding curves and shaded areas after warp- U transformation; (e) the yellow region is added on top of the red region; (f) the green area shows the additional overlap due to warp- U transformation.

For $k=1, \cdots, K$, the warp-U transformation leads to the same relocating and rescaling of $\phi^{(k)}$ and $p^{(k)}$, resulting in

$$
\begin{gather*}
\widetilde{\phi}^{(k)}(\omega)=\pi_{k} \phi(\omega)  \tag{1.26}\\
\widetilde{p}^{(k)}(\omega)=\pi_{k} \phi(\omega) \frac{p\left(\mathcal{S}_{k} \omega+\mu_{k}\right)}{\phi_{\text {mix }}\left(\mathcal{S}_{k} \omega+\mu_{k}\right)}=\widetilde{\phi}^{(k)}(\omega) \frac{p^{(k)}\left(\mathcal{S}_{k} \omega+\mu_{k}\right)}{\phi^{(k)}\left(\mathcal{S}_{k} \omega+\mu_{k}\right)} \tag{1.27}
\end{gather*}
$$

Figure $1.6(\mathrm{~d})$ shows $\widetilde{p}^{(k)}$ (thin dashed lines), $\widetilde{\phi}^{(k)}$ (thin solid lines), and their overlap-

Table 1.1: The area of the overlapping region, the $L_{1}$ distance, the Hellinger distance, and the Harmonic distance between $p$ and $\phi_{\text {mix }}$ and those between $\widetilde{p}$ and $\phi$.

| densities | Overlap | $L_{1}$ distance | Hellinger distance | Harmonic distance |
| :--- | :---: | :---: | :---: | :---: |
| $\left(p, \phi_{\operatorname{mix}}\right)$ | 0.66 | 0.68 | 0.28 | 0.68 |
| $(\widetilde{p}, \phi)$ | 0.92 | 0.16 | 0.08 | 0.05 |

ping regions (shaded in red and yellow), which remain the same as those in Figure 1.6(a). This is because by (1.27),

$$
\int \widetilde{\phi}^{(k)}(\widetilde{\omega}) f\left(\frac{\widetilde{p}^{(k)}(\widetilde{\omega})}{\widetilde{\phi}^{(k)}(\widetilde{\omega})}\right) \mathrm{d} \widetilde{\omega}=\int \pi_{k} \phi(\widetilde{\omega}) f\left(\frac{p^{(k)}\left(\mathcal{S}_{k} \widetilde{\omega}+\mu_{k}\right)}{\phi^{(k)}\left(\mathcal{S}_{k} \widetilde{\omega}+\mu_{k}\right)}\right) \mathrm{d} \widetilde{\omega}=\int \phi^{(k)}(\omega) f\left(\frac{p^{(k)}(\omega)}{\phi^{(k)}(\omega)}\right) \mathrm{d} \omega
$$

where the second equation is obtained by replacing $\widetilde{\omega}$ with $\mathcal{S}_{k}^{-1}\left(\omega-\mu_{k}\right)$ and by the definition of $\phi^{(k)}(\omega)$.

Figure 1.6(e) combines the two shaded regions, which constitute only part of the total overlap of $\phi$ and $\widetilde{p}$. The additional overlap, shaded in green in Figure 1.6(f), is due to the concavity of $\min (\cdot)$, in other words, the reduction of the $L_{1}$ distance is due to the convexity of $f(\omega)=|\omega-1|$. More specifically,

$$
\sum_{k=1}^{K} \pi_{k} \phi(\omega) f\left(\frac{p\left(\mathcal{S}_{k} \omega+\mu_{k}\right)}{\phi\left(\mathcal{S}_{k} \omega+\mu_{k}\right)}\right) \geqslant \phi(\omega) f\left(\sum_{k=1}^{K} \pi_{k} \frac{p\left(\mathcal{S}_{k} \omega+\mu_{k}\right)}{\phi\left(\mathcal{S}_{k} \omega+\mu_{k}\right)}\right)
$$

so by (1.27), we have

$$
\int \sum_{k=1}^{K} \widetilde{\phi}^{(k)}(\omega) f\left(\frac{\widetilde{p}^{(k)}(\omega)}{\widetilde{\phi}^{(k)}(\omega)}\right) \mathrm{d} \omega \geqslant \int \phi(\omega) f\left(\frac{\widetilde{p}(\omega)}{\phi(\omega)}\right) \mathrm{d} \omega
$$

Graphically, the green region is from the overlap between $\widetilde{p}^{(k)}$ and the remainder of $\widetilde{\phi}^{(l)}$ that does not overlap with $\widetilde{p}^{(l)}$, for $k=1, \cdots, K$, and $l \neq k$. Table 1.1 displays the overlap, the $L_{1}$ distance, the Hellinger distance, and the Harmonic distance between


Figure 1.7: Graphical illustration of the increase of the overlap due to warp-U transformation, even the components $p^{(1)}$ and $p^{(2)}$ are moved further apart. See Figure 1.6 for more explanation.
$p$ and $\phi_{\text {mix }}$ and those between $\widetilde{p}$ and $\phi$. Consistent with Figure 1.6 and Theorem 1, the overlap increases and the distance decreases after the warp- U transformation.

In the example of Figure 1.6, due to the warp- U transformation, the two components of $p$ are scaled and then moved to the origin, and the resulting density $\widetilde{p}$ is a single-modal distribution with more overlap with $\phi$ than that between $p$ and $\phi_{\text {mix }}$. Figure 1.7 illustrates that even if $\phi_{\text {mix }}$ does not match well with $p$ and the corresponding warp- U transformation moves the components $p^{(k)}$ further apart, the inequality $O(\phi, \widetilde{p}) \geqslant O\left(\phi_{\text {mix }}, p\right)$ still holds. Figure $1.7($ a) shows the one-modal density $p$ (dashed line) and the bi-modal density $\phi_{\text {mix }}$ (solid line), which matches poorly with $p$. Figure
$1.7(\mathrm{~b})$ and (c) highlights $p^{(1)}$ and $p^{(2)}$ (thin dashed lines), which are moved further apart in the process of warp- U transformation, as shown in Figure 1.7(d). But warp-U transformation still results in additional overlap, highlighted in green in Figure 1.7(f).

### 1.3.5 Warp-U Bridge Sampling

According to Theorem 1, after the warp- U transformation defined in (1.15), the unnormalized density of $\left\{\widetilde{w}_{1}, \cdots, \widetilde{w}_{n}\right\}$ can be expressed as

$$
\begin{equation*}
\widetilde{q}(\omega ; \boldsymbol{\zeta})=\phi(\omega) \sum_{k=1}^{K} \frac{q\left(\mathcal{S}_{k} \omega+\mu_{k}\right)}{\phi_{\operatorname{mix}}\left(\mathcal{S}_{k} \omega+\mu_{k}\right)} \pi_{k}, \tag{1.28}
\end{equation*}
$$

where $\boldsymbol{\zeta}$ denotes the vector of parameters in $\phi_{\text {mix }}$. By replacing $q$ with $c p$, we get $\widetilde{q}=c \widetilde{p}$, meaning the normalizing constant of $\widetilde{q}$ is the same as that of $q$. As a result, we can estimate $c$ with the bridge sampling estimator based on $\left\{z_{1}, \cdots, z_{m}\right\} \stackrel{\mathrm{iid}}{\sim} \phi$ and $\left\{\widetilde{w}_{1}, \cdots, \widetilde{w}_{n}\right\} \stackrel{\text { iid }}{\sim} \widetilde{p}$, i.e.,

$$
\begin{equation*}
\widehat{c}_{\alpha}^{(\mathrm{U})}=\widehat{r}_{\alpha}^{(\mathrm{U})}=\frac{m^{-1} \sum_{j=1}^{m} \widetilde{q}\left(z_{j} ; \boldsymbol{\zeta}\right) \alpha\left(z_{j} ; \widetilde{p}, \phi\right)}{n^{-1} \sum_{j=1}^{n} \phi\left(\widetilde{w}_{j}\right) \alpha\left(\widetilde{w}_{j} ; \widetilde{p}, \phi\right)} . \tag{1.29}
\end{equation*}
$$

We emphasize that $\alpha$ is typically a functional of the two densities, e.g., the optimal choice of $\alpha(\cdot ; \widetilde{p}, \phi)$ is proportional to $\left(s_{1} \widetilde{p}+s_{2} \phi\right)^{-1}$. Since $\phi_{\text {mix }}$ also has some overlap with $p$, the normalizing constant can also be estimated with the bridge sampling estimator based on $\left\{x_{1}, \cdots, x_{m}\right\} \stackrel{\text { iid }}{\sim} \phi_{\text {mix }}$ and $\left\{w_{1}, \cdots, w_{n}\right\} \stackrel{\text { iid }}{\sim} p$, i.e.,

$$
\begin{equation*}
\widehat{c}_{\alpha}^{\text {mix }}=\widehat{r}_{\alpha}^{(\text {mix })}=\frac{m^{-1} \sum_{j=1}^{m} q\left(x_{j}\right) \alpha\left(x_{j} ; p, \phi_{\text {mix }}\right)}{n^{-1} \sum_{j=1}^{n} \phi_{\text {mix }}\left(w_{j} ; \boldsymbol{\zeta}\right) \alpha\left(w_{j} ; p, \phi_{\text {mix }}\right)} . \tag{1.30}
\end{equation*}
$$

Theorem 1 implies $D(\widetilde{p}, \phi) \leqslant D\left(p, \phi_{\text {mix }}\right)$ for both the Harmonic distance and the Hellinger distance, so the asymptotic variance of $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}=\log \left(\widehat{c}_{\alpha}^{(\mathrm{U})}\right)$ is smaller than that of $\widehat{\lambda}_{\alpha}^{(\operatorname{mix})}=\log \left(\widehat{c}_{\alpha}^{(\text {mix })}\right)$ for both the geometric and the optimal bridge sampling.

We use a simulation to demonstrate the potential of warp- U bridge sampling by comparing it with other warp bridge sampling estimators. In this section, the vector of parameters, $\boldsymbol{\zeta}$, in the density, $\phi_{\text {mix }}$, is fixed and independent of $\left\{w_{1}, \cdots, w_{n}\right\}$. For example, for fixed $K$, we can get a $\boldsymbol{\zeta}$ based on the expression of $q$, using methods such as iterative Laplace (Bornkamp, 2011) and fitting a Laplace approximation to each mode (Gelman et al., 2013, Chapter 12). The performance of warp-U bridge sampling where $\boldsymbol{\zeta}$ is estimated from draws from $p$ is explored in Section 1.4.

The red dashed curve in Figure 1.8(a) is a tri-modal density $q$, the normalizing constant of which is to be estimated with $n=1000$ i.i.d draws from it. An additional $m=1000$ i.i.d draws are made from $\mathcal{N}(0,1)$ to conduct bridge sampling. As shown in Figure 1.8(a), the two densities have very little overlap, and the Harmonic distance is 25.62. We apply the optimal bridge sampling algorithm in (1.6) to the $N=10,000$ simulated replicate datasets, and obtain $N$ vanilla optimal bridge sampling estimates of $c$ with no transformation, denoted as $\widehat{c}_{\text {opt }}$. Figure 1.9(a) shows the histogram of $\widehat{\lambda}_{\text {opt }}-\lambda$, where $\widehat{\lambda}_{\text {opt }}=\log \left(\widehat{c}_{\text {opt }}\right)$. The root mean square error $(\mathrm{RMSE})$ of $\widehat{\lambda}_{\mathrm{opt}}$ is 0.109 .

Figure 1.8(b) shows that after warp-I transformation, the overlap between the two densities increases and their Harmonic distance reduces to 4.47. The histogram of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{I})}-\lambda$ is shown in Figure $1.9(\mathrm{~b})$, and the RMSE reduces to 0.04 . Warp-II and warpIII transformations reduce the Harmonic distance even further, as shown in Figure 1.8 (c) and $1.8(\mathrm{~d})$, and the RMSE of $\widehat{\lambda}_{\text {opt }}^{(\text {II })}$ and $\widehat{\lambda}_{\text {opt }}^{\text {(III) }}$ are also reduced, see Figure 1.9(c)


Figure 1.8: The two densities used in bridge sampling. Solid lines: the density of $\mathcal{N}(0,1)$. Dashed lines: (a) $p$, density of original data $\left\{w_{1}, \cdots, w_{n}\right\}$; (b) $\widetilde{p}^{(\mathrm{I})}$, density of warp-I transformed data; (c) $\widetilde{p}^{(\mathrm{II})}$; (d) $\widetilde{p}^{(\mathrm{III})}$; (e) $\widetilde{p}^{(\mathrm{U})}$; (f) $\widetilde{p}^{(\mathrm{U}+\mathrm{I})}$, density after warp-U and then warp-I transformation; (g) $\widetilde{p}^{(\mathrm{U}+\mathrm{II})} ;(\mathrm{h}) \widetilde{p}^{(\mathrm{U}+\mathrm{III})}$.
and $1.9(\mathrm{~d})$.
The Gaussian mixture distribution that specifies the warp- U transformation is shown in Figure 1.3 (left). The red dashed curve in Figure 1.8(e) is the density of the warp- U transformed data. The harmonic distance between $\widetilde{p}^{(\mathrm{U})}$ and $\phi$ reduces to 0.170 , and the RMSE of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ is 0.009 . We apply warp-I, II, and III transformations to $\left\{\widetilde{w}_{1}^{(\mathrm{U})}, \cdots, \widetilde{w}_{n}^{(\mathrm{U})}\right\}$ and the overlap between the resulting densities and $\phi$ is reduced even further, see Figure 1.8(f-h). The Harmonic distance between $\phi$ and $\widetilde{p}^{(\mathrm{U}+\mathrm{III})}$ is


Figure 1.9: Histograms of $\widehat{\lambda}_{\text {opt }}^{(\chi)}-\lambda$. (a) $\hat{\lambda}_{\text {opt }}-\lambda$, bridge sampling estimator with no transformation; (b) $\hat{\lambda}_{\text {opt }}^{(\text {II }}-\lambda$, warp-I bridge sampling; (c) $\hat{\lambda}_{\text {opt }}^{(\text {II) }}-\lambda$; (d) $\hat{\lambda}_{\text {opt }}^{(\text {III }}-\lambda ; ~(e) \hat{\lambda}_{\text {opt }}^{(\mathrm{UI})}-\lambda$ ; (f) $\hat{\lambda}_{\text {opt }}^{(\mathrm{U}+\mathrm{I})}-\lambda$; (g) $\hat{\lambda}_{\text {opt }}^{\text {(UtII }}-\lambda$; (h) $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U}+\mathrm{III})}-\lambda$.
the smallest and thus $\hat{\lambda}_{\text {opt }}^{(U+1 I)}$ has the smallest RMSE. It is worth mentioning that compared with warp-U transformation, the additional distance reduction due to the additional warp transformation appears to be minor, as long as the Gaussian mixture distribution that determines the warp-U transformation has sufficient overlap with $p$.

We also compare the two optimal bridge sampling estimators defined in (1.29) and (1.30), denoted as $\widehat{c}_{\text {opt }}^{(U)}$ and $\widehat{c}_{\text {opt }}^{\text {mix }}$. Theorem 1 implies $H_{\mathrm{A}}\left(\widetilde{p}^{(U)}, \phi\right) \leqslant H_{\mathrm{A}}\left(p, \phi_{\text {mix }}\right)$, so the asymptotic variance of $\hat{\lambda}_{\text {opt }}^{(U)}$ is smaller than that of $\hat{\lambda}_{\text {opt }}^{\text {mix }}$. The superiority of warp- U


Figure 1.10: (a) Dashed line: $p$, solid line: $\phi_{\text {mix }}$; (b) histogram of $\widehat{\lambda}_{\mathrm{opt}}^{(\text {mix })}-\lambda$; (c) dashed line: $\widetilde{p}$, density after warp-U transformation, solid line: $\phi$; (d) histogram of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}-\lambda$.
transformation is confirmed by Figure 1.10.

### 1.4 Estimating Warp-U Transformation

In the previous sections, we did not discuss how to obtain a $\phi_{\text {mix }}$ with sufficient overlap with $p$, but instead assumed it is given. It is however the most crucial step in warp- U bridge sampling, since $\phi_{\text {mix }}$ completely specifies the warp- U transformation and determines the lower bound for the Monte Carlo errors of the corresponding
warp- U bridge sampling.
In practice, a $\phi_{\text {mix }}$ should be obtained within a reasonable amount of time. In relatively low-dimensional $(\leqslant 10)$ problems, we can obtain a $\phi_{\text {mix }}$ based on the expression of $q$ (Bornkamp, 2011; Gelman et al., 2013). But in relatively high dimension, these methods can be extremely computationally expensive and are often unstable. In this section, we propose a simple model that can capture a reasonable amount of mass of $p$, and the computation costs are linear in the dimensionality.

### 1.4.1 A $\phi_{\text {mix }}$ with Diagonal Covariance Matrixes

Assume we have good data (e.g., i.i.d draws) in $D$ dimensions from $p$ that can represent the important regions of the density. We propose fitting the data to a mixture of normal distributions with diagonal covariance matrixes, that is,

$$
\begin{equation*}
\phi_{\operatorname{mix}}(\omega ; \boldsymbol{\zeta})=(2 \pi)^{-\frac{D}{2}} \sum_{k=1}^{K} \frac{\pi_{k}}{\left|\mathcal{S}_{k}\right|} \exp \left(-\frac{1}{2}\left(\omega-\mu_{k}\right)^{\prime} \mathcal{S}_{k}^{-2}\left(\omega-\mu_{k}\right)\right), \tag{1.31}
\end{equation*}
$$

where $\pi_{k}$ is the weight of the normal distribution $\mathcal{N}\left(\mu_{k}, \mathcal{S}_{k}^{2}\right), \mathcal{S}_{k}$ is a positive definite diagonal matrix,

$$
\mathcal{S}_{k}=\left(\begin{array}{cccc}
\sigma_{k, 1} & 0 & \cdots & 0 \\
0 & \sigma_{k, 2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & \sigma_{k, D}
\end{array}\right)
$$

and $\boldsymbol{\zeta}=\left(\pi_{1}, \cdots, \pi_{K}, \mu_{1}, \cdots, \mu_{K}, \mathcal{S}_{1}, \cdots, \mathcal{S}_{K}\right)$.
The reasons for choosing the diagonal covariance matrix are as follows. First of
all, without specifying the structures of the covariance matrixes, it is computationally very expensive to estimate these $D \times D$ covariance matrixes, especially in high dimensions; the computation costs are at least $O\left(D^{2}\right)$. Second, for full covariance matrixes, the estimates of the parameters may be unreliable, because there may not be enough degrees of freedom to estimate a total of $K(1+D(D+3) / 2)$ parameters. Finally, as shown in previous sections, it is not necessary (and computationally too expensive) to find a $\phi_{\text {mix }}$ that is almost identical to $p$ in applying warp- U transformation; we only need a $\phi_{\text {mix }}$ that has sufficient overlap with $p$.

We propose estimating $\boldsymbol{\zeta}$ via the maximum likelihood method. It is important to note that the MLE of $\boldsymbol{\zeta}$ is not well-defined (Day, 1969; Kiefer and Wolfowitz, 1956), because the likelihood can go to infinity if we let $\mu_{1}$ equal to a data point from $p$ and $\mathcal{S}_{1} \rightarrow 0$. Therefore, instead of maximizing the log-likelihood, we look for $\widetilde{\boldsymbol{\zeta}}$ that maximizes a penalized log-likelihood, proposed by Chen et al. (2008),

$$
\widetilde{l}_{n}(\boldsymbol{\zeta})=l_{n}(\boldsymbol{\zeta})+\mathbf{p}_{\mathbf{n}}(\boldsymbol{\zeta}),
$$

where $n$ is the sample size, $l_{n}$ is the log-likelihood of the parameters under the model, and $\mathbf{p}_{\mathbf{n}}$ is the penalty term that depends on the data. The penalty prevents any of the variances from approaching 0 , and it converges to 0 as $n \rightarrow \infty$. Thus, asymptotically the penalized MLE (pMLE) of $\boldsymbol{\zeta}$ does maximize the original likelihood.

Chen and Tan (2009) suggest the penalty function

$$
\mathbf{p}_{\mathbf{n}}(\boldsymbol{\zeta})=-a_{n} \sum_{k=1}^{K}\left\{\operatorname{trace}\left(\widehat{Q}_{w}^{2} \Sigma_{k}^{-1}\right)+\log \left|\Sigma_{k}^{-1}\right|\right\}
$$

where trace $(\cdot)$ represents the trace function, $a_{n}=1 / \sqrt{n}, \widehat{Q}_{w}^{2}$ is the empirical covariance matrix of the data and $\Sigma_{k}$ is the covariance matrix of the Gaussian component. We change $\widehat{Q}_{w}$ to be $\operatorname{diag}\left(\widehat{I Q R}_{1}, \cdots, \widehat{I Q R}_{D}\right)$, where $\widehat{I Q R}_{d}$ is the inter-quantile range, i.e., the difference between the third quantile and the first quantile, of the data in the $d$-th dimension. We propose such $\widehat{Q}_{w}$ for two reasons. First, the empirical covariance matrix may be unreliable if $p$ has very fat tails, such as Cauchy distribution. Second, since both $\widehat{Q}_{w}$ and $\Sigma_{k}=\mathcal{S}_{k}^{2}$ in our model are diagonal matrixes, the computation burden is lessened. The penalty $\mathbf{p}_{\mathbf{n}}$ is then simplified to be

$$
\mathbf{p}_{\mathbf{n}}(\boldsymbol{\zeta})=-\frac{1}{\sqrt{n}} \sum_{k=1}^{K} \sum_{d=1}^{D}\left\{\widehat{I Q R}_{d}^{2} / \sigma_{k, d}^{2}-\log \left(\sigma_{k, d}^{2}\right)\right\} .
$$

The E-step and the M-step of the EM algorithm to search for the pMLE of $\boldsymbol{\zeta}$ are provided in Chen and Tan (2009). The EM algorithm is known to have some defects, especially when the original density $p$ is sparsely scattered in a high-dimensional space. First, it is sensitive to the initial configuration; second, the algorithm is often trapped at local maxima due to the difficulty of passing through regions with very low likelihood. Fortunately, a good local maximizer of the penalized log-likelihood often suffices for the purpose of warp- U transformation.

For clarity, we discuss briefly what we do to obtain a good local maximizer via EM. The method we provide is likely not optimal, but it does yield a fairly reliable estimate of $\boldsymbol{\zeta}$ for warp-U transformation. To reduce the dependence of the final estimate of $\boldsymbol{\zeta}$ on the initial value, we apply EM to the same data repeatedly for $M$ times, each time with a different starting point $\boldsymbol{\zeta}^{(0)}$. Based on simulation, it appears a small $M$ usually suffices to provide a sound local maxima. The initial weights and covariance matrixes
are set to be $1 / K$ and $1.5 \widehat{Q}_{w}^{2}$, respectively. For the first $M / 2$ times, we randomly draw $K$ points without replacement from the available data as the initial mean parameters. For the second $M / 2$ times, along the dimension with the largest variance, we first divide the region where $95 \%$ of the data sit into $K$ subregions so that each subregion contains approximately the same number of data points, and then sample one data point from each of the $K$ subregions as the initial mean parameters. The stopping criterion we use for the EM algorithm is $\left|l_{n}^{(t)}-l_{n}^{(t-1)}\right|<10^{-8} D\left|l_{n}^{(t)}\right|$. In our simulation, the EM algorithm mostly stops within 100 iterations. After obtaining $M$ estimates of $\boldsymbol{\zeta}$, we choose the one with the largest likelihood as our parameters, $\widetilde{\boldsymbol{\zeta}}$, for warp- U bridge sampling.

### 1.4.2 Overcoming Adaptive Bias

For ease of reference, in this section and Section 1.4.3, we denote $\widetilde{\boldsymbol{\zeta}}_{\mathrm{D}}$ as the pMLE of $\boldsymbol{\zeta}$ estimated from the whole dataset, $\left\{w_{1}, \cdots, w_{n}\right\}$, from $p$, and $\widehat{\lambda}_{\mathrm{D}}^{(\mathrm{U})}=\log \left(\widehat{c}_{\mathrm{D}}^{(\mathrm{U})}\right)$ as the corresponding warp-U bridge sampling estimator. However, because $\widetilde{\boldsymbol{\zeta}}_{\mathrm{D}}$ is a function of the data, the distribution of the corresponding warp- U transformed data, $\left\{\widetilde{w}_{1}, \cdots, \widetilde{w}_{n}\right\}$, is no longer $\widetilde{p}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{\mathrm{D}}\right)$, as expressed in (1.24) or (1.28). Consequently, additional bias is introduced to the estimator $\widehat{\lambda}_{\mathrm{D}}^{(\mathrm{U})}$.

We use an example in 10 dimensions to demonstrate the additional bias in $\widehat{\lambda}_{\mathrm{D}}^{(\mathrm{U})}$ and its impact on the RMSE of $\widehat{\lambda}_{\mathrm{D}}^{(\mathrm{U})}$. We compare the performance of four warp-U bridge sampling estimators with the optimal choice of $\alpha$, denoted as $\widehat{\lambda}_{\mathrm{D}, \text { Diag }}^{(\mathrm{U})}, \widehat{\lambda}_{\mathrm{D}, \text { Full }}^{(\mathrm{U})}, \widehat{\lambda}_{\mathrm{I}, \text { Diag }}^{(\mathrm{U})}$, and $\widehat{\lambda}_{\mathrm{I}, \mathrm{Ful}}^{(\mathrm{U})}$, where the first subscript specifies whether $\boldsymbol{\zeta}$ is estimated from the whole data set (D) or from other sources independent of the data (I), and the second subscript
indicates whether the covariance matrixes are restricted to diagonal matrixes (Diag) or not (Full). The number of components in $\phi_{\text {mix }}$, which determines the warp- U transformation, varies from 5 to 20 . For each $K$ and each type of covariance matrixes, we obtain a vector, $\widetilde{\boldsymbol{\zeta}}_{\mathrm{I}}$, by maximizing the penalized log-likelihood based on a fixed dataset from $p$ that is completely independent of the data used for bridge sampling. Note, in real applications, it is unlikely for us to have the luxury of a separate and large dataset just for the estimation of $\boldsymbol{\zeta}$. We only use $\widehat{\lambda}_{\mathrm{I}, \text { Diag }}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\mathrm{I}, \text { Full }}^{(\mathrm{U})}$ here as the benchmark for comparison.

The density $p$ is a mixture of 25 skewed t-distributions with degrees of freedom ranging from 1 to 4 , and none of the covariance matrixes of these t-distributions are sparse. We simulate 10,000 replicate datasets, each of which contains 2,500 independent draws from $p$ and 2,500 independent draws from $\mathcal{N}\left(0, I_{10}\right)$.

Figure 1.11 shows the summary statistics of $\widehat{\lambda}_{y, \text { Diag }}^{(\mathrm{U})}$ (top row) and $\widehat{\lambda}_{y, \text { Full }}^{(\mathrm{U})}$ (bottom row), where the subscript "Y" represents "D" or "I". The dotted and solid lines in the figure correspond to $\widehat{\lambda}_{\mathrm{D}, \mathcal{Z}}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\mathrm{I}, \mathcal{Z}}^{(\mathrm{U})}$, respectively, where " $\mathcal{Z}$ " represents "Diag" or "Full". The first column in Figure 1.11 shows the excessive bias of $\widehat{\lambda}_{\mathrm{D}, \mathcal{Z}}^{(\mathrm{U})}$ compared with $\widehat{\lambda}_{\mathrm{I}, \mathcal{Z}}^{(\mathrm{U})}$. Note, as $K$ increases, the Gaussian mixture model, $\phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{\mathrm{I}}\right)$, fits to the fixed dataset better, but it does not necessarily result in smaller bias, thus we see the zigzag shape of the bias of $\widehat{\lambda}_{\mathrm{I}, \mathcal{Z}}^{(\mathrm{U})}$. The second column shows the variance of $\widehat{\lambda}_{\mathrm{D}, \mathcal{Z}}^{(\mathrm{U})}$ and that of $\widehat{\lambda}_{\mathrm{I}, \mathcal{Z}}^{(\mathrm{U})}$ are quite similar. The variance decreases as $K$ increases, because on average larger $K$ corresponds to more overlap between $p$ and the calibrated $\phi_{\text {mix }}$, and thus more overlap between $\widetilde{p}$ and $\phi$. In addition, $\widehat{\lambda}_{\mathrm{I}, \mathcal{Z}}^{(\mathrm{U})}$ has slightly smaller variance than $\widehat{\lambda}_{\mathrm{D}, \mathcal{Z}}^{(\mathrm{U})}$ for fixed $K$, because $\widetilde{\boldsymbol{\zeta}}_{\mathrm{I}}$ is estimated from a much larger dataset than $\widetilde{\boldsymbol{\zeta}}_{\mathrm{D}}$.


Figure 1.11: The three columns show the absolute value of the bias, the standard deviation, and the RMSE of (i) $\widehat{\lambda}_{\mathrm{D}, \mathcal{Z}}^{(\mathrm{U})}=\log \left(\widehat{c}_{\mathrm{D}, \mathcal{Z}}^{(\mathrm{U})}\right)$ (dotted lines), the warp-U bridge sampling estimator specified by $\widetilde{\zeta}_{D}$, which is estimated from $\left\{w_{1}, \cdots, w_{n}\right\}$, (ii) $\widehat{\lambda}_{\mathrm{I}, \mathcal{Z}}^{(\mathrm{U})}=\log \left(\widehat{c}_{\mathrm{I}, \mathcal{Z}}^{(\mathrm{U})}\right)$ (solid lines), warp-U bridge sampling specified by $\widetilde{\boldsymbol{\zeta}}_{\mathrm{I}}$, which is independent of $\left\{w_{1}, \cdots, w_{n}\right\}$, and (iii) (dashed lines) the average of two warp-U bridge sampling estimators with half of data estimating $\boldsymbol{\zeta}$ and the other half for bridge sampling. The subscript " $\mathcal{Z}$ " represents "Diag" (top row) or "Full" (bottom row) for the covariance matrixes in the Gaussian mixture model.

The last column in Figure 1.11 shows the RMSE of $\widehat{\lambda}_{\mathrm{D}, \mathcal{Z}}^{(\mathrm{U})}$ is dominated by the bias term, and is hence much larger than that of $\widehat{\lambda}_{\mathrm{I}, \mathcal{Z}}^{(\mathrm{U})}$.

Since the additional bias of $\widehat{\lambda}_{\mathrm{D}, \mathcal{Z}}^{(\mathrm{U})}$ is due to the dependence of $\widetilde{\boldsymbol{\zeta}}_{\mathrm{D}}$ and the data from $p$, an obvious solution to remove it is to use two independent subsets of draws from $p$ to estimate $\boldsymbol{\zeta}$ and to do bridge sampling. However using partial data for bridge sampling will directly increase the asymptotic variance of the estimator. To remove the additional bias without substantially increasing the variance, two conditions should


Figure 1.12: A proposed solution to remove the adaptive bias without increasing the variance of the warp-U bridge sampling estimator. Each of the two estimators $\widehat{\lambda}_{\mathrm{H}_{1}}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\mathrm{H}_{2}}^{(\mathrm{U})}$ is obtained by using (part of) one half of the data for the estimation of $\zeta$ and the other half for warp- U bridge sampling. The final estimator of $\lambda$ is their average.
be satisfied: (i) independent subsets of draws should be used for estimating $\boldsymbol{\zeta}$ and in bridge sampling, and (ii) all the draws from $p$ should be used at least once in bridge sampling.

We propose one solution that works relatively well in terms of both the statistical and computational efficiency. As visualized in Figure 1.12, we split the data into two halves, and obtain two separate bridge sampling estimators, denoted as $\widehat{\lambda}_{\mathrm{H}_{1}}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\mathrm{H}_{2}}^{(\mathrm{U})}$. Each $\widehat{\lambda}_{\mathrm{H}_{i}}^{(\mathrm{U})}$ is obtained by using $L \leqslant n / 2$ of one half of the data from $p$ to estimate $\boldsymbol{\zeta}$ and the other half for the warp- U bridge sampling specified by the estimated $\boldsymbol{\zeta}$. The final estimator $\widehat{\lambda}_{\mathrm{H}}^{(\mathrm{U})}$ is the average of $\widehat{\lambda}_{\mathrm{H}_{1}}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\mathrm{H}_{2}}^{(\mathrm{U})}$. Empirical studies have shown the correlation of $\widehat{\lambda}_{\mathrm{H}_{1}}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\mathrm{H}_{2}}^{(\mathrm{U})}$ is very small (mostly $<0.06$, see Figure 1.14), thus, the variance of $\widehat{\lambda}_{\mathrm{H}}^{(\mathrm{U})}$ is nearly half of the variance of $\widehat{\lambda}_{\mathrm{H}_{i}}^{(\mathrm{U})}$. The dashed lines in Figure 1.11 show the bias, the standard deviation, and the RMSE of $\widehat{\lambda}_{\mathrm{H}, \text { Diag }}^{(\mathrm{U})}$ (top row) and $\widehat{\lambda}_{\mathrm{H}, \text { Full }}^{(\mathrm{U})}$ (bottom row), which are very close to their corresponding benchmarks (solid lines).

### 1.4.3 Justification for Diagonal Covariance Matrixes

Using the simulation study in Section 1.4.2, we further justify the use of diagonal covariance matrixes in $\phi_{\text {mix }}$. Figure 1.13 (left) shows the RMSE of $\widehat{\lambda}_{\mathrm{I}, \text { Diag }}^{(\mathrm{U})}, \widehat{\lambda}_{\mathrm{I}, \text { Full }}^{(\mathrm{U})}, \widehat{\lambda}_{\mathrm{H}, \text { Diag }}^{(\mathrm{U})}$, and $\widehat{\lambda}_{\mathrm{H}, \mathrm{Full}}^{(\mathrm{U})}$. On average, the RMSE of $\widehat{\lambda}_{\mathrm{I}, \mathrm{Diag}}^{(\mathrm{U})}$ (thin solid line) is $51 \%$ larger than that of


Figure 1.13: (Left) RMSE (on a logarithmic scale) of different estimators; (right) CPU seconds of each EM algorithm. (Solid lines) warp-U bridge sampling with $\widetilde{\zeta}_{I}$; (dashed lines) the average of the two warp- U bridge sampling estimators with half of data used for estimating $\boldsymbol{\zeta}$ and the other half for bridge sampling. (Thin lines) the covariance matrixes are diagonal matrixes; (thick lines) the covariance matrixes are not restricted to diagonal matrixes.
$\widehat{\lambda}_{\mathrm{I}, \text { Full }}^{(\mathrm{U})}$ (thick solid line). However, the RMSE of $\widehat{\lambda}_{\mathrm{H}, \text { Diag }}^{(\mathrm{U})}$ (thin dashed line) is only $16.7 \%$ larger than that of $\widehat{\lambda}_{\mathrm{H}, \text { Full }}^{(\mathrm{U})}$ (thick dashed line), and their difference diminishes as $K$ increases. This is because when $K$ is large, on one hand, an overfitting problem occurs for the full-covariance-matrix model due to the additional $K D(D-1) / 2$ parameters in the model, and on the other hand, the diagonal-covariance-matrix model, being very different from $p$, continues to fit the data better and the resulting RMSE decreases at a stable rate.

Figure 1.13 (right) shows the CPU seconds for estimating $\boldsymbol{\zeta}$ via the EM algorithm. On average, it takes 12 times longer to obtain $\phi_{\text {mix }}$ with full covariance matrixes than $\phi_{\text {mix }}$ with diagonal covariance matrixes in this study, and the difference increases as the dimension increases. In addition, in the step of bridge sampling, evaluating $\phi_{\text {mix }}$ with full covariance matrixes is much more costly than $\phi_{\text {mix }}$ with diagonal covariance
matrixes. Therefore, the small loss of statistical efficiency and the huge reduction of the computation costs justify the use of diagonal covariance matrixes. To reduce the RMSE, it is more effective to increase $K$ than to use full covariance matrixes in the model.

In the subsequent sections, we only consider $\phi_{\text {mix }}$ to be the Gaussian mixture model with diagonal covariance matrixes. For simplicity, we drop the subscripts "H" and "Diag", and denote $\widehat{\lambda}_{\alpha, 1}^{(\mathcal{X})}$ and $\widehat{\lambda}_{\alpha, 2}^{(\mathcal{X})}$ as the estimators with half of data used for estimating $\zeta$ and the other half in bridge sampling, where $\alpha$ specifies the functional used in bridge sampling. The combined estimator is $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}=\frac{1}{2}\left(\widehat{\lambda}_{\alpha, 1}^{(\mathcal{X})}+\widehat{\lambda}_{\alpha, 2}^{(\mathcal{X})}\right)$.

### 1.4.4 Estimation of the Variance of $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\alpha}^{\text {mix }}$

In estimating $\lambda$, it is important to have some idea about the uncertainly associated with the point estimate. We analyze the variance of $\widehat{\lambda}_{\alpha, 1}^{(\mathcal{X})}$ below. By symmetry, the results also applies to $\widehat{\lambda}_{\alpha, 2}^{(\mathcal{X})}$. We do not intent to give rigorous proof for the variance here, rather, we use heuristic calculation to provide an estimate of the variance.

Let $\left\{w_{1}, \cdots, w_{L}\right\}$ be the i.i.d draws from $p$ we use to estimate $\boldsymbol{\zeta}$, where $L \leqslant$ $n / 2$. We use $\widetilde{\boldsymbol{\zeta}}_{L}$ to denote the estimated vector, where the subscript " $L$ " emphasizes the sample size. Specified by the estimate $\widetilde{\boldsymbol{\zeta}}_{L}$, we apply the corresponding warp-U transformation to the other half of data $\left\{w_{1+n / 2}, \cdots, w_{n}\right\} \stackrel{i i d}{\sim} p$. Let $\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})}$ be the bridge sampling estimator based on $\left\{z_{1+m / 2}, \cdots, z_{m}\right\} \stackrel{i i d}{\sim} \phi$ and the warp-U transformed data, $\left\{\widetilde{w}_{1+n / 2}, \cdots, \widetilde{w}_{n}\right\} \stackrel{i i d}{\sim} \widetilde{p}$. Then the conditional variance of $\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})}$ given $\widetilde{\boldsymbol{\zeta}}_{L}$ (Meng
and Wong, 1996) is

$$
\begin{equation*}
\operatorname{Var}\left(\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})} \mid \widetilde{\boldsymbol{\zeta}}_{L}\right)=\frac{2}{n+m} \mathcal{V}_{\alpha}(\widetilde{p}, \phi)+o\left(\frac{1}{n+m}\right) \tag{1.32}
\end{equation*}
$$

where $\mathcal{V}_{\alpha}(\widetilde{p}, \phi)$ is defined in (1.3). By the law of total variance,

$$
\operatorname{Var}\left(\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})}\right)=\mathrm{E}_{L}\left[\operatorname{Var}\left(\hat{\lambda}_{\alpha, 1}^{(\mathrm{U})} \mid \widetilde{\boldsymbol{\zeta}}_{L}\right)\right]+\operatorname{Var}_{L}\left[\mathrm{E}\left(\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})} \mid \widetilde{\boldsymbol{\zeta}}_{L}\right)\right],
$$

where $\mathrm{E}_{L}$ and $\operatorname{Var}_{L}$ are taken over the sampling distribution of $\widetilde{\boldsymbol{\zeta}}_{L}$. Given $\widetilde{\boldsymbol{\zeta}}_{L}$, the asymptotic bias of $\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})}$ is in the order of $(m+n)^{-1}$, so

$$
\begin{equation*}
\operatorname{Var}\left(\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})}\right)=\frac{2}{n+m} E_{L}\left[\mathcal{V}_{\alpha}(\widetilde{p}, \phi)\right]+o\left(\frac{1}{n+m}\right) . \tag{1.33}
\end{equation*}
$$

Figure 1.14 (left) shows the correlation between $\widehat{\lambda}_{\text {opt }, 1}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\text {opt }, 2}^{(\mathrm{U})}$ for different values of $K$ and $m$, based on 10,000 replications, within each of which $n=10,000$ data are generated from $p$, as described in Section 1.4.2. The correlation between $\widehat{\lambda}_{\text {opt }, 1}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\text {opt }, 2}^{(\mathrm{U})}$ is due to the fact that $L=50 K$ data points used in bridge sampling for one estimator are used for estimating $\boldsymbol{\zeta}$ for the other estimator, thus we observe the correlation increases with $K$. Figure 1.14 (left) shows the correlation is very small $(<0.06)$ even when $K=50$, so

$$
\operatorname{Var}\left(\widehat{\lambda}_{\alpha}^{(\mathrm{U})}\right) \approx \frac{1}{2} \operatorname{Var}\left(\widehat{\lambda}_{\alpha, i}^{(\mathrm{U})}\right)=\frac{1}{n+m} E_{L}\left[\mathcal{V}_{\alpha}(\widetilde{p}, \phi)\right]+o\left(\frac{1}{n+m}\right) .
$$

For a given $\widetilde{\boldsymbol{\zeta}}_{L}$ estimated from $\left\{w_{1}, \cdots, w_{L}\right\}$, to estimate $\operatorname{Var}\left(\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})} \mid \widetilde{\boldsymbol{\zeta}}_{L}\right)$, we divide $\left\{\widetilde{w}_{1+n / 2}, \cdots, \widetilde{w}_{n}\right\}$ and $\left\{z_{1+m / 2}, \cdots, z_{m}\right\}$ each into $S \geqslant 2$ non-overlapping subsets


Figure 1.14: The correlation between $\widehat{\lambda}_{\mathrm{opt}, 1}^{(\mathcal{X})}$ and $\widehat{\lambda}_{\mathrm{opt}, 2}^{(\mathcal{X})}$ with different $K$ and $m / n$.
of equal size, and obtain $S$ separate estimators $\widehat{\lambda}_{\alpha, 1, s}^{(\mathrm{U})}$, for $s=1, \cdots, S$. The evaluations of $\widetilde{q}$ and $\phi$ at these data points are already done to obtain $\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})}$, so little additional computation costs are required to compute $\widehat{\lambda}_{\alpha, 1, s}^{(U)}$. The empirical variance of $\left\{\widehat{\lambda}_{\alpha, 1, s}^{(\mathrm{U})} ; s=1, \cdots, S\right\}$, denoted as $\widehat{\nu}_{\alpha, 1}^{(\mathrm{U})}$, estimates the variance of the bridge sampling estimator with $n /(2 S)$ data from $\widetilde{p}$ and $m /(2 S)$ data from $\phi$. So according to the asymptotical expression of the bridge sampling estimator, $\mathcal{V}_{\alpha}(\widetilde{p}, \phi)$ in (1.3) can be estimated by $(n+m) \widehat{\nu}_{\alpha, 1}^{(\mathrm{U})} /(2 S)$. Similarly, for a given $\widetilde{\boldsymbol{\zeta}}_{L}$ estimated from $L$ of the second half of the data from $p$, the corresponding $\mathcal{V}_{\alpha}(\widetilde{p}, \phi)$ can be estimated by $(n+m) \widehat{\nu}_{\alpha, 2}^{(\mathrm{U})} /(2 S)$, where $\widehat{\nu}_{\alpha, 2}^{(\mathrm{U})}$ is the empirical variance of $\widehat{\lambda}_{\alpha, 2, s}^{(\mathrm{U})}$. Finally, the asymptotic variance of the combined estimator $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$ is approximately $\frac{1}{n+m} E_{L}\left(\mathcal{V}_{\alpha}(\widetilde{p}, \phi)\right)$, which can be estimated by

$$
\begin{equation*}
\widehat{\nu}_{\alpha}^{(\mathrm{U})}=\frac{1}{2} \frac{\widehat{\nu}_{\alpha, 1}^{(\mathrm{U})}+\widehat{\nu}_{\alpha, 2}^{(\mathrm{U})}}{2 S}=\frac{1}{4 S(S-1)} \sum_{i=1}^{2} \sum_{s=1}^{S}\left(\widehat{\lambda}_{\alpha, i, s}^{(\mathrm{U})}-\bar{\lambda}_{\alpha, i}^{(\mathrm{U})}\right)^{2}, \tag{1.34}
\end{equation*}
$$

where $\bar{\lambda}_{\alpha, i}^{(\mathrm{U})}=\sum_{s=1}^{S} \widehat{\lambda}_{\alpha, i, s}^{(\mathrm{U})} / S$. There is a trade-off in choosing $S$, because small $S$
may cause inaccurate estimation of the variance by $\widehat{\nu}_{\alpha, 1}^{(\mathrm{U})}$ and $\widehat{\nu}_{\alpha, 2}^{(\mathrm{U})}$, whereas large $S$ may break the asymptotic results we rely on to obtain (1.34), i.e., $\operatorname{Var}\left(\widehat{\lambda}_{\alpha, i, s}^{(\mathrm{U})} \mid \widetilde{\boldsymbol{h}}_{L}\right) \approx$ $\frac{2 S}{n+m} \mathcal{V}_{\alpha}(\widetilde{p}, \phi)$.

Similarly, for the bridge sampling estimator with $\left\{w_{1+n / 2}, \cdots, w_{n}\right\} \stackrel{i i d}{\sim} p$ and $\left\{x_{1+m / 2}, \cdots, x_{m}\right\} \stackrel{i i d}{\sim} \phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$, we have

$$
\operatorname{Var}\left(\widehat{\lambda}_{\alpha, 1}^{(\text {mix })}\right)=\frac{2}{n+m} E_{L}\left[\mathcal{V}_{\alpha}\left(p, \phi_{\text {mix }}\right)\right]+o\left(\frac{1}{n+m}\right)
$$

and the variance of the combined estimator $\widehat{\lambda}_{\alpha}^{(\text {mix })}=\left(\widehat{\lambda}_{\alpha, 1}^{(\text {mix })}+\widehat{\lambda}_{\alpha, 2}^{\text {(mix) })}\right) / 2$ is approximately half of $\operatorname{Var}\left(\widehat{\lambda}_{\alpha, 1}^{(\text {mix })}\right)$. Theorem 1 implies $\mathcal{V}_{\alpha}\left(p, \phi_{\text {mix }}\right) \leqslant \mathcal{V}_{\alpha}(\widetilde{p}, \phi)$ for fixed $\widetilde{\boldsymbol{\zeta}}_{L}$ and for both the geometric and the optimal bridge sampling, so asymptotically we expect

$$
\operatorname{Var}\left(\widehat{\lambda}_{\alpha}^{(\mathrm{U})}\right) \leqslant \operatorname{Var}\left(\widehat{\lambda}_{\alpha}^{(\text {mix })}\right) .
$$

### 1.5 Computation Configurations

In the algorithm to obtain $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}$, there are three tuning parameters:

- $K$ : the number of components in the Gaussian mixture model $\phi_{\text {mix }}(\cdot ; \boldsymbol{\zeta})$,
- $L$ : the number of data points from $p$ to estimate $\boldsymbol{\zeta},(L \leqslant n / 2)$,
- $m$ : the sample size of the dataset sampled from $N\left(0, I_{D}\right)$ or $\phi_{\text {mix }}$.

In this section, we use simulation results and theoretical calculations to show how different choices of the tuning parameters affect the statistical efficiency and computation costs of $\widehat{\lambda}_{\mathrm{opt}}^{(\mathrm{U})}=\frac{1}{2}\left(\widehat{\lambda}_{\mathrm{opt}, 1}^{(\mathrm{U})}+\widehat{\lambda}_{\mathrm{opt}, 2}^{(\mathrm{U})}\right)$ and $\widehat{\lambda}_{\mathrm{opt}}^{(\text {mix })}=\frac{1}{2}\left(\widehat{\lambda}_{\mathrm{opt}, 1}^{(\text {mix })}+\widehat{\lambda}_{\mathrm{opt}, 2}^{(\text {mix })}\right)$, in the hope of
providing some guidance for choosing these parameters.

### 1.5.1 Computation Complexity and Parallel Computing

The computation costs for obtaining $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}$ are determined by the tuning parameters. The first step of the algorithm is to estimate $\boldsymbol{\zeta}$ by applying the EM algorithm to $L$ data points repeatedly for $M$ times. This requires $M t_{\mathrm{EM}}$ amount of time, where $t_{\mathrm{EM}}$ is the average time of executing EM algorithm once. If the number of iterations in the EM algorithm is fixed, then $t_{\text {EM }} \propto L K$. Since $\boldsymbol{\zeta}$ is estimated twice, the total execution time is $T_{\mathrm{EM}}=2 M t_{\mathrm{EM}}$. Figure 1.15 (left) shows $T_{\mathrm{EM}}$ (we set $M=2$ ) with different values of $K$ for the 10 -dimension example in Section 1.4.2. We set the sample size $n$ to be 10,000 , so we can have results with larger $K$. For each simulation configuration, we apply the entire algorithm to 10,000 replicate datasets from $p$. In Figure 1.15, we vary $K$ from 5 to 250 , and set $L=\min (50 K, 5000)$. Consequently, as $K$ increases, $T_{\text {EM }}$ exhibit quadratic growth when $K \leqslant 100$, and linear growth when $K>100$.

The second step is to apply warp-U transformation, specified by two different vectors of parameters, to the first and the second half of the $n$ data points from $p$. For each data point $w_{i}$, the probability mass function $P\left(\Psi=k \mid w_{i}\right)=\frac{\pi_{k}\left|\mathcal{S}_{k}\right|^{-1} \phi\left(\mathcal{S}_{k}^{-1}\left(w_{i}-\mu_{k}\right)\right)}{\sum_{l=1}^{K} \pi_{l}\left|\mathcal{S}_{l}\right|^{-1} \phi\left(\mathcal{S}_{l}^{-1}\left(w_{i}-\mu_{l}\right)\right)}$ needs to be calculated, for $k=1, \cdots, K$, to determine the probability of each linear transformation. So the execution time of warp- U transformation performed on $w_{i}$ is $t_{\mathrm{Tr}}^{(\mathrm{U})} \approx K^{2} t_{\phi}$, where $t_{\phi}$ is the amount of time for evaluating the density function of a normal distribution with diagonal covariance matrix. The computation costs of this step is $T_{\mathrm{Tr}}^{(\mathrm{U})}=t_{\mathrm{Tr}}^{(\mathrm{U})} n$.

The last step is to perform bridge sampling twice, each time using one half of


Figure 1.15: The time decomposition in the process of obtaining $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}$. (Left) $T_{\text {EM }}$ : time for estimating $\boldsymbol{\zeta}$ (twice); (middle) $T_{\mathrm{BS}}^{(\mathrm{U})}$ (solid line): time for the optimal bridge sampling with $n$ warp- U transformed data and $m$ data from $\phi ; T_{\mathrm{Tr}}^{(\mathrm{U})}$ (dash-dot line): time for the warp- U transformation of the $n$ data points from $p ; K T_{\mathrm{BS}}^{(\text {mix })}$ (thick gray line); (right) $T_{\mathrm{BS}}^{(\text {mix })}$ : time for the optimal bridge sampling with $n$ data from $p$ and $m$ data from $\phi_{\text {mix }}$.
the transformed data and $m / 2$ data points from $\phi$, resulting in $\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\alpha, 2}^{(\mathrm{U})}$. The most expensive part in this step is the evaluation of $\widetilde{q}$, which takes $t_{\widetilde{q}} \approx t_{\phi} K^{2}+t_{q} K$, where $t_{q}$ and $t_{\widetilde{q}}$ represent the amount of time to evaluate $q$ and $\widetilde{q}$, respectively. In the 10 -dimension example, according to simulation, $t_{\widetilde{q}} \approx 250 t_{\phi}$. The computation costs of bridge sampling also depend on the choice of $\alpha$. For the optimal or the geometric bridge sampling, it takes $T_{\mathrm{BS}}^{(\mathrm{U})}=t_{\mathrm{BS}}^{(\mathrm{U})}(n+m)$ amount of time, where $t_{\mathrm{BS}}^{(\mathrm{U})} \approx t_{\phi}+t_{\widetilde{q}} \approx$ $t_{\phi}+t_{q} K+t_{\phi} K^{2}$. Figure 1.15 (middle) shows $T_{\mathrm{BS}}^{(\mathrm{U})}$ (solid line) and $T_{\mathrm{Tr}}^{(\mathrm{U})}$ (dash-dot line) when $m=n=10,000$.

In comparison, the last step, i.e., bridge sampling, is less expensive for $\widehat{\lambda}_{\alpha}^{(\text {mix })}$. For the optimal or geometric bridge sampling, $T_{\mathrm{BS}}^{(\text {mix })}=t_{\mathrm{BS}}^{(\text {mix })}(n+m)$, where $t_{\mathrm{BS}}^{(\text {mix })} \approx t_{q}+t_{\phi} K$, which is approximately $1 / K$ of $t_{\mathrm{BS}}^{(\mathrm{U})}$. Figure 1.15 (right) shows three lines of $T_{\mathrm{BS}}^{(\text {mix })}$ with different values of $m$, growing linearly with $K$. For the same total sample size $n+m$, $T_{\mathrm{BS}}^{(\mathrm{U})} \approx K T_{\mathrm{BS}}^{(\text {mix })}$, as illustrated in Figure 1.15 (middle), where the curve $K T_{\mathrm{BS}}^{(\text {mix })}$ (thick gray line) is almost identical to $T_{\mathrm{BS}}^{(\mathrm{U})}$.

In summary, the computation costs to obtain $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\alpha}^{(\text {mix })}$ are

$$
\begin{gather*}
T_{\alpha}^{(\mathrm{U})}=T_{\mathrm{EM}}+T_{\mathrm{Tr}}^{(\mathrm{U})}+T_{\mathrm{BS}}^{(\mathrm{U})}=2 M t_{\mathrm{EM}}+n t_{\mathrm{Tr}}^{(\mathrm{U})}+(n+m) t_{\mathrm{BS}}^{(\mathrm{U})},  \tag{1.35}\\
T_{\alpha}^{(\mathrm{mix})}=T_{\mathrm{EM}}+T_{\mathrm{BS}}^{(\mathrm{mix})}=2 M t_{\mathrm{EM}}+(n+m) t_{\mathrm{BS}}^{(\mathrm{mix})}, \tag{1.36}
\end{gather*}
$$

where $t_{\mathrm{EM}} \propto L K$, both $t_{\mathrm{Tr}}^{(\mathrm{U})}$ and $t_{\mathrm{BS}}^{(\mathrm{U})}$ grow quadratically with $K$, and $t_{\mathrm{BS}}^{(\mathrm{mix})} \approx t_{\mathrm{BS}}^{(\mathrm{U})} / K$.
With the advance of computer technology, computation costs bear less and less importance than the statistical efficiency. The two estimators $\widehat{\lambda}_{\alpha, 1}^{(\mathcal{X})}$ and $\widehat{\lambda}_{\alpha, 2}^{(\mathcal{X})}$ can be computed simultaneous in different processors. Most of the computation in obtaining $\widehat{\lambda}_{\alpha, i}^{(\mathcal{X})}$ requires no communication, so the algorithm can be implemented in an embarrassingly parallel fashion, and the physical time can be reduced by simultaneously using multiple processors.

First, the $2 M$ EM algorithms to estimate $\boldsymbol{\zeta}$ can be conducted independently with no interaction, we can distribute the $2 M$ tasks among $\rho$ processors. Theoretically, ignoring the possible overhead (time of thread creation/launching, data transformation, synchronization), the physical execution time of this step is $T_{\mathrm{EM}}^{\mathrm{P}}=\left\lceil\frac{2 M}{\rho}\right\rceil t_{\mathrm{EM}}$, where $\lceil\cdot\rceil$ is the ceiling function. Besides, in the E-step of each iteration within the EM algorithm, the evaluations of the $L$ data points at each of the $K$ proposed normal distributions require no communication either, and thus can be speeded up further by parallel computing.

Second, the computation burden of the bridge sampling estimator lies in the evaluations of functions at $n+m$ data points, which also require no communication. With $\rho$ processors, we can theoretically reduce the time to $T_{\mathrm{BS}}^{(\mathcal{X}) \mathrm{P}}=\left\lceil\frac{n+m}{\rho}\right\rceil t_{\mathrm{BS}}^{(\mathcal{X})}$. The step
of warp- U transformation requires $T_{\mathrm{Tr}}^{(\mathrm{U}) \mathrm{P}}=\left\lceil\frac{n}{\rho}\right\rceil t_{\mathrm{Tr}}^{(\mathrm{U})}$. What is more, the evaluation of $\widetilde{q}$, which involves $K^{2}$ evaluations of $\phi$ and $K$ evaluations of $q$, and the calculation of the transformation probability, which involves $K^{2}$ evaluations of $\phi$, can be done in parallel, so both $t_{\widetilde{q}}$ and $t_{\mathrm{Tr}}$ can be reduced further with multiple processors.

Therefore, with $\rho$ processors, even without paralleling the E-step in the EM algorithm and the evaluation of $\widetilde{q}$ or $\phi_{\text {mix }}$, we can reduce the execution time of getting $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$ to

$$
\begin{equation*}
T_{\alpha}^{(\mathrm{U}) \mathrm{P}}=T_{\mathrm{EM}}^{\mathrm{P}}+T_{\mathrm{Tr}}^{(\mathrm{U}) \mathrm{P}}+T_{\mathrm{BS}}^{(\mathrm{U}) \mathrm{P}}=\left\lceil\frac{2 M}{\rho}\right\rceil t_{\mathrm{EM}}+\left\lceil\frac{n}{\rho}\right\rceil t_{\mathrm{Tr}}^{(\mathrm{U})}+\left\lceil\frac{n+m}{\rho}\right\rceil t_{\mathrm{BS}}^{(\mathrm{U})} . \tag{1.37}
\end{equation*}
$$

Similarly, with $\rho$ processors, the execution time of obtaining $\widehat{\lambda}_{\alpha}^{(\text {mix })}$ is reduced to

$$
\begin{equation*}
T_{\alpha}^{(\operatorname{mix}) \mathrm{P}}=T_{\mathrm{EM}}^{\mathrm{P}}+T_{\mathrm{BS}}^{(\operatorname{mix}) \mathrm{P}}=\left\lceil\frac{2 M}{\rho}\right\rceil t_{\mathrm{EM}}+\left\lceil\frac{n+m}{\rho}\right\rceil t_{\mathrm{BS}}^{(\mathrm{mix})} . \tag{1.38}
\end{equation*}
$$

### 1.5.2 Choosing Tuning Parameters

Good statistical efficiencies often come with large computation costs, so when selecting tuning parameters and comparing $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\mathrm{opt}}^{(\text {mix })}$, both factors should be considered. We also compare the precision per CPU second ( $P p S$ ), which accounts for both the statistical and computational efficiencies of the estimators,

$$
\text { precision per CPU second }=P p S=\frac{\text { precision }}{\mathrm{CPU} \text { seconds }}=\frac{1 / \mathrm{Var}}{\mathrm{CPU} \text { seconds }} .
$$

In this section, we use simulation to compare estimators with different tuning parameters, $K, L$, and $m$. If not specified, $L=\min (50 K, n / 2)$ and $m=n$.

### 1.5.2.1 Impact of $K$ on $\widehat{\lambda}_{\mathrm{opt}}^{(x)}$

Figure 1.11 shows the variance and the MSE of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ decrease as $K$ increases. This can be explained by Figure 1.16. The dotted line is the average of the maximum log-likelihood $\bar{l}_{\mathrm{fit}}$, defined as

$$
\bar{l}_{\mathrm{fit}}=\frac{1}{L} \sum_{i=1}^{L} \log \left(\phi_{\text {mix }}\left(w_{i} ; \widetilde{\boldsymbol{\zeta}}_{L}\right)\right),
$$

where $\left\{w_{1}, \cdots, w_{L}\right\}$ are used for estimating $\zeta$ via EM algorithm. It measures how well the calibrated Gaussian mixture distribution fits to the $L$ data points used for estimating $\boldsymbol{\zeta}$, so $\bar{l}_{\mathrm{ft}}$ is an increasing function of $K$. The solid line in Figure 1.16 represents the average $\log$-likelihood $\bar{l}^{*}$ based on the other half of the data and evaluated at $\widetilde{\boldsymbol{\zeta}}_{L}$, i.e.,

$$
\bar{l}^{*}=\frac{2}{n} \sum_{i=n / 2+1}^{n} \log \left(\phi_{\text {mix }}\left(w_{i} ; \widetilde{\boldsymbol{\zeta}}_{L}\right)\right) .
$$

It indicates the divergence of $p$ from the fitted $\phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$. For moderate $K$, on average, as the mixture model fits the $L$ data points better, more mass of $p$ will is captured by the calibrated $\phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$, and thus both $\bar{l}^{*}$ and the statistical efficiency of $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$ increases as $K$ increases.

However, for a large $K$, the Gaussian mixture model will overfit the $L \leqslant n / 2$ data points from $p$. Figure 1.16 (right) shows $\bar{l}^{*}$ decreases slightly when $K$ exceeds 100 , indicating a slight increase of the divergence between $p$ and $\phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$. Figure 1.17 shows the |bias|, standard deviation, and the RMSE (on a logarithmic scale) of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ (solid lines) and $\widehat{\lambda}_{\text {opt }}^{(m i x)}$ (dashed lines), with $K$ ranging from 5 to 250 . When $K$ exceeds 100 , there is a slight increase in the variance and the RMSE of these estimators as $K$


Figure 1.16: (Dotted line) $\bar{l}_{\mathrm{ft}}$; (solid lines) $\bar{l}^{*}$. The gray vertical line marks the value of $K$, around which $\bar{l}^{*}$ changes from increasing to decreasing as $K$ increases. The figure on the right-hand side shows $\bar{l}^{*}$ for $K$ ranging from 100 to 250 .
continues to increase.
Figure 1.18 (left) shows the computation costs of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ (solid line) and $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ (dashed line). When $K>100, T_{\mathrm{opt}}^{(\mathrm{U})}$ exhibits a quadratic growth with $K$, whereas $T_{\mathrm{opt}}^{(\text {mix })}$ grows linearly with $K$. Since there is no gain in statistical efficiency when increasing $K$ beyond 100 , the additional computation costs are completely wasted. Figure 1.18 (right) plots the $P p S$. The largest $P p S$ is obtained when $K$ is around $20 \sim 30$.

Based on our simulation, a rule of thumb in choosing $K$ is $K \leqslant n / 100$ in order to avoid overfitting and unnecessary computation costs. Unfortunately, we do not have a single rule to specify $K$, since there is a trade-off associated with the choice of $K$. On one hand, small $K$ may result in insufficient overlap between $\phi_{\text {mix }}$ and $p$, which in turn may result in insufficient overlap between $\phi$ and $\widetilde{p}$. On the other hand, large $K$ comes with expensive computation costs, and the rate of reduction of the variance decreases when $K$ increases. Currently, we rely on users to specify a reasonable $K$ to


Figure 1.17: The three columns show |bias|, standard deviation and RMSE (on a logarithmic scale) of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ (solid lines) and $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ (dashed lines). Different colors correspond to different values of $m$ in the estimators. Black: $m=n$; red: $m=16 n$; green: $m=32 n$.
balance the statistically efficiency and the associated computation costs.

### 1.5.2.2 Impact of $L$ on $\widehat{\lambda}_{\text {opt }}^{(\mathcal{X})}$

Other factors being fixed, on average, larger $L$ results in more overlap between $p$ and $\phi_{\text {mix }}$, hence more overlap between $\widetilde{p}$ and $\phi$, and better statistical efficiency of $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$. If we are not concerned about the computation costs, we should use the whole half dataset to estimate $\boldsymbol{\zeta}$ and the other half in bridge sampling, for each $\widehat{\lambda}_{\alpha, i}^{(\mathrm{U})}$.

Chen et al. (2008) showed that if the data are from a mixture of $K$ normal distributions with parameters $\boldsymbol{\zeta}_{0}$ and if the penalty term satisfies certain conditions, the pMLE $\widetilde{\boldsymbol{\zeta}}_{L}$ is consistence; that is, $\widetilde{\boldsymbol{\zeta}}_{L} \rightarrow \boldsymbol{\zeta}_{0}$ almost surely as $L \rightarrow \infty$. Further, Chen and Tan (2009) showed under these conditions, the central limit theorem holds for $\widetilde{\boldsymbol{\zeta}}_{L}$. So if $p$ is a mixture of $K$ normal distributions exactly as specified in (1.31), then as $L \rightarrow \infty, \phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$ will converge to $p$, and thus the discrepancy between $\phi$ and $\widetilde{p}$ will diminish to zero. Under more likely circumstances where $p$ is not in the family of (1.31), for fixed $K$, the distance between $p$ and $\phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$ remains positive and not


Figure 1.18: The total computation costs $T_{\mathrm{opt}}^{(\mathcal{X})}$ (left), and the precision per CPU second (right) of the optimal bridge sampling estimators $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ (solid lines, $m=n$ ) and $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ (dashed lines) with $m=n$ (black), $16 n$ (red), and $32 n$ (green).
negligible, even with $L \rightarrow \infty$, see Appendix A. 2 for the theoretical calculations.
Figure 1.19 shows the impact of $L$ on the performance of the algorithm to obtain $\widehat{\lambda}_{\text {opt }}^{(\mathcal{X})}$. The size of the sample to estimate $\boldsymbol{\zeta}$ should be linearly dependent on $K$, so we compare estimators with different values of $L / K$. In terms of the computation costs, for fixed $K, L$ only affect $T_{\mathrm{EM}}$, so both $T_{\mathrm{EM}}$ and $T_{\text {opt }}^{(\mathcal{X})}$ grows linearly as $L$, as shown in Figure 1.19 (left and middle), where $K$ is set to be 5 (black lines), 25 (red lines), and 50 (green lines). On the side of statistical properties, for a fixed $K$, having more data to estimate each parameter on average results in more overlap between $p$ and $\phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$, whereas small $L / K$ may cause an overfitting problem and thus large divergence between $p$ and $\phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$. Figure 1.19 (right) shows the RMSE decreases as $L / K$ increases, but when $L / K>50$, the reduction rate becomes very small. Figure 1.24 shows the similar impact of $L / K$ on the RMSE of $\widehat{\lambda}_{\text {opt }}^{(x)}$ in a different example (50 dimensions). So we recommend setting $L$ to be around $50 K$.


Figure 1.19: The impact of $L$ on $T_{\text {EM }}$ (left), $T_{\text {opt }}^{(\mathcal{X})}$ (middle), and the RMSE of $\widehat{\lambda}_{\text {opt }}^{(\mathcal{X})}$ (right). Black lines: $K=5$; red lines: $K=25$; green lines: $K=50$. When $K=50$, we can only take $L / K$ up to 100 , because $L \leqslant n / 2$.

### 1.5.2.3 Impact of $m$ and A Comparison of $\widehat{\lambda}_{\alpha}^{(\text {mix })}$ and $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$

Similar to $K$ and $L / K$, larger $m$ improves the precision of $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}$ but increases the computation costs. Figure 1.20 (left) shows the total computation costs of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ (solid lines) and $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ (dashed lines) grow linearly as $m$ increases from $n$ to $64 n$. Figure 1.20 (middle) shows the standard deviation of $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}$ is inversely related to $m$, and the reduction rate decreases as $m$ increases.

Consistent with our theoretical results, Figure 1.17, 1.19, and 1.20 all show with the same tuning parameters $(K, L, m)$, the variance of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ is smaller than that of $\widehat{\lambda}_{\text {opt }}^{\text {(mix })}$, but $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ is computationally much more costly than $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$. Figure 1.17 (middle) shows difference between the variances of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ increases as $K$ increases. A possible explanation is the following. In the process of warp- $U$ transformation, the overlap of $\widetilde{p}^{(\mathrm{k})}$ and $\widetilde{\phi}^{(\mathrm{k})}$ remains the same as that of $p^{(\mathrm{k})}$ and $\phi^{(\mathrm{k})}$, and the additional overlap comes from the rematching of $\widetilde{p}^{(\mathrm{k})}$ with the remainder of $\widetilde{\phi}^{(\mathrm{j})}($ for $j \neq k)$ that does not overlap with $\widetilde{p}^{(k)}$. The total number of possible rematches is $K(K-1) / 2$,


Figure 1.20: The total amount of time $T_{\mathrm{opt}}^{(\mathcal{X})}$ (left), the standard deviation (middle), and the PpS of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ (solid lines) and $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ (dashed lines) with different values of $m$ for $K=5$ (black), 25 (red), and 50 (green).
so as $K$ increases, it is more likely to form more additional overlap.
The advantage of $\widehat{\lambda}_{\alpha}^{(\text {mix })}$ over $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$ is the inexpensive computation costs, $T_{\mathrm{BS}}^{(\text {mix })}$, compared with $T_{\mathrm{BS}}^{(\mathrm{U})}$ and $T_{\mathrm{EM}}$. When $T_{\mathrm{EM}}$ dominates $T_{\mathrm{BS}}^{(\text {mix })}$, which is often true with large $K$ (see Figure 1.15), we can increase $m$ for the estimator $\widehat{\lambda}_{\alpha}^{(m i x)}$ to improve its statistical efficiency without significantly increasing the overall computation time. For easy reference, we use $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}(m)$ to denote the estimator $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}$ with a specific configuration of $m$. Figure 1.18 (left) show that for large $K$, the difference among the computation costs of $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ when $m=n$ (black dashed line), $16 n$ (red dashed line), and $32 n$ (green dashed line), is negligible compared with $T_{\text {EM }}$. The variance of $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$, however, drops substantially when $m$ increases from $n$ to $32 n$ in Figure 1.17 (middle). In fact, $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}(16 n)$ and $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}(32 n)$ are comparable with $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}(n)$ in terms of statistical efficiency, but $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}(n)$ is much more costly. Consequently, $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}(16 n)$ and $\widehat{\lambda}_{\text {opt }}^{\text {(mix) }}(32 n)$ have larger $P p S$ than $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}(n)$ for moderate and large $K$, see Figure 1.18 (right).

Figure 1.20 shows the statistical efficiency of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ can also be improved by increasing $m$, but the additional computation costs are significant. So in most cases, the
$P p S$ of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ decreases as $m$ increases. It is, however, important to acknowledge that for a fixed sample from $p$ of size $n$, the best statistical efficiency achieved by $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ is better than that by $\widehat{\lambda}_{\text {opt }}^{(m i x)}$, and the expensive computation costs of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ can easily be overcome by parallel computing.

To sum up, it is sufficient to use $L=50 K$ data points from $p$ to estimate $\boldsymbol{\zeta}$. When $L>50 K$, the additional computation costs may not be reflected in the improvement of the statistical efficiency. When $L<50 K$, overfitting may occur, resulting in more divergence between $p$ and $\phi_{\text {mix }}\left(\cdot ; \widetilde{\boldsymbol{\zeta}}_{L}\right)$. The variance of $\widehat{\lambda}_{\text {opt }}^{(\mathcal{X})}$ can be effectively reduced by increasing $K$ and/or $m$ up to some points. The rate of reduction in variance is different for $K$ and $m$. When $K$ is small, increasing $K$ reduces the variance faster than increasing $m$; when $K$ is large, increasing $m$ is more beneficial to reduce the variance. For the estimator $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$, having a large $m$, e.g., $m=10 n$, is recommended thanks to the inexpensive computation costs $T_{\mathrm{BS}}^{(\text {mix })}$.

### 1.5.3 An Example in 50 Dimensions

In this section, we use an example in 50 dimensions to show our proposed algorithm works in high dimensions, and to further support the comparisons we made in Section 1.5.2. Here, $p$ is a mixture of 30 distributions, including Gaussian distributions, t-distributions, Cauchy distributions, and multivariate distributions with gamma and/or exponential marginal distributions and with Gaussian copulas. Evaluating $p$ at a point is about 700 times more costly than evaluating $\phi$. The contour plots of $p$ in Figure 1.21 show the density has very long tails and is quite skewed in some directions. The simulation results are based on 10,000 replications, and in each


Figure 1.21: The contours of the density p projected to different pairs of dimensions.
replication, $n=10,000$ data points from $p$ are generated.
Figure 1.22 displays the computation costs of each of the steps in obtaining $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}$. Figure 1.23 shows the total computation costs, the RMSE, and the $P p S$ of $\widehat{\lambda}_{\text {opt }}^{(\mathcal{X})}$. As in the 10 -dimension example, the RMSE decreases as $K$ increases up to 100, and when $K>100$, the mixture model overfits the data, resulting in a slight increase in the RMSE. On average, the RMSE of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ is $60 \%$ of $\operatorname{RMSE}\left(\widehat{\lambda}_{\text {opt }}^{(\text {mix })}\right)$, but the computation costs of $\widehat{\lambda}_{\mathrm{opt}}^{(\mathrm{U})}$ are 4.7 times of $T_{\mathrm{opt}}^{(\text {mix })}$. In terms of the $P p S, \widehat{\lambda}_{\mathrm{opt}}^{(\text {mix })}$ is superior to $\widehat{\lambda}_{\mathrm{opt}}^{(\mathrm{U})}$ for any value of $K$. The comparison of the examples in 10D and 50D indicates that the superiority of $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ over $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ is more evident for larger $t_{q} / t_{\phi}$. In addition, for large $K$, when we increase $m$ from $n$ (black lines) to $16 n$ (red) and $32 n$ (green), the total computation costs of $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ only increases by a small fraction, but the gain in


Figure 1.22: The time decomposition in the process of obtaining $\widehat{\lambda}_{\alpha}^{(\mathcal{X})}$ ( 50 dimension). See the caption in Figure 1.15.
statistical efficiency is substantial.


Precision per second

Figure 1.23: The total computation costs $T_{\mathrm{opt}}^{(\mathcal{X})}$ (left), the RMSE (middle) on a logarithmic scale, and the $P p S$ (right) of $\widehat{\lambda}_{\mathrm{opt}}^{(\mathrm{U})}$ (solid lines, $m=n$ ) and $\widehat{\lambda}_{\mathrm{opt}}^{(\text {mix })}$ (dashed lines) with $m=n$ (black), $16 n$ (red), and $32 n$ (green).

Figure 1.24 shows the impact of increasing $L / K$ on $T_{\text {EM }}$ (left), $T_{\text {opt }}^{(\mathcal{X})}$ (middle), and the $\log (\mathrm{RMSE})$ (right) of estimators with $K=5$ (black lines), 25 (red), and 50 (green). Consistent with the results in Figure 1.19, as $L / K$ increases up to 50, the statistical efficiencies of the estimators improve considerably, but as we continue to increase $L / K$, the slope of the curves of $\log (\mathrm{RMSE})$ become very gradual. So this


Figure 1.24: The impact of $L$ on $T_{\text {EM }}$ (left), $T_{\text {opt }}^{(\mathcal{X})}$ (middle), and the RMSE of $\widehat{\lambda}_{\text {opt }}^{(\mathcal{X})}$ (right) in the 50 -dimension example. Black lines: $K=5$; red: $K=25$; green: $K=50$. When $K=50$, we can only take $L / K$ up to 100 , because $L \leqslant n / 2$.
example also supports the choice of $L=50 \mathrm{~K}$.

### 1.5.4 Estimating $c_{1} / c_{2}$

So far, we have mainly focused on estimating one normalizing constant. Suppose we have $\left\{w_{i, 1}, \cdots, w_{i, n_{i}}\right\} \stackrel{i i d}{\sim} p_{i}=q_{i} / c_{i}$ for $i=1,2$, then the ratio of the two normalizing constants $c_{1}$ and $c_{2}$ can be obtained with the following three procedures:

1. Estimate $\lambda_{1}$ and $\lambda_{2}$ separately via warp- U bridge sampling. We denote the two estimators to be $\widehat{\lambda}_{\alpha, \text { I }}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\alpha, \text { II }}^{(\mathrm{U})}$, so $\lambda=\log \left(c_{1} / c_{2}\right)$ is estimated by $\widehat{\lambda}_{\alpha, \mathrm{III}}^{(\mathrm{U})}=$ $\widehat{\lambda}_{\alpha, \mathrm{I}}^{(\mathrm{U})}-\widehat{\lambda}_{\alpha, \mathrm{II}}^{(\mathrm{U}}$.
2. Estimate $\lambda_{1}$ and $\lambda_{2}$ separately by the algorithm of $\widehat{\lambda}_{\alpha}^{(\text {mix })}$, denoted as $\widehat{\lambda}_{\alpha, \mathrm{I}}^{(\text {mix })}$ and $\widehat{\lambda}_{\alpha, I I}^{(\text {mix })}$, and the corresponding estimator of $\lambda$ is $\widehat{\lambda}_{\alpha,-I I}^{(\text {mix })}=\widehat{\lambda}_{\alpha, \mathrm{I}}^{(\text {mix })}-\widehat{\lambda}_{\alpha, I I}^{(\text {mix })}$.
3. Estimate the ratio directly by applying bridge sampling to the two sets of warpU transformed data. More specifically, we divide the data $\left\{w_{i, 1}, \cdots, w_{i, n_{i}}\right\}$ into two halves, estimate a Gaussian mixture distribution, $\phi_{\text {mix }, i}$, from the $L_{i}(\leqslant n / 2)$


Figure 1.25: $T_{\text {opt }}^{(\mathcal{X})}$ (left), $\log$ (RMSE) (middle), and PpS (right) of $\widehat{\lambda}_{\text {opt,II }}^{(\mathrm{U})}$ (solid lines, $m=n$ ), and $\widehat{\lambda}_{\text {opt }, I I}^{(\text {mix })}$ (dashed lines) with $m=n$ (black), $16 n$ (red), and $32 n$ (green).
of the first half of the data, and apply the corresponding warp-U transformation to the second half of the data. Given the calibrated $\phi_{\text {mix }, i}$, both the transformed datasets, $\left\{\widetilde{w}_{i, j} ; j=1+\frac{n_{i}}{2}, \cdots, n_{i}\right\}$ for $i=1,2$, have substantial overlap with the common density, $\phi$, so we expect they overlap with each other substantially. Therefore, we can apply bridge sampling to $\left\{\widetilde{w}_{i, j} ; j=1+\frac{n_{i}}{2}, \cdots, n_{i}\right\} \stackrel{i i d}{\sim} \widetilde{q}_{i}$ for $i=1,2$, and obtain one estimate of $\lambda$, denoted as $\hat{\lambda}_{\alpha, 1}^{(\mathrm{U}) *}$. Reversing the roles of the two halves of the datasets, we obtain a different estimate, $\widehat{\lambda}_{\alpha, 2}^{(\mathrm{U}) *}$. By symmetry, the final estimator is $\widehat{\lambda}_{\alpha}^{(\mathrm{U}) *}=\frac{1}{2}\left(\widehat{\lambda}_{\alpha, 1}^{(\mathrm{U} * *}+\widehat{\lambda}_{\alpha, 2}^{(\mathrm{U} * *}\right)$.

In our simulation to compare the three estimators of $\lambda, p_{1}$ is the same as $p$ in the 10 -dimension example, and $p_{2}$ is a mixture of 20 skewed t-distributions, which is more spread out than $p_{1}$ and has heavier correlation among different dimensions. The results are based on 5,000 replications, and $n_{1}=n_{2}=10,000$ data points are simulated from $p_{1}$ and $p_{2}$ in each replication.


Figure 1.26: Total computation costs (left), $\log (\mathrm{RMSE})$ (middle), and $P p S$ (right) of $\widehat{\lambda}_{\text {opt }, \text { III }}^{(\mathrm{U})}$ (solid lines, $m=n$ ), $\widehat{\lambda}_{\text {opt }, \text { I-II }}^{\text {mix }}$ (dashed lines) with $m=n$ (black), $16 n$ (red), and $32 n$ (green), and $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U}) *}$ (long dashed lines).

Figure 1.17 and 1.18 show the statistical and computation efficiency, as well as the $P p S$ of $\widehat{\lambda}_{\text {opt }, \mathrm{I}}^{(\mathrm{U})}$ (solid lines), and $\widehat{\lambda}_{\text {opt }, \mathrm{I}}^{(\text {mix })}$ (dashed lines) with $m=n$ (black), $16 n$ (red), and $32 n$ (green). Figure 1.25 shows these summary statistics of $\widehat{\lambda}_{\text {opt,II }}^{(\mathrm{U})}$ and $\widehat{\lambda}_{\mathrm{opt}, \mathrm{II}}^{(\text {mix })}$. Figure 1.26 shows the summary statistics of the final estimators $\widehat{\lambda}_{\text {opt,III }}^{(\mathrm{U})}, \widehat{\lambda}_{\text {opt, } \mathrm{III}}^{(\mathrm{mix})}$, and $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U}) *}$ (blue long dashed lines). The computation costs of $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U}) *}$ is almost identical to $\widehat{\lambda}_{\text {opt }, \mathrm{IIII}}^{(\mathrm{U})}$, because $\widehat{\lambda}_{\text {opt,I-II }}^{(\mathrm{U})}$ involves an additional evaluation of the normal density $2 m$ times, which is negligible. Figure 1.26 (middle) shows $\operatorname{Var}\left(\widehat{\lambda}_{\text {opt }, \text { I-II }}^{(\mathcal{X})}\right)=\operatorname{Var}\left(\widehat{\lambda}_{\text {opt }, \mathrm{I}}^{(\mathcal{X})}\right)+\operatorname{Var}\left(\widehat{\lambda}_{\mathrm{opt}, I I}^{(\mathcal{X})}\right)$, which is consistent with the fact $\widehat{\lambda}_{\text {opt }, \mathrm{I}}^{(\mathcal{X})}$ and $\widehat{\lambda}_{\text {opt }, \mathrm{II}}^{(\mathcal{X})}$ are independent. Interestingly, $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U}) *}$ has a much better statistical efficiency than $\widehat{\lambda}_{\text {opt }, \text { IIII }}^{(\mathrm{U})}$ or $\widehat{\lambda}_{\text {opt,III }}^{(\text {mix })}$, and the reduction of the RMSE is less affected by the overfitting issue than other estimators as $K$ increases to 250 . Figure 1.26 (right) shows the $P p S$ of $\widehat{\lambda}_{\mathrm{opt}}^{(\mathrm{U}) *}$ is comparable with that of $\widehat{\lambda}_{\mathrm{opt}, \mathrm{IIII}}^{(\operatorname{mix})}$ when $m=16 n$ or $32 n$. So $\hat{\lambda}_{\text {opt }}^{(\mathrm{U} * *}$ has the advantage of having the lowest RMSE and the largest $P p S$.

### 1.6 Challenges and Opportunities

This chapter generalizes the warp-I, II, and III transformation proposed by Meng and Schilling (2002), and introduces a class of stochastic transformation that aims at reducing the f-divergence of two densities without changing their normalizing constants. Asymptotically, the bridge sampling estimator with the warp-U transformed data has smaller variance than that based on the original data.

Warp-U transformation is determined by a mixture distribution, $\phi_{\text {mix }}$, that has reasonable amount of overlap with the density $p$, the normalizing constant of which is of interest. We suggest using the penalized EM algorithm proposed by Chen et al. (2008) to fit a mixture of normal distributions with diagonal covariance matrixes to the data from $p$. This method is computationally inexpensive, scales linearly with the dimension, and can capture a large mass of $p$ for a reasonably chosen number of components in $\phi_{\text {mix }}$. Adaptive bias is introduced if the estimated parameters in $\phi_{\text {mix }}$ and the data used in bridge sampling are dependent. We propose one solution that removes the bias without incurring additional variance. More specifically, the data are divided into two halves, and we obtain two estimators by using part of one half of the data to estimate $\boldsymbol{\zeta}$ and the other half in bridge sampling. The two resulting estimators have very small correlation, so the statistical efficiency of the combined estimator, i.e., their average, is as good as if the parameters in $\phi_{\text {mix }}$ are estimated with other resources.

The selections of the three tuning parameters $(K, L, m)$ are discussed in details with theoretical and simulation results. In addition, we compare the statistical and computational efficiencies of the optimal warp-U bridge sampling estimator $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ and
$\widehat{\lambda}_{\text {opt }}^{\text {mix })}$ (the optimal bridge sampling estimator with data from $p$ and $\phi_{\text {mix }}$ ). For a fixed $\phi_{\text {mix }}$ and sample sizes $(n, m)$, asymptotically, $\widehat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ has better statistical efficiency than $\widehat{\lambda}_{\mathrm{opt}}^{(\text {mix })}$. However, $\widehat{\lambda}_{\mathrm{opt}}^{(\mathrm{U})}$ is computationally more expensive than $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$, especially for large $K$. Thus, if computation costs are of concern, $\widehat{\lambda}_{\text {opt }}^{(\text {mix })}$ with a large sample from $\phi_{\text {mix }}$ is often a better choice than $\hat{\lambda}_{\text {opt }}^{(\mathrm{U})}$ with a small sample from $\phi$. Another advantage of warp- U transformation is that we can apply bridge sampling to the two transformed datasets to estimate the ratio of two normalizing constants directly.

Like any research, we also face many challenges which require further exploration.
First of all, Theorem 1 implies that for any continuous density $\phi$ and $p$, the fdivergence between $\left(\phi_{\text {mix }}, p\right)$ is larger than that between $(\phi, \widetilde{p})$, the densities due to the warp- U transformation. We have only explored the Gaussian distribution as the base density $\phi$, so one future direction is to investigate other base densities. For heavy-tail problems, using t-distribution may be more effective in capturing the mass of $p$, requiring fewer components and thus smaller computation costs. If the support of $p$ is within a bounded region, a base density with bounded support may be more appropriate. Nonetheless, we suggest using the diagonal covariance matrix for the components in $\phi_{\text {mix }}$ and using our strategy in Figure 1.12 to remove the adaptive bias.

Second, the possibility of using parallel computation techniques to speed up computation is discussed in this chapter. The step of bridge sampling with the warp- U transformed data is embarrassingly parallelizable, since no communication of the results is needed. With many computation resources available, the bottleneck may lies in the estimation of $\boldsymbol{\zeta}$ via the EM algorithm, which is not easily to parallelize. So
a parallel version of EM or clustering methods, such as $k$-means algorithm, may be used to reduce the computation costs even further.

Third, we assume the number of components in $\phi_{\text {mix }}$ is pre-specified by the user and have not provided much guidance on how to choose $K$, except that $K$ should be $\leqslant n / 100$ to avoid overfitting. Both the computation costs and the statistical efficiency of the warp- U bridge sampling estimator increase with $K$. So a reasonable criterion for choosing $K$ should take into account both factors, for example, a weighted average of the statistical efficiency and computation costs, where the weights represent the relative importance of the two factors. Whereas we can get a good estimate of the computation costs as a function of $K$, it is difficult to estimate how the MSE of the estimator changes with $K$. Some widely-used criteria for choosing the optimal $K$, such as AIC and BIC, deal with the trade-off between the goodness of fit of the model and its complexity, and may be used for our purpose. But keep in mind these criteria may not directly represent the statistical and computational efficiency of the warp-U bridge sampling estimator. The method proposed by Lee et al. (2006), which estimates the optimal $K$ by dynamically adding the components one by one based on incremental $k$-means until some criteria are met, may be a possible solution to our problem.

Another interesting area of research is the connection of the estimator $\widehat{c}_{\text {opt }}^{(\mathrm{U})}$ with the likelihood method proposed by Kong et al. (2003). The estimator $\widehat{c}_{\text {opt }}^{(\text {mix })}$ is essentially a special case of the likelihood method. More specifically, let $q_{0}=q=c p$ be the unnormalized density, $q_{i}$ be the pdf of $\mathcal{N}\left(\mu_{i}, \Sigma_{i}\right)$, for $i=1, \cdots, K, \phi_{\text {mix }}=\sum_{i=1}^{K} \pi_{i} q_{i}$, $n_{i}$ be the number of draws from $q_{i}, n=n_{0}$, and $m=\sum_{i=1}^{K} n_{i}$, then, when $m \rightarrow \infty$
and $n_{i} / m \rightarrow \pi_{i}$, the likelihood estimator defined below is equivalent to $\widehat{c}_{\mathrm{opt}}^{(\text {mix })}$,

$$
\begin{equation*}
\widehat{c}=\sum_{i=0}^{K} \sum_{j=1}^{n_{i}} \frac{q\left(w_{i, j}\right)}{n \widehat{c}^{-1} q\left(w_{i, j}\right)+m\left(\sum_{k=1}^{K} \frac{n_{k}}{m} q_{k}\left(w_{i, j}\right)\right)} . \tag{1.39}
\end{equation*}
$$

There are many other questions we have not explored. Theorem 1 states $\mathcal{D}(\widetilde{p}, \phi) \leqslant$ $\mathcal{D}\left(p, \phi_{\text {mix }}\right)$ for any increasing function of the $f$-divergence. However, we have little knowledge about the amount of reduction in the divergence, and when the superiority of $\widehat{\lambda}_{\alpha}^{(\mathrm{U})}$ to $\widehat{\lambda}_{\alpha}^{\text {(mix) }}$ is more evident in terms of the statistical efficiency. In addition, we have not investigated how the dependence of the data would affect our algorithm. We would also like to explore more applications of the warp-U transformation.

## Chapter 2

## Bayesian Methods for Modeling

## Source Intensities

### 2.1 Introduction

One of the goals of source detection is to obtain the luminosity function, which specifies the distribution of source intensities in a population. The luminosity function of a population in X-rays can be estimated using the Chandra X-ray data. The Chandra X-ray Observatory consists of high-resolution count-based detectors, which record the arrival time, the 2D sky coordinates and the energy of each of the X-ray photon arrives at the detectors.

We use independently constructed catalogues from optical, radio, or previous Xray surveys to locate the position of each source in a population. Centering at each source location in the detector, we use the point spread function (PSF) to determine a circular aperture, also referred to as the source region, so that $\sim 90 \%$ of the
source photons are expected to fall within the region. In this paper, we develop a novel method to simultaneously modeling the distribution of source intensities of a population, based on the 2D binned counts in the source regions. Thus, we bypass the traditional problem of detection entirely, and directly determine the quantity of astrophysical interest, the population luminosity function. Currently, this is among the first principled methods to use the independently constructed catalogues in an X-ray source detection algorithm.

Several complications are associated with the data. First, the data are contaminated with background counts, which are recorded events that are not originated from the source of interest. To quantify the background counts, we also collect the 2D binned count in a vast region with no sources. A common practice to obtain source counts is to directly subtract the estimated background counts from the observed counts in source regions. This ad-hoc method, however, often leads to negative source counts. To overcome this problem, we model each observed count as the sum of two independent Poisson random variables, the expected values of which are determined by the background rate and the source intensity, respectively.

Second, the photon counts in some source regions are very low, and could be completely from the background. We call a source X-ray dark, if its X-ray source intensity is zero. We are particularly interested in whether such X-ray dark sources exist as a discernible subpopulation of the population. To represent this possibility, we model the distribution of source intensities as a mixture of a gamma distribution for sources with non-zero intensities, and a zero-inflated component (a positive probability at zero) for sources that are intrinsically non-emitting. Note that in most
flux-truncated analyses, power-law models (akin to a Pareto distribution) are fit to the data, which by design ignore the downward slopes in the source brightness distribution at low luminosities. The zero-inflated component models a subpopulation of sources that are not just weak, but completely dark, and is an entirely new construct hitherto never considered in astronomical problems. Including such a population in the modeling provides powerful new avenues to investigate, e.g., areas of the $\mathrm{H}-\mathrm{R}$ diagram where sources have never been reliably detected, such as dA stars, or K and $M$ giants and supergiants. The individual source intensity is constrained by both the observed counts at the source locations and the expected distribution, which acts as a "smoothing" constraint even for weak sources. This obviates the need to determine upper limits to undetected sources, since for every catalog object a full posterior probability distribution of its intensity is obtained and used in the construction of the luminosity function.

Third, there are a number of overlapping source regions in the data, especially at locations far away from the center of the field. We bypass the problem by counting the photons in each of the segments formed by these overlapping regions. We are able to obtain the proportion of photons from each source that are expected to arrive at that segment. This information allows us to principally model the source intensities based on photon counts in the segments.

Finally, the background rate may have an increasing trend as the projected angle on the sky from the center of the field increases. Instead of assuming a constant background rate across the field, we assume it is piecewise constant, i.e., the whole field is divide into several non-overlapping regions and the background within each
region is homogeneous.
The remainder of the chapter is organized into three sections. In Section 2.2, we develop the Bayesian method for modeling the X-ray luminosity function. A simulation study, with simulated data mimicking typical stellar clusters, is conducted to demonstrate the performance of our model. In Section 2.3, we propose a likelihoodratio based Bayesian hypothesis testing procedure, where the posterior predictive pvalue is computed to quantify the evidence against the null hypothesis of no X-ray dark sources. The actual levels and powers of the test are examined under a variety of simulation configurations. In Section 2.4, we apply our model and the hypothesis testing procedure to two subsets of the Chandra/HRC-I observation of the stellar open cluster, NGC 2516.

### 2.2 Modeling the Luminosity Function

### 2.2.1 Statistical Model

In this section, we introduce the hierarchical model that we use to describe and fit the luminosity function. The model accounts for background contamination and the possibility of dark sources. We take a Bayesian perspective to model fittings, employing non-informative prior distributions for the parameters characterizing the luminosity function because external information is not available for these parameters.

### 2.2.1.1 Basic Bayesian Hierarchical Model

Suppose we observe a field with $n$ sources for $\mathcal{T}$ seconds, and that for each source we count $Y_{i}$ photons in its source region. Source region $i$ is a circular aperture centered at the putative location of source $i$, and its radius is determined by the point spread function (PSF) so that $\sim 90 \%$ of the source photons are expected to fall within the region. Let $a_{i}$ (pixels) denote the area of source region $i$. We assume the number of putative sources and their locations are determined with other instruments. Jones et al. (2014), for example, investigate a Bayesian method for simultaneously inferring the number of sources, their locations, and their expected photon counts. For simplicity, here we assume there is no overlap among the $n$ source regions; this assumption is relaxed in Section 2.2.1.2. Due to background contamination, $Y_{i}$ can be written as the sum of photon counts from the source, $\mathcal{S}_{i}$, and from the background, $\mathcal{B}_{i}$, i.e.,

$$
\begin{equation*}
Y_{i}=\mathcal{S}_{i}+\mathcal{B}_{i} \tag{2.1}
\end{equation*}
$$

where $\mathcal{S}_{i}$ and $\mathcal{B}_{i}$ are independent. We emphasize that we only observe $Y_{i}$, and not $\mathcal{S}_{i}$ or $\mathcal{B}_{i}$.

In addition to the counts in the individual source regions, we observe a pure background count, $X$, from a presumably source-free region of area $A$ pixels in the observed field. The exposure time for the pure background observation is also $\mathcal{T}$ seconds. In this section, we assume constant background rate across the field; an extension of the model that allows for different background rates appears in Section 2.2.1.2.

The arrival of photons at the detector can be modeled as a Poisson process, that is,
$\mathcal{S}_{i}, \mathcal{B}_{i}$, and $X$ are independent Poisson random variables. In addition to the exposure time and source intensity, $\lambda_{i}\left(\mathrm{count} / \mathrm{s} / \mathrm{cm}^{2}\right)$, the expected count from source $i$ in its source region is affected by two known constants: (i) the proportion, $r_{i}$, of photons from the source that are expected to fall in the source region as determined by the PSF, and (ii) the telescope effective area, $e_{i}\left(\mathrm{~cm}^{2}\right)$, at the source location, which characterizes the efficiency of the telescope, i.e.,

$$
\begin{equation*}
\mathcal{S}_{i} \mid \lambda_{i} \stackrel{\text { indep }}{\sim} \operatorname{Poisson}\left(r_{i} e_{i} \lambda_{i} \mathcal{T}\right) . \tag{2.2}
\end{equation*}
$$

Similarly, with a background rate of $\xi$ (count/s/pixel), the photon count in the background region is modeled

$$
\begin{equation*}
X \mid \xi \sim \operatorname{Poisson}(A \xi \mathcal{T}) \tag{2.3}
\end{equation*}
$$

and the background count in source region $i$ is modeled

$$
\begin{equation*}
\mathcal{B}_{i} \mid \xi \stackrel{\text { indep }}{\sim} \operatorname{Poisson}\left(a_{i} \xi \mathcal{T}\right) \tag{2.4}
\end{equation*}
$$

The background count rates are not adjusted for the effective area because (i) the effective area adjusts only for photon counts, whereas background events include both X-ray photons and charged particles, and (ii) the background rate, $\xi$, is quantified in terms of the observed count. Finally, the observed count in source region $i, Y_{i}=$ $\mathcal{S}_{i}+\mathcal{B}_{i}$, also follows a Poisson distribution,

$$
\begin{equation*}
Y_{i} \mid\left(\lambda_{i}, \xi\right) \stackrel{\text { indep }}{\sim} \operatorname{Poisson}\left(\left(a_{i} \xi+r_{i} e_{i} \lambda_{i}\right) \mathcal{T}\right) . \tag{2.5}
\end{equation*}
$$

We take a Bayesian statistical perspective which involves the computation of the posterior distribution of the unknown parameters, $(\xi, \boldsymbol{\lambda})$ with $\boldsymbol{\lambda}=\left(\lambda_{1}, \cdots, \lambda_{n}\right)$, given the observed data, $\boldsymbol{D}=\left(Y_{1}, \cdots, Y_{n}, X\right)$. To do this, we must specify the likelihood function and the prior distribution; a brief introduction to Bayesian data analysis and parameter fitting is given in Appendices A. 3 and A.4. Equations (2.3) and (2.5) together define the distribution of $\boldsymbol{D}$, and thus can be used to specify the likelihood function of $(\xi, \boldsymbol{\lambda})$,

$$
\begin{equation*}
L(\xi, \boldsymbol{\lambda} \mid \boldsymbol{D})=\exp (-A \mathcal{T} \xi) \frac{(A \mathcal{T} \xi)^{X}}{X!} \prod_{i=1}^{n} \exp \left[-\left(a_{i} \xi+r_{i} e_{i} \lambda_{i}\right) \mathcal{T}\right] \frac{\left[\left(a_{i} \xi+r_{i} e_{i} \lambda_{i}\right) \mathcal{T}\right]^{Y_{i}}}{Y_{i}!} \tag{2.6}
\end{equation*}
$$

As for prior distributions, we first specify the prior distribution on $\xi$ as ${ }^{1} \operatorname{Gamma}\left[\mu_{0}, \theta_{0}\right]$. This choice simplifies computation because we can derive a closed-form posterior distribution for $\xi$, given all other model parameters and data. Since the density function of gamma distribution can take various shapes, it is a flexible model for the prior distribution, see Figure 2.1 (left panel) for examples. If prior information is available for the background rate, $\mu_{0}$ and $\theta_{0}$ can be chosen accordingly. Otherwise, a nearly flat prior distribution with large variance can be used to reflect prior ignorance. Practically speaking, because the background count $X$ is collected over a large region ( $A$ pixels) and over a long period of time ( $\mathcal{T}$ seconds), it is quite informative for $\xi$, and thus a weakly informative prior distribution has little impact on the posterior
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Figure 2.1: (Left) Examples of gamma distributions; (Right) Examples of Beta distributions. The notation used to specify these distributions appears in footnotes 1 and 3 .
distribution of $\xi$. In our numerical studies, we set

$$
\begin{equation*}
A \mathcal{T} \xi \sim \text { Gamma }\left[10^{6}, 10^{18}\right], \text { or equivalently, } \xi \sim \text { Gamma }\left[\frac{10^{6}}{A \mathcal{T}}, \frac{10^{18}}{(A \mathcal{T})^{2}}\right] \tag{2.7}
\end{equation*}
$$

which is nearly a flat prior distribution for $A \mathcal{T} \xi$.
To capture the possibility of X-ray dark sources, we model the population prior distribution of source intensities as a zero-inflated gamma distribution, i.e., a mixture of a gamma distribution and the $\delta$ function at zero. ${ }^{2}$ The gamma component of this prior distribution describes the intensities of sources that are not X-ray dark, whereas the $\delta$ function represents the X-ray dark sources in the field, i.e., those having $\lambda_{i}=0$. We model $\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}$ as independent random variables from this population prior

[^1]distribution, i.e., independently,
\[

\lambda_{i} \mid \mu, \theta, \pi_{d} $$
\begin{cases}=0 & \text { with probability } \pi_{d}  \tag{2.8}\\ \sim \operatorname{Gamma}[\mu, \theta] & \text { with probability } 1-\pi_{d}\end{cases}
$$
\]

where $\pi_{d}$ is the proportion of dark sources. The prior distribution of $\boldsymbol{\lambda}$ can be written

$$
\begin{equation*}
P\left(\boldsymbol{\lambda} \mid \mu, \theta, \pi_{d}\right)=\prod_{i=1}^{n}\left(\pi_{d} \delta_{0}\left(\lambda_{i}\right)+\left(1-\pi_{d}\right) \frac{(\mu / \theta)^{\left(\mu^{2} / \theta\right)}}{\Gamma\left(\mu^{2} / \theta\right)} \lambda_{i}^{\left(\mu^{2} / \theta\right)-1} e^{-(\mu / \theta) \lambda_{i}}\right) \tag{2.9}
\end{equation*}
$$

where $\delta_{0}\left(\lambda_{i}\right)=1$ if $\lambda_{i}=0$, and $\delta_{0}\left(\lambda_{i}\right)=0$ if $\lambda_{i} \neq 0$.
Because we observe multiple sources, we can fit the parameters, $\mu, \theta$, and $\pi_{d}$ of the population prior distribution on $\boldsymbol{\lambda}$. To do so, we must also set prior distributions on $\mu, \theta$, and $\pi_{d}$, and study their posterior distribution. There is an important difference between the prior distributions on $\xi$ and on $\boldsymbol{\lambda}$. A priori, $\xi$ is assumed to follow Gamma[ $\mu_{0}, \theta_{0}$ ], where $\mu_{0}$ and $\theta_{0}$ are constants of our choice, whereas the distribution of $\boldsymbol{\lambda}$ is modeled in a hierarchical fashion, i.e., we can leverage the replicates $\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}$ to fit the population prior distribution and set fixed prior distributions on the parameters describing this population distribution.

We assume $\mu, \theta$, and $\pi_{d}$ are a priori independent. A natural prior distribution for $\pi_{d}$ is a Beta distribution, ${ }^{3}$ the support of which is the unit interval. Examples of Beta distributions are shown in Figure 2.1 (right panel). Prior knowledge as to likely values of the proportion of the dark sources can be incorporated into this prior

[^2]distribution. Otherwise, we can assume $\pi_{d}$ follows $\operatorname{Beta}(1,1)$, which is a uniform distribution between zero and one,
\[

$$
\begin{equation*}
\pi_{d} \sim \operatorname{Beta}(1,1)=\operatorname{Uniform}(0,1) \tag{2.10}
\end{equation*}
$$

\]

Setting a prior distribution on $(\mu, \theta)$ is more subtle. It may be tempting to specify a flat prior distribution on $(\mu, \theta)$, because these parameters can in principle take on any positive values. A flat prior distribution on $(0, \infty)$, however, is not a proper distribution (since it cannot be normalized) and leads to technical difficulties in this case, see Appendix A.6. Thus, we must specify a prior distribution that can be normalized. Nonetheless, we would like the prior distribution of $(\mu, \theta)$ to reflect ignorance since we have no prior knowledge about their values. To accomplish this, we specify a relatively flat and heavy-tailed prior distribution with the aim of ensuring that the posterior distribution is driven by $\boldsymbol{D}$, rather than the prior distribution.

We start by identifying a rough range of $\boldsymbol{\lambda}$ using background subtraction. Assuming a constant background rate, we expect that approximately, $\widehat{\mathcal{B}}_{i}=X a_{i} / A$ photons in source region $i$ are due to the background and $\widehat{\mathcal{S}}_{i}=Y_{i}-\widehat{\mathcal{B}}_{i}$ photons are due to source $i$. Thus, $\widehat{\lambda}_{i}=\widehat{\mathcal{S}}_{i} /\left(r_{i} e_{i} \mathcal{T}\right)$ is a rough estimate of $\lambda_{i}$. Figure 2.2 shows histograms of $Y_{i}$ and $\widehat{\lambda}_{i}$ for the non-overlapping sources within $6 \operatorname{arcmin}$ from the center of the field in the Chandra/HRC-I observation of the open cluster NGC 2516, in which $44.6 \%$ of the $\widehat{\lambda}_{i}$ are negative. We emphasize that $\widehat{\lambda}_{i}$ is a poor estimator of $\lambda_{i}$ and we do not espouse its use as such. We only use it as a very rough guide in setting a prior distribution. The empirical mean and variance of the positive $\widehat{\lambda}_{i}$ are $1.2 \times 10^{-6}$ and $8.7 \times 10^{-12}$, respectively. Based on these calculations, we use two independent


Figure 2.2: (Left) Histogram of the observed photon counts $Y_{i}$ of non-overlapping sources located within 6 arcmin from the center of the field in the Chandra/HRC-I observation of the open cluster NGC 2516 ; (right) histogram of the empirical estimates of $\lambda_{i}$ obtained by subtracting the estimated background counts from the observed counts.
zero-truncated Cauchy distributions, ${ }^{4}$ tCauchy $\left(\eta_{0}, \gamma_{0}\right)$, as the prior distributions for $\mu$ and $\theta$. The Cauchy distribution is an appropriate choice for a weakly informative prior distribution (Gelman et al., 2006, 2008) due to its heavy tails. We truncate the prior distribution to be positive because both $\mu$ and $\theta$ must be greater than zero. Figure 2.3 (left panel) shows several examples of normalized zero-truncated Cauchy distributions. The mode, $\eta_{0}$, of the prior distribution on $\mu$ is set to match the mean of the positive $\widehat{\lambda}_{i}$, and the scale parameter, $\gamma_{0}$, is set to be $100 \eta_{0}$, so that the density of tCauchy $\left(\eta_{0}, \gamma_{0}\right)$ only drops by a half within $101 \eta_{0}$ units of the mode. Using the

[^3]

Figure 2.3: (Left) Examples of normalized tCauchy distributions; (Right) density function of the prior distribution for $\mu$, with the mode of the distribution marked by the red vertical line.
same method, we obtain the prior distribution for $\theta$. So

$$
\begin{equation*}
\mu \sim \operatorname{tCauchy}\left(1.2 \times 10^{-6}, 1.2 \times 10^{-4}\right), \theta \sim \operatorname{tCauchy}\left(8.7 \times 10^{-12}, 8.7 \times 10^{-10}\right) \tag{2.11}
\end{equation*}
$$

Figure 2.3 (right panel) plots this prior distribution of $\mu$, which is fairly flat near the mode and has a heavy right tail.

In all, the unknown parameters that we aim to estimate include $\mu, \theta, \pi_{d}, \xi$, and $\boldsymbol{\lambda}$. By Bayes' Theorem, their joint posterior distribution is

$$
\begin{equation*}
P\left(\mu, \theta, \pi_{d}, \xi, \boldsymbol{\lambda} \mid \boldsymbol{D}\right) \propto L(\xi, \boldsymbol{\lambda} \mid \boldsymbol{D}) P(\xi) P\left(\boldsymbol{\lambda} \mid \mu, \theta, \pi_{d}\right) P\left(\pi_{d}\right) P(\mu, \theta) \tag{2.12}
\end{equation*}
$$

where the terms on the right-hand side of (2.12) are given by (2.6), (2.7), (2.9), (2.10), and (2.11), respectively.


Figure 2.4: An example of eight source regions in the detector. Source regions 7 and 8 do not overlap with other source regions. Source regions 1-6 overlap and form a total of 13 segments. The highlighted segment is the intersection of source regions 1,2 , and 4.

### 2.2.1.2 Model Extension

When two or more sources are spatially close and their respective PSF-defined source regions overlap, photons observed in one source region are a mixture of photons from multiple sources and from the background. In this section, we extend the basic model of Section 2.2.1.1 to handle overlapping sources.

Instead of modeling the photon count in each source region, we model the count, $Y_{s}$, in each segment defined by either a single non-overlapping source region or the intersection of multiple source regions. The subscript, $s$, denotes the set of sources whose regions overlap and form the segment. For example in Figure 2.4, the highlighted segment is defined by the intersection of source regions 1,2 , and 4 , so $s=\{1,2,4\}$, and $Y_{\{1,2,4\}}$ is the photon count in the highlighted segment. Each $Y_{s}$ consists of a mixture of photons from the sources in $s$ and from the background, so

$$
\begin{equation*}
Y_{s}=\sum_{i \in s} \mathcal{S}_{s, i}+\mathcal{B}_{s} \tag{2.13}
\end{equation*}
$$

where $\mathcal{S}_{s, i}$ is the photon count from source $i$ detected in segment $s$, and $\mathcal{B}_{s}$ is the background count in segment $s$, with $\mathcal{B}_{s}$ and $\mathcal{S}_{s, i}$ for $i \in s$ assumed independent. We emphasize only $Y_{s}$, and not $\mathcal{S}_{s, i}$ or $\mathcal{B}_{s}$ is observed.

As in the basic model, the expected count in each segment is computed as a function of several constants: (i) the area, $a_{s}$ (pixels), of the segment, (ii) the expected proportion, $r_{s, i}$, of photons from source $i \in s$ that are recorded in segment $s$, and (iii) the effective area, $e_{s}\left(\mathrm{~cm}^{2}\right)$, of the segment. In particular, given the source intensity $\lambda_{i}, \mathcal{S}_{s, i}$ is modeled as

$$
\begin{equation*}
\mathcal{S}_{s, i} \mid \lambda_{i} \stackrel{\text { indep }}{\sim} \operatorname{Poisson}\left(r_{s, i} e_{s} \lambda_{i} \mathcal{T}\right) . \tag{2.14}
\end{equation*}
$$

In the basic model of Section 2.2.1.1, we assume the background rate is constant across the field. In reality, this assumption is unrealistic because we observe an increase in the observed background rate as the projected angle (in arcmin) on the sky from the center of the field increases from 0 to 16, see Table 2.1. Here, we extend the model to allow for piecewise homogeneous background. More specifically, we divide the field into $K$ fixed regions and assume a constant background rate, denoted as $\xi_{k}$, in each region. A priori, we assume $\xi_{1}, \cdots, \xi_{K}$ are independently distributed as Gamma $\left[\mu_{0}, \theta_{0}\right]$, as in (2.7).

Let $X_{k}$ be the observed background count and $A_{k}$ (pixels) be the area of the pure background in region $k$, for $k=1, \cdots, K$. As in (2.3), given $\boldsymbol{\xi}=\left(\xi_{1}, \cdots, \xi_{K}\right)$, $\boldsymbol{X}=\left(X_{1}, \cdots, X_{K}\right)$ can be modeled as

$$
\begin{equation*}
X_{k} \mid \xi_{k} \stackrel{\text { indep }}{\sim} \operatorname{Poisson}\left(A_{k} \xi_{k} \mathcal{T}\right) \tag{2.15}
\end{equation*}
$$

Table 2.1: Background counts and average background counts per pixel in different regions in the Chandra/HRC-I observation of the open cluster NGC 2516.

| Projected Angle | Count (count) | Area (pixels) | Average count per pixel |
| :---: | :---: | :---: | :---: |
| $0-6$ | 219962 | 22029408 | 0.0100 |
| $6-8$ | 146332 | 14093856 | 0.0104 |
| $8-16$ | 285300 | 26448800 | 0.0108 |

If segment $s$ is in region $k, \mathcal{B}_{s}$ is modeled as

$$
\begin{equation*}
\mathcal{B}_{s} \mid \xi_{k} \stackrel{\text { indep }}{\sim} \operatorname{Poisson}\left(a_{s} \xi_{k} \mathcal{T}\right) \tag{2.16}
\end{equation*}
$$

and thus

$$
\begin{equation*}
Y_{s} \mid \xi_{k}, \boldsymbol{\lambda} \stackrel{\text { indep }}{\sim} \text { Poisson }\left(\left(a_{s} \xi_{k}+\sum_{i \in s} r_{s, i} e_{s} \lambda_{i}\right) \mathcal{T}\right) . \tag{2.17}
\end{equation*}
$$

We use an MCMC sampler to fit the model, and to obtain parameter estimates and error bars, see Appendix A. 4 for details of the model fitting algorithm.

### 2.2.2 Simulation Study

We use a series of simulation configurations to evaluate the statistical properties of estimators based on our model. We make three simplifications in our simulation: (i) there are no overlapping sources, (ii) the background rate is constant, and (iii) the three constants $\left(a_{i}, e_{i}, r_{i}\right)$ associated with each source are the same for all sources, and thus we remove the subscript $i$ and use ( $a, e, r$ ) to denote these parameters.

We choose the simulation parameters to mimic the Chandra observation of the open cluster NGC 2516. The following parameters are fixed in the simulation, (i) the exposure time $\mathcal{T}=5 \times 10^{4}$ seconds, (ii) the area of the pure background region

Table 2.2: Parameters in the simulation and their corresponding values in the model.

| parameters in simulation | $\lambda_{i}^{*}$ (count) | $\mu^{*}$ (count) | $\theta^{*}\left(\right.$ count $\left.^{2}\right)$ | $\xi^{*}$ (count) |
| :---: | :---: | :---: | :---: | :---: |
| corresponding values to model | $r e \mathcal{T} \lambda_{i}$ | $r e \mathcal{T} \mu$ | $(r e \mathcal{T})^{2} \theta$ | $a \xi \mathcal{T}$ |

$A=2.5 \times 10^{7}$ pixels, (iii) the background rate $\xi=2 \times 10^{-7}$ count/s/pixel, and (iv) the number of sources $n=1000$. Each replicate dataset is simulated according to the following steps:

1. Simulate the background count, $X$, from $\operatorname{Poisson}(A \xi \mathcal{T})$, where $A \xi \mathcal{T}=2.5 \times 10^{5}$.
2. Simulate the expected source counts, $\left\{\lambda_{1}^{*}, \cdots, \lambda_{n}^{*}\right\}$, independently from a zeroinflated gamma distribution, i.e., each $\lambda_{i}^{*}=0$ with probability $\pi_{d}$, and $\lambda_{i}^{*} \sim$ Gamma $\left[\mu^{*}, \theta^{*}\right]$ with probability $1-\pi_{d}$.
3. For $i=1, \cdots, n$, simulate the background count $\mathcal{B}_{i} \stackrel{\text { indep }}{\sim} \operatorname{Poisson}\left(\xi^{*}\right)$ and the source count $\mathcal{S}_{i} \stackrel{\text { indep }}{\sim} \operatorname{Poisson}\left(\lambda_{i}^{*}\right)$, and thus the observed photon count is $Y_{i}=$ $\mathcal{B}_{i}+\mathcal{S}_{i}$.

Note, the parameters that are marked by the superscript * are the scaled versions of those used in our model, see Table 2.2.

The simulation depends on the parameters $\mu^{*}, \theta^{*}, \pi_{d}$, and $\xi^{*}$. We fix $\mu^{*}=15$ and consider 100 simulation configurations that we generate using a full factorial design, i.e., crossing two values of $\xi^{*}$, five values of $\theta^{*}$, and ten values of $\pi_{d}$, in particular, $\xi^{*} \in$ $\{15,30\}, \theta^{*} \in\{50,100,300,500,1000\}$, and $\pi_{d} \in\{0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9\}$. Under each configuration, $m=300$ replicate datasets are generated and fit via MCMC. We compute the $(1-\rho)$ highest posterior density (HPD, see Appendix A.3) intervals with $\rho \in(0,1)$ for $\mu^{*}, \theta^{*}$, and $\pi_{d}$ using each of the $100 \times 300$ replicate datasets.

The actual coverage rate of the $(1-\rho)$ HPD interval for each parameter under each configuration is estimated by the proportion of the 300 replicate $(1-\rho)$ intervals that contain the true parameter value under that configuration. Ideally, the coverage rate of a $(1-\rho)$ interval is exactly $(1-\rho)$. The top row of Figure 2.2.2 illustrates one replicate of the counts in source regions, simulated with $\xi^{*}=30, \pi_{d}=0.5$, and $\theta^{*}=100,500$, and 1000 , from left to right. As the variance, $\theta^{*}$, of the population distribution increases, with the mean fixed at $\mu^{*}=15$, more of the $\lambda_{i}$ become concentrated near 300. The bottom row of Figure 2.2.2 shows the estimated coverage rates of the HPD intervals for $\mu^{*}, \theta^{*}$, and $\pi_{d}$. The horizontal coordinate is the nominal coverage, and the vertical coordinate is the estimated actual (observed) coverage. Because the observed coverages lie near the $45^{\circ}$ line, we see that the actual coverages of the HPD intervals for the three parameters are close to their nominal rates. The one exception occurs when $\theta^{*}=1000$ and nominal rates are large. In that case, the coverage rates for the three parameters appear to be slightly higher than the nominal rates.

Table 2.3 shows the summaries of the posterior mode estimates and HPD intervals of $\pi_{d}$ based on the $100 \times 300$ replicate datasets. Since the background rate and the exposure time are fixed in our simulation, larger $\xi^{*}$ corresponds to larger source regions. In each cell of Table 2.3, the three summaries from top to bottom are (i) the estimated actual coverage rate of the $95 \% \mathrm{HPD}$ interval for $\pi_{d}$, (ii) the average length of these $95 \%$ HPD intervals, and (iii) the root mean-squared error (rMSE) of


Figure 2.5: (Top row) histograms of $\boldsymbol{Y}$ generated under three simulation settings with $\xi^{*}=30, \pi_{d}=0.5$ and $\theta^{*}=100,500$ and 1000 from left to right; (bottom row) the coverage rates of the HPD intervals for $\mu^{*}$ (blue dashed lines), $\theta^{*}$ (black dotted lines) and $\pi_{d}$ (red solid lines).
the point estimates of $\pi_{d}$, estimated by

$$
\operatorname{rMSE}\left(\widehat{\pi}_{d}\right) \approx \sqrt{\frac{1}{m-1} \sum_{j=1}^{m}\left(\widehat{\pi}_{d}^{(j)}-\pi_{d}\right)^{2}}
$$

where $\widehat{\pi}_{d}^{(j)}$ is the posterior mode estimate of $\pi_{d}$ based on the $j$-th replicate dataset simulated under a particular configuration.

Coverage rates of most of the $95 \%$ HPD intervals in Table 2.3 are around $95 \%$ when $\pi_{d}>0$, confirming that these HPD intervals exhibit approximately their nominal
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Table 2.3: The coverage rate of $95 \%$ HPD interval, the average length of the interval, and the rMSE of the point estimates of $\pi_{d}$.

| $\xi^{*}$ | $\theta^{*}$ | $\pi_{d}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| 15 | 50 |  | 94.0\% | 94.7\% | 96.0\% | 96.3\% | 96.0\% | 97.7\% | 94.7\% | 96.0\% | 97.0\% |
|  |  | 0.02 | 0.07 | 0.08 | 0.09 | 0.09 | 0.1 | 0.1 | 0.09 | 0.09 | 0.1 |
|  |  | 0.01 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 |
|  | 100 | - | 96.3\% | 94.0\% | 95.7\% | 95.0\% | 96.3\% | 96.7\% | 95.7\% | 97.0\% | 99.3\% |
|  |  | 0.04 | 0.09 | 0.11 | 0.12 | 0.12 | 0.13 | 0.13 | 0.13 | 0.13 | 0.18 |
|  |  | 0.01 | 0.02 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.02 |
|  | 300 | - | 97.0\% | 94.0\% | 94.3\% | 93.3\% | 95.7\% | 95.0\% | 99.3\% | 99.0\% | 98.7\% |
|  |  | 0.11 | 0.18 | 0.24 | 0.27 | 0.3 | 0.3 | 0.32 | 0.34 | 0.36 | 0.38 |
|  |  | 0.04 | 0.06 | 0.07 | 0.06 | 0.07 | 0.06 | 0.06 | 0.05 | 0.04 | 0.03 |
|  | 500 | - | 95.7\% | 95.0\% | 92.7\% | 96.0\% | 94.3\% | 95.0\% | 97.3\% | 97.0\% | 98.7\% |
|  |  | 0.17 | 0.25 | 0.32 | 0.36 | 0.41 | 0.44 | 0.46 | 0.48 | 0.47 | 0.41 |
|  |  | 0.07 | 0.09 | 0.1 | 0.11 | 0.09 | 0.1 | 0.09 | 0.07 | 0.06 | 0.03 |
|  | 1000 | - | 95.3\% | 97.0\% | 98.0\% | 97.7\% | 97.0\% | 98.3\% | 97.7\% | 99.3\% | 98.3\% |
|  |  | 0.32 | 0.38 | 0.44 | 0.5 | 0.54 | 0.57 | 0.61 | 0.61 | 0.6 | 0.49 |
|  |  | 0.17 | 0.16 | 0.16 | 0.16 | 0.15 | 0.13 | 0.11 | 0.09 | 0.07 | 0.04 |
| 30 | 50 | - | 92.3\% | 95.0\% | 92.0\% | 92.3\% | 94.7\% | 94.3\% | 95.3\% | 96.7\% | 98.0\% |
|  |  | 0.03 | 0.09 | 0.11 | 0.12 | 0.13 | 0.13 | 0.13 | 0.13 | 0.14 | 0.2 |
|  |  | 0.01 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 |
|  | 100 | - | 93.3\% | 94.7\% | 94.0\% | 95.3\% | 95.3\% | 96.7\% | 97.3\% | 97.7\% | 98.7\% |
|  |  | 0.06 | 0.12 | 0.15 | 0.16 | 0.17 | 0.17 | 0.18 | 0.19 | 0.21 | 0.29 |
|  |  | 0.02 | 0.03 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.03 |
|  | 300 | - | 97.7\% | 97.0\% | 91.0\% | 91.7\% | 96.3\% | 93.3\% | 96.3\% | 98.7\% | 99.0\% |
|  |  | 0.13 | 0.2 | 0.28 | 0.32 | 0.35 | 0.38 | 0.4 | 0.43 | 0.46 | 0.42 |
|  |  | 0.05 | 0.06 | 0.07 | 0.09 | 0.08 | 0.08 | 0.08 | 0.07 | 0.05 | 0.03 |
|  | 500 | - | 96.0\% | 97.3\% | 97.0\% | 96.3\% | 95.7\% | 95.3\% | 97.3\% | 98.7\% | 99.3\% |
|  |  | 0.21 | 0.28 | 0.35 | 0.41 | 0.46 | 0.49 | 0.52 | 0.52 | 0.53 | 0.43 |
|  |  | 0.09 | 0.1 | 0.11 | 0.11 | 0.12 | 0.11 | 0.1 | 0.08 | 0.06 | 0.04 |
|  | 1000 | - | 95.3\% | 96.7\% | 95.3\% | 94.3\% | 98.7\% | 98.3\% | 99.0\% | 99.0\% | 99.0\% |
|  |  | 0.35 | 0.42 | 0.48 | 0.53 | 0.57 | 0.61 | 0.64 | 0.63 | 0.59 | 0.48 |
|  |  | 0.19 | 0.18 | 0.18 | 0.18 | 0.17 | 0.14 | 0.13 | 0.11 | 0.08 | 0.05 |

If the true coverage rate is $95 \%$, the standard deviation of the estimated coverage rate is $1.3 \%$. So coverage rates between $92.4 \%$ and $97.6 \%$ are statistically indistinguishable from $95 \%$ at $2 \sigma$ level.
coverage rates. When $\pi_{d}$ is large, however, the intervals have slightly higher coverages than the nominal rates. We do not include the coverage rates when $\pi_{d}=0$, because none of the intervals contain the boundary of the distribution.

Both the rMSE and the average length of the intervals are indicators of the uncertainty associated with the estimates of $\pi_{d}$. Holding other parameters constant, both the average length of the $95 \%$ HPD intervals and the rMSE increase as $\theta^{*}$ increases. The explanation is as follows. Figure 2.2 .2 shows that for fixed mean, $\mu^{*}$, the gamma distribution with larger variance, $\theta^{*}$, is more concentrated at 0 . It is hence more difficult for the model to distinguish the X-ray dark sources $\left(\lambda_{i}^{*}=0\right)$ from the dim sources with small but positive intensities. The rMSE and the average length of the intervals also increase as $\xi^{*}$ or the area of source regions increases, because the noise (i.e., count from the background) becomes increasingly overwhelming whereas the signal (i.e., count from the source) remains unchanged. Overall, the rMSE's of the point estimates are all reasonably small, meaning that the point estimates of $\pi_{d}$ are reasonably close to the true values.

### 2.3 Testing for X-ray Dark Sources

### 2.3.1 Hypothesis Testing

We are particularly interested in whether there are any X-ray dark sources in the pppulation. In our model, the proportion of X-ray dark sources is $\pi_{d}$, so we can address the existence of dark sources via a statistical hypothesis test, where the null and alternative hypotheses are

$$
\begin{equation*}
H_{0}: \pi_{d}=0 \quad \text { and } \quad H_{1}: \pi_{d}>0 \tag{2.18}
\end{equation*}
$$

The null hypothesis claims no X-ray dark sources in the pppulation.

In classical hypothesis testing, the significance level $\alpha$, which controls the probability of a false positive, is pre-specified, typically at $1 \%$ or $5 \%$. A test statistic, $T$, is a summary of the data that captures the discrepancy of the data generated under $H_{0}$ and $H_{1}$. The corresponding p-value is the probability of sampling a value of the test statistic under $H_{0}$ at least as extreme as the observed value, $T_{\text {obs }}=T(\boldsymbol{D})$, that is,

$$
\begin{equation*}
\text { p-value }=P\left(T\left(\boldsymbol{D}_{\text {rep }}\right)>T_{\text {obs }} \mid H_{0}\right), \tag{2.19}
\end{equation*}
$$

where $\boldsymbol{D}_{\text {rep }}$ is a replicate dataset sampled under $H_{0}$. For clarity, we assume larger values of $T$ are more consistent with $H_{1}$. If the p-value is less than $\alpha$, we say the null hypothesis is rejected; otherwise, we have insufficient evidence to reject $H_{0}$. To compute the p-value, the distribution of $T\left(\boldsymbol{D}_{\text {rep }}\right)$ under $H_{0}$, also known as the reference (or null) distribution, is required. Unfortunately this is problematic if there are unknown parameters under $H_{0}$ because in this case we cannot directly sample $D_{\text {rep }}$ under $H_{0}$ to derive the reference distribution needed to compute a p-value. This is the case in (2.18) because $H_{0}$ only states that there are no X-ray dark sources without specifying the distribution of the source intensities of the X-ray luminous sources, namely Gamma $[\mu, \theta]$.

Posterior predictive p-values (ppp-values) were designed by Rubin et al. (1984) to address this difficulty, and extended by Meng (1994) and Gelman et al. (1996). A ppp-value is often used to assess goodness of fit of a posited model (Gelman et al., 1996). Assume the observed data, $\boldsymbol{D}$, is fit to a model parametrized by a vector of unknown parameters $\Theta$. The ppp-value is defined by averaging the classical p-value
in (2.19) over the posterior distribution of $\Theta$, that is,

$$
\begin{equation*}
\text { ppp-value }=P\left(T\left(\boldsymbol{D}_{\text {rep }}\right)>T_{\text {obs }} \mid \boldsymbol{D}\right)=\int P\left(T\left(\boldsymbol{D}_{\text {rep }}\right)>T_{\text {obs }} \mid \Theta\right) P(\Theta \mid \boldsymbol{D}) \mathrm{d} \Theta . \tag{2.20}
\end{equation*}
$$

To test the existence of X-ray dark sources, we calculate the ppp-value under $H_{0}$ (i.e., the model with $\pi_{d}=0$ ). A ppp-value can be interpreted much like a classical p-value. A small value means that data generated under the posterior predictive distribution

$$
P\left(\boldsymbol{D}_{\text {rep }} \mid \boldsymbol{D}\right)=\int P\left(\boldsymbol{D}_{\text {rep }} \mid \Theta\right) P(\Theta \mid \boldsymbol{D}) \mathrm{d} \Theta
$$

is unlikely to have given rise to the observed test statistic, $T_{\text {obs }}=T(\boldsymbol{D})$, hence the null model should be rejected and the alternative model preferred. We use a Monte Carlo simulation to approximate the ppp-value. This proceeds as follows:

1. Obtain posterior draws $\left\{\left(\mu^{(l)}, \theta^{(l)}, \boldsymbol{\xi}^{(l)}\right) ; l=1, \cdots, M\right\}$ from the posterior distribution of $(\mu, \theta, \boldsymbol{\xi})$ under the null model. This is done using the MCMC sampler described in Appendix A.4, except we fix $\pi_{d}=0$.
2. For $l=1, \cdots, M$, simulate a dataset, $\boldsymbol{D}_{\text {rep }}^{(l)}$, under $H_{0}$, as described in (2.8), (2.15), and (2.17), where the parameters are $\left(\pi_{d}, \mu, \theta, \boldsymbol{\xi}\right)=\left(0, \mu^{(l)}, \theta^{(l)}, \boldsymbol{\xi}^{(l)}\right)$.
3. Calculate the test statistic $T_{\text {rep }}^{(l)}=T\left(\boldsymbol{D}_{\text {rep }}^{(l)}\right)$, for $l=1, \cdots, M$.
4. Estimate the ppp-value by the proportion of the $T_{\text {rep }}^{(l)}$ that are greater than $T_{\text {obs }}$, that is,

$$
\begin{equation*}
\text { ppp-value } \approx \frac{1}{M} \sum_{l=1}^{M} I\left(T_{\text {rep }}^{(l)}>T_{\mathrm{obs}}\right) \tag{2.21}
\end{equation*}
$$

where the indicator function $I(c)$ equals to 1 if the statement $c$ is true, and otherwise is 0 .

In practice, we simplify the procedure by fixing $\boldsymbol{X}_{\text {rep }}^{(l)}$ at the observed values, $\boldsymbol{X}$, because we are primarily concerned about the source counts. In addition, $K$ is typically much smaller than $n$, and the combined source segments within region $k$ is only a small fraction of $A_{k}$, in other words, $\boldsymbol{X}$ contain substantial data for estimating $\boldsymbol{\xi}$. For example, in the Chandra observation of the open cluster NGC 2516, within 6 arcmin from the center of the field, the combined source segments is only $4.3 \%$ of the background region. As a result, the posterior distribution of $\boldsymbol{\xi}$ is largely determined by the observed background counts $\boldsymbol{X}$ and is concentrated around $X_{k} /\left(A_{k} \mathcal{T}\right)$. Consequently, this simplification has little impact on the final ppp-value.

An important difference between the classical p -value and the ppp-value lies in their null distributions. Under $H_{0}$, the classical p-value in (2.19) is uniformly distributed in the unit interval, implying the probability of observing a p-value less than $\alpha$ when $H_{0}$ is true, and thus falsely rejecting $H_{0}$ is $\alpha$. However, the distribution of the ppp-value under $H_{0}$ may differ from uniform, so $\alpha$ may not be the actual false positive rate. Fortunately, Section 2.3.3 shows via simulation that the null distributions of the ppp-values in our model under different configurations are very close to a uniform distribution when $\alpha<0.5$. As a result, just like the classical hypothesis test, the false positive rate of our procedure is approximately equal to the nominal significance level, $\alpha$.

### 2.3.2 Test Statistic

The discussion in Section 2.3.1 presupposes a suitable test statistic that can be used to distinguish $H_{0}$ and $H_{1}$. A general choice, and one that we employ, is the likelihood ratio (LR) statistic,

$$
\begin{equation*}
L R\left(\boldsymbol{D}_{\text {rep }}\right)=\frac{\sup _{\mu, \theta, \pi_{d}, \boldsymbol{\xi}} L_{1}\left(\mu, \theta, \pi_{d}, \boldsymbol{\xi} ; \boldsymbol{D}_{\text {rep }}\right)}{\sup _{\mu, \theta, \boldsymbol{\xi}} L_{0}\left(\mu, \theta, \boldsymbol{\xi} ; \boldsymbol{D}_{\text {rep }}\right)}, \tag{2.22}
\end{equation*}
$$

where $L_{0}$ and $L_{1}$ are the likelihood functions under the null and the alternative models, i.e.,

$$
\begin{align*}
L_{1}\left(\mu, \theta, \pi_{d}, \boldsymbol{\xi} ; \boldsymbol{D}_{\mathrm{rep}}\right) & =P\left(\boldsymbol{D}_{\mathrm{rep}} \mid \mu, \theta, \pi_{d}, \boldsymbol{\xi}\right)=\int P\left(\boldsymbol{D}_{\mathrm{rep}}, \boldsymbol{\lambda} \mid \mu, \theta, \pi_{d}, \boldsymbol{\xi}\right) \mathrm{d} \boldsymbol{\lambda}  \tag{2.23}\\
& =\int P\left(\boldsymbol{Y}_{\mathrm{rep}} \mid \boldsymbol{\lambda}, \boldsymbol{\xi}\right) P\left(\boldsymbol{\lambda} \mid \mu, \theta, \pi_{d}\right) \mathrm{d} \boldsymbol{\lambda}
\end{align*}
$$

with the probabilities in the second line defined in (2.17) and (2.9), respectively, and

$$
L_{0}\left(\mu, \theta, \boldsymbol{\xi} ; \boldsymbol{D}_{\text {rep }}\right)=P\left(\boldsymbol{D}_{\text {rep }} \mid \mu, \theta, \pi_{d}=0, \boldsymbol{\xi}\right)=L_{1}\left(\mu, \theta, \pi_{d}=0, \boldsymbol{\xi} ; \boldsymbol{D}_{\text {rep }}\right) ;
$$

see Freeman et al. (1999) and Protassov et al. (2002) for other applications of the likelihood ratio statistic in Astronomy. Note that the reason for integrating out $\boldsymbol{\lambda}$ in (2.23) is because $\boldsymbol{\lambda}$ are random effects in the model and the integrated likelihood incorporates the associated uncertainty. The function $P\left(\boldsymbol{D}_{\text {rep }}, \boldsymbol{\lambda} \mid \mu, \theta, \pi_{d}, \boldsymbol{\xi}\right)$ is integrable because it can be written as

$$
P\left(\boldsymbol{D}_{\text {rep }}, \boldsymbol{\lambda} \mid \mu, \theta, \pi_{d}, \boldsymbol{\xi}\right)=P\left(\boldsymbol{\lambda} \mid \boldsymbol{D}_{\text {rep }}, \mu, \theta, \pi_{d}, \boldsymbol{\xi}\right) P\left(\boldsymbol{D}_{\text {rep }} \mid \mu, \theta, \pi_{d}, \boldsymbol{\xi}\right),
$$

where the posterior distribution of $\boldsymbol{\lambda}$ given $\left(\boldsymbol{D}_{\text {rep }}, \mu, \theta, \pi_{d}, \boldsymbol{\xi}\right)$ is integrable because the prior distribution for $\boldsymbol{\lambda}$ is proper. However, the integration is intractable, so we make two modifications to simplify the computation of the likelihood function.

In the first modification, we replace each $\xi_{k}$ with an estimate based on the background counts, $\widehat{\xi}_{k}=X_{k} /\left(A_{k} \mathcal{T}\right)$, for $k=1, \cdots, K$. This substitution allows us to avoid maximizing out $\boldsymbol{\xi}$ in computing $L R$. We expect this simplification has little effect on $L R$, because $\boldsymbol{X}$ contains substantial data for estimating $\boldsymbol{\xi}$, and thus the values of $\boldsymbol{\xi}$ that maximize the likelihood functions $L_{0}$ and $L_{1}$ should be very close to $\widehat{\boldsymbol{\xi}}=\left(\widehat{\lambda}_{1}, \cdots, \widehat{\lambda}_{K}\right)$.

Second, we only consider sources whose regions do not overlap with other source regions when computing $L R$. The resulting $L R$ is a legitimate test statistic because (i) it is a function of the observed data, and (ii) the source intensities do not determine whether the source regions overlap or not, meaning we can view the sources without overlap as a random subset of all sources. The downside of this simplification is the reduction of the sample size, which leads to the decrease of the statistical power of the test. It offers a substantial computational advantage, however, in that it allows us to express the integral over $\boldsymbol{\lambda}$ in (2.23) as the product of univariate integrals, each of which can be obtained analytically. We emphasize that we use all the data to fit the null model and obtain the posterior draws of $(\mu, \theta)$.

With these two simplifications, the simplified likelihood is

$$
\begin{equation*}
\widetilde{L}_{1}\left(\mu, \theta, \pi_{d}, \widehat{\boldsymbol{\xi}} ; \boldsymbol{D}_{\text {rep }}\right)=\prod_{i \in \mathbb{S}} \int P\left(Y_{\text {rep }, i} \mid \lambda_{i}, \widehat{\xi}_{k}\right) P\left(\lambda_{i} \mid \mu, \theta, \pi_{d}\right) \mathrm{d} \lambda_{i}, \tag{2.24}
\end{equation*}
$$

where $\mathbb{S}$ is the set of sources with no overlap, $Y_{\text {rep }, i} \mid \lambda_{i}, \widehat{\xi} \sim \operatorname{Poisson}\left(r_{i} e_{i} \lambda_{i} \mathcal{T}+a_{i} \widehat{\xi} \mathcal{T}\right)$
if source region $i$ is in background region $k$. The likelihood function under $H_{0}$, $\widetilde{L}_{0}\left(\mu, \theta, \widehat{\boldsymbol{\xi}} ; \boldsymbol{D}_{\text {rep }}\right)$, equals to $\widetilde{L}_{1}\left(\mu, \theta, \pi_{d}=0, \widehat{\boldsymbol{\xi}} ; \boldsymbol{D}_{\text {rep }}\right)$. Thus, our final test statistic is $L R$, as given in (2.22), but with $L_{0}$ and $L_{1}$ replaced by $\widetilde{L}_{0}$ and $\widetilde{L}_{1}$, respectively.

The integration in (2.24) can be obtained analytically, see Appendix A. 5 for details. Since $\widetilde{L}_{0}$ and $\widetilde{L}_{1}$ are functions of only a few parameters, their supremes required for $L R$ in (2.22) can be obtained via numerical methods, such as Newton-Raphson method and Nelder-Mead method (Nelder and Mead, 1965; Gerald et al., 1989), which are implemented in many computer programs, including $R$ and Python.

### 2.3.3 Simulation Study

As mentioned in Section 2.3.1, a general challenge of using ppp-values is their non-uniform distribution under $H_{0}$. This means that ppp-values may be somewhat less likely to reject $H_{0}$ than classical p-values. Thus, there will be fewer false positives, but also somewhat less statistical power, i.e., ppp-values may be somewhat less able to detect a subpppulation of X-ray dark sources. In this section, we explore the distribution of the ppp-values via simulation. In addition, we examine the statistical power of our hypothesis testing procedure using the $100 \times 300$ replicate datasets described in Section 2.2.2.

Figure 2.6 shows histograms of the ppp-values and a Q-Q plot that compares the uniform distribution with that of the ppp-values under $H_{0}$. Figure 2.6 fixes $\left(\mu^{*}, \xi^{*}, \pi_{d}\right)$ at $(15,30,0)$ and varies $\theta^{*}=100,500$, and 1000 , from left to right. Since we fix $\pi_{d}=0$, these simulations all correspond to $H_{0}$. In this case, the distribution of the ppp-values under $H_{0}$ is quite close to the uniform distribution when $p p p \leqslant 0.5$,


Figure 2.6: (Top row) histograms of the ppp-values under $H_{0}$, with the simulation parameters being $\xi^{*}=30, \pi_{d}=0, \mu^{*}=15$, and $\theta^{*}=100,500$, and 1000 (from left to right). (Bottom row) the Q-Q plots comparing the uniform distribution with that of the ppp-values under $H_{0}$.
implying the probability of false positive is approximately equal to the significance level $\alpha$ for any reasonable value of $\alpha$.

We apply our hypothesis testing procedure to each of the $100 \times 300$ datasets used in Section 2.2.2, including those simulated under $H_{1}$ with $\pi_{d}>0$. For each simulation configuration, we compute the ppp-value, denoted as $p p p^{(j)}$, for each of the $m=300$ replicate datasets, and estimate the probability of rejecting $H_{0}$ (i.e., rejection rate) by the proportion of the $\left\{p p p^{(j)} ; j=1, \cdots, m\right\}$ that are less than the significance level,

Table 2.4: The rejection rates of our hypothesis testing procedure.

| $\xi^{*}$ | $\theta^{*}$ | $\pi_{d}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| 15 | 50 | 4.7\% | 100\% | 100\% | 100\% | 100\% | 100\% | 100\% | 100\% | 100\% | 100\% |
|  | 100 | 5.0\% | 98.7\% | 100\% | 100\% | 100\% | 100\% | 100\% | 100\% | 100\% | 96.7\% |
|  | 300 | 4.7\% | 41.3\% | 79.0\% | 90.0\% | 92.0\% | 95.0\% | 94.7\% | 89.0\% | 76.0\% | 45.3\% |
|  | 500 | 4.7\% | 21.7\% | 40.7\% | 48.0\% | 58.7\% | 63.0\% | 60.7\% | 58.7\% | 46.3\% | 26.7\% |
|  | 1000 | 6.7\% | 9.0\% | 17.3\% | 21.0\% | 23.3\% | 29.7\% | 22.7\% | 19.0\% | 15.0\% | 10.3\% |
| 30 | 50 | 4.3\% | 99.3\% | 100\% | 100\% | 100\% | 100\% | 100\% | 100\% | 100\% | 96.0\% |
|  | 100 | 4.0\% | 83.7\% | 98.7\% | 100\% | 100\% | 100\% | 100\% | 99.7\% | 99.0\% | 81.0\% |
|  | 300 | 5.0\% | 21.0\% | 52.7\% | 70.0\% | 83.3\% | 81.7\% | 79.7\% | 75.7\% | 55.0\% | 36.3\% |
|  | 500 | 5.3\% | 15.3\% | 31.7\% | 38.0\% | 43.0\% | 48.7\% | 47.0\% | 44.3\% | 27.3\% | 18.3\% |
|  | 1000 | 4.7\% | 9.3\% | 11.7\% | 19.0\% | 20.7\% | 21.7\% | 21.7\% | 18.3\% | 15.7\% | 11.3\% |

$\alpha$, that is,

$$
\text { rejection rate } \approx \frac{1}{m} \sum_{j=1}^{m} I\left(p p p^{(j)}<\alpha\right)
$$

The statistical power of the test is the probability that it rejects $H_{0}$ when $H_{1}$ is true.
We expect the power to increase with $\pi_{d}$. The rejection rate represents the power of the test when the data are generated under $H_{1}$, and the probability of false positive under $H_{0}$. Ideally, the power is large and the probability of false positive equals the significance level.

Table 2.4 shows the rejection rates at $\alpha=5 \%$ significance level for data generated under the 100 simulation configurations. The rejection rates corresponding to $\pi_{d}=0$, i.e., the probabilities of false positive, are all around $5 \%$. All other columns in Table 2.4 show the powers of the test. Other parameters being constant, we find (i) larger $\xi^{*}$ or larger source regions lead to lower power, because the quality of the data (i.e., signal-to-noise ratio) is degraded, and (ii) the power decreases with $\theta^{*}$, because with large $\theta^{*}$ there are more dim sources in the data, making the null and the alternative
models less distinguishable.
The impact of $\pi_{d}$ on the power is more complicated. For small $\pi_{d}$, the power increases as $\pi_{d}$ increases, because there are more source regions with small counts that can not be explained by the null model. However, for large $\pi_{d}$, increasing $\pi_{d}$ leads to power loss. This can be explained by Figure 2.3.3, which shows histograms of the posterior mode estimates of $\mu^{*}$ (left) and $\theta^{*}$ (right) fit under the null model, based on each of the $3 \times 300$ datasets simulated with $\xi^{*}=30, \mu^{*}=15, \theta^{*}=300$, and $\pi_{d}=0.1$ (black lines), 0.5 (red lines) and 0.9 (green lines). As $\pi_{d}$ increases, the posterior mode estimates of $\mu^{*}$ and $\theta^{*}$ fit under the null model move towards zero in order to accommodate the large proportion of dark sources. That is, when there are many dark sources, when $H_{0}$ is fit, the distribution of the luminous sources shifts to accommodate them. Thus, for large $\pi_{d}$, as $\pi_{d}$ increases, data simulated from the fitted null model and data from the true model become less distinguishable, leading to the decrease in power. It is important to note that the impact of $\pi_{d}$ on the power of the test is sensitive to the choice of the parameter distribution used for the nondark source intensities; in other words, if we were to model the distribution of nondark source intensities with a different distribution (e.g., log-normal distribution), the influence of $\pi_{d}$ on the power may be different. In addition, we assume no overlapping sources in the simulation, and thus use all the data in computing the likelihood functions $L_{0}$ and $L_{1}$ in (2.22). In the presence of densely overlapping sources, the power is expected to be lower due to the reduction of effective sample size.


Figure 2.7: Histograms of the posterior mode estimates of $\mu^{*}$ (left) and $\theta^{*}$ (right) fit under $H_{0}$ (no dark sources). The $3 \times 300$ datasets are generated from the alternative model with $\xi^{*}=30, \mu^{*}=15, \theta^{*}=300$, and $\pi_{d}=0.1$ (black lines), 0.5 (red lines) and 0.9 (green lines). The vertical dashed lines mark the true values of $\mu^{*}$ and $\theta^{*}$. When the proportion of dark sources grows, the distribution under $H_{0}$ for the luminous sources adjusts to accommodate the dark sources.

### 2.4 Application

We apply the model and the hypothesis testing procedure to two subsets of the Chandra/HRC-I observation of the open cluster NGC 2516, with exposure time of $\mathcal{T}=4.9 \times 10^{4}$ seconds. The first subset of data consist of the 649 sources within 6 arcmin from the center of the field (CF), where the background rate is assumed constant. The average source regions is $\sim 1400$ pixels, and the pure background region is $A_{1}=2.2 \times 10^{7}$ pixels. Out of the 649 source regions, 525 have no overlap with other source regions. In addition to the 649 sources, the second dataset also includes the 520 sources between 6 and 8 arcmin from the CF. For ease of reference, we call the region within 6 arcmin and between 6-8 arcmin from the CF region 1 and region 2, respectively. Region 2 is also assumed to have a spatially uniform background,




Figure 2.8: Histograms of the posterior distributions of $\mu$ (left), $\theta$ (middle) and $\pi_{d}$ (right) given the first dataset. The red solid lines are the posterior mode estimators and the blue dash lines show the lower and upper bounds of the $95 \%$ HPD intervals of the parameters.
but with a background rate different from region 1. In region 2, the average source regions is around 6900 pixels, the background region is $A_{2}=1.4 \times 10^{7}$ pixels, and 227 out of the 520 source regions do not overlap with other source regions.

For the first dataset, the posterior distributions of $\mu, \theta$ and $\pi_{d}$ are shown in Figure 2.8 , with the posterior mode estimates and the $95 \%$ HPD intervals of these parameters marked by the solid and dashed vertical lines, respectively. The mode of the posterior distribution of $\pi_{d}$ is 0.71 , and its $95 \%$ HPD interval is ( $0.23,0.81$ ), suggesting that a large proportion of sources in the optical catalog are X-ray dark. While the large spread in the posterior distribution of $\pi_{d}$ allows it to be zero, the more likely scenario is that there does exist a separate X-ray dim/dark population among the X-ray bright stars.

Figure 2.4 (left) shows the population distribution of source intensities on the scale of natural logarithm. Each gray line is a zero-inflated gamma distribution with the parameters, $\left(\mu, \theta, \pi_{d}\right)$, drawn from their joint posterior distribution. The red line corresponds to the zero-inflated gamma distribution with $\left(\mu, \theta, \pi_{d}\right)$ set to their


Figure 2.9: (Left) The fitted distribution of source intensities on a logarithmic scale (base e). The red line is the zero-inflated gamma distribution with the parameters set to their posterior mode estimates. The blue line is the fitted gamma distribution for the source intensities under the null model. Each gray line is a zero-inflated gamma distribution with parameters, $\left(\mu, \theta, \pi_{d}\right)$, drawn from their joint posterior distribution. (Right) The distribution of the test statistics $\left\{T_{\text {rep }}^{(l)} ; l=1, \cdots, M\right\}$ simulated from the null model fit to the data within 6 -arcmin from the center of the field.
posterior mode estimates. For comparison, we plot the gamma distribution (blue line) with the mean and variance parameters being their posterior mode estimates fit under the null model. The blue and red lines are quite similar, and they both imply a large proportion of dim/dark sources in the population. We apply the hypothesis testing procedure described in Section 2.3 to the data, and obtain the distribution of the simulated test statistic, $T_{\text {rep }}^{(l)}=\log \left(L R\left(\boldsymbol{D}_{\text {rep }}^{(l)}\right)\right)$, for $l=1, \cdots, M$, as shown in Figure 2.4 (right). The observed test statistic $T_{\text {obs }}=\log (L R(\boldsymbol{D}))=1.181$ and the ppp-value $=8.9 \%$.

When we include data in region 2 , the posterior distributions of the parameters changes in two ways. First, with the combined dataset, the $95 \%$ HPD interval of $\pi_{d}$ is $(0.12,0.78)$, which is wider than that based on dataset 1 . The reason is that while
in region 1, the average of source regions is 1400 pixels, the average increases to 3847 pixels in the combined dataset. As discussed in Section 2.2.2, holding other factors constant, the uncertainty associated with the estimates of $\pi_{d}$ increases as the source regions (or $\xi^{*}$ in the simulation) increase. Even though dataset 2 consists of more data, the impact of increasing source regions overwhelms the impact of increasing sample size, and the information from data in region 1 is diluted by the noisy data in region 2 , resulting in a wider interval for $\pi_{d}$. The point estimates and the bounds of the $95 \%$ HPD interval estimates of the parameters $\mu, \theta$, and $\pi_{d}$ also decrease slightly with the added data in region 2 . As the posterior distribution of $\pi_{d}$ shifts toward zero, more sources whose observed counts are small relative to the background are accommodated as dim (small but positive source intensities) rather than dark sources. This leads to a decrease in the estimates of both the mean and the variance of the non-zero source intensities. For dataset 2, the observed test statistic is 0.363 and the estimated ppp-value is $23.2 \%$. So there is insufficient evidence to conclude the existence of dark sources.

### 2.5 Summary

We have developed a Bayesian hierarchical model to investigate the population distribution of source intensities. The main innovations are the introduction of X-ray dark sources as a subpopulation and modeling the distribution of source intensities as a zero-inflated gamma distribution. In addition, we extend the model to allow for overlapping sources and piecewise homogeneous background. The simulation shows under a variety of simulation configurations, the model produces point estimates with
reasonably small errors and interval estimates with good coverage rates.
We have also proposed a Bayesian hypothesis testing procedure based on our model. We selected the likelihood ratio as the test statistic and provided a detailed description of how a posterior predictive p-value can be computed. The simulation shows the probability of false positive of the test is approximately equal to the prespecified significance level. We have also examined the statistical power of the test via simulation under various configurations, and analyzed the impact of different factors on the power.

Finally, we apply the Bayesian model and the hypothesis testing procedure to two subsets of the Chandra/HRC-I observation of the open cluster, NGC 2516. The first subset are data within 6 arcmin from the center of the field, where the source regions are relatively small and most of the source regions do not overlap. The second subset includes all the data within 8 arcmin from the center of the field. The added sources are further from the center of the field, and have larger regions and a greater proportion of overlapping sources. For these two datasets, the posterior distribution of $\pi_{d}$ suggests a large proportion of sources could be X-ray dark, although the result comes with large uncertainty.

## Chapter 3

## Large-Sample Hypothesis Testing

## with Multiply-Imputed Data

### 3.1 Introduction

Missing data is a common occurrence in research studies in healthcare science, sociology, political science, etc. For example, the AIDS surveillance data of the US Centers for Disease Control (Tu et al., 1993; Barnard and Meng, 1999) suffer from severe incompleteness, including a non-negligible fraction of unreported deaths and censored time of the reported deaths. The New York City School Choice Scholarship Program (Barnard et al., 2002, 2003; Krueger and Zhu, 2004), although carefully designed and implemented, is pervaded by missing data, e.g., family background, children's pre-test and post-test scores.

In the frequentist framework, methods such as the EM algorithm are effective in handling missing data; in Bayesian analysis, missing data are treated as random
variables, and the posterior distribution given the observed data is used to make inferences. Unfortunately, these techniques are typically difficult to implement, especially in large-sample survey data with complex structures.

Imputation handles missing data by replacing them with imputed values and thus allows the standard complete-data analysis to be applied to the completed data. In addition, for public-use data, data producers can use their expert knowledge to make informed and sensible imputation. Inconsistency in the analysis among users can be alleviated by sharing the same imputed data to all users. The downside of single imputation, however, is that we ignore the uncertainty associated with the imputed data, and thus underestimate the variance of the estimates. The numerical example in Li et al. (1991b) illustrates that the actual levels of a large-sample Wald test based on a single imputation are much higher than the nominal levels.

Multiple imputation, proposed by Rubin $(1978,1987)$, rectifies the problem by imputing the missing data several times. The standard complete-data analysis is then applied to each of the completed datasets, and the resulting inferences are then combined via some simple combining rules to form the final repeated-imputation inference. Multiple imputation inherits the advantages of simple imputation, meanwhile, the final combined inference properly accounts for the uncertainty due to missing data. Theoretical and applied justification for the use of multiple imputation includes Rubin and Schenker (1986), Rubin (1987), Schenker and Welsh (1988), Rubin and Schenker (1991), and Schenker et al. (1993).

In this chapter, we review, compare, and modify some current large-sample hypothesis testing procedures based on multiply-imputed data. We first present the no-
tations and background that are necessary for understanding the procedures, which are classified according to (i) what is available to form the final inference, e.g., the complete-data moments estimates (point and variance-covariance estimates) or the test statistics, and (ii) whether the derivation is based on the assumption of equal fraction of missing information. In Section 3.3, we describe and compare procedures proposed by Li et al. (1991b) and Xie (2011) based on the moment estimates. We also provide a modification to a procedure by Xie (2011) to make it behave well under all circumstances. In Section 3.4, we discuss and compare procedures by Li et al. (1991a), Meng and Rubin (1992), and Xie (2011), when the moment estimates are not available.

### 3.2 Notations and Background

### 3.2.1 Hypothesis Testing without Imputation

Let $X=\left\{x_{1}, \cdots, x_{n}\right\}$ be the complete data with the density $f(X \mid \psi)$, parametrized by a vector of parameters $\psi \in \mathcal{R}^{h}$. We are interested in testing the null hypothesis, $H_{0}: \theta=\theta_{0}$, against the alternative hypothesis, $H_{a}: \theta \neq \theta_{0}$, where $\theta=\theta(\psi) \in \mathcal{R}^{k}$ is a vector function of the model parameters $\psi$.

Let $\widehat{\theta}=\widehat{\theta}(X)$ be the maximum likelihood estimate (MLE) of $\theta$, and $U=U(X)$ be the associated variance-covariance matrix. When $n$ is large, asymptotically we have

$$
U^{-1 / 2}\left(\widehat{\theta}-\theta_{t}\right) \mid \theta=\theta_{t} \sim N\left(0, I_{k}\right),
$$

where $\theta_{t}$ is the true value of $\theta$. With lower-order variability, $U$ is approximately equal
to the true variance-covariance matrix, $U_{t}=\operatorname{Var}\left(\widehat{\theta} \mid \theta=\theta_{t}\right)$, that is, $\left(U \mid \theta=\theta_{t}\right) \approx U_{t}$. Under the null hypothesis, the test statistic

$$
D=\left(\widehat{\theta}-\theta_{0}\right)^{t} U^{-1}\left(\widehat{\theta}-\theta_{0}\right) / k
$$

which is proportional to the Wald $\chi^{2}$ statistic, is asymptotically distributed as $\chi_{k}^{2} / k$. So the p-value is computed as $P=\operatorname{Pr}\left(\chi_{k}^{2} / k>D\right)$.

With the presence of missing data, however, the analysis becomes more complicated. We denote $X_{\text {obs }}$ and $X_{\text {mis }}$ as the observed and missing data, and $X=$ ( $X_{\text {obs }}, X_{\text {mis }}$ ) as the complete data. Based on the observed-data likelihood, we can obtain the MLE of $\theta$, denoted as $\widehat{\theta}_{\text {obs }}=\widehat{\theta}_{\text {obs }}\left(X_{\text {obs }}\right)$, and the associated variance-covariance matrix, $T=T\left(X_{\text {obs }}\right)$. Asymptotically,

$$
\begin{equation*}
T^{-1}\left(\widehat{\theta}_{\text {obs }}-\theta_{t}\right) \mid \theta=\theta_{t} \sim N\left(0, I_{k}\right) \tag{3.1}
\end{equation*}
$$

and $\left(T \mid \theta=\theta_{t}\right) \approx T_{t}$, where $T_{t}=\operatorname{Var}\left(\widehat{\theta}_{\text {obs }} \mid \theta=\theta_{t}\right)$. The asymptotically optimal test is based on the observed Wald statistic, i.e.,

$$
D_{\text {obs }}=\left(\widehat{\theta}_{\text {obs }}-\theta_{0}\right)^{t} T^{-1}\left(\widehat{\theta}_{\text {obs }}-\theta_{0}\right) / k,
$$

and the p-value is $P_{\text {obs }}=\operatorname{Pr}\left(\chi_{k}^{2} / k>D_{\text {obs }}\right)$.
Note that the consequence of missing data is the loss of information. More specifically, information from the observed and the complete data can be quantified by $T_{t}^{-1}$ and $U_{t}^{-1}$, respectively. Thus, the loss of information due to missing data is $U_{t}^{-1}-T_{t}^{-1}$,
and the increase in variance is $B_{t}=T_{t}-U_{t}$. The ratios of missing to observed information can be represented by the eigenvalues, denoted as $\boldsymbol{\lambda}=\left(\lambda_{1}, \cdots, \lambda_{k}\right)$, of the matrix $\left(U_{t}^{-1}-T_{t}^{-1}\right) T_{t}=U_{t}^{-1} B_{t}$. So the vector of the ratios of complete to observed information is $\boldsymbol{\xi}=\left(\xi_{1}, \cdots, \xi_{k}\right)$, where $\xi_{i}=1+\lambda_{i}$.

### 3.2.2 Multiple Imputation

Although there are methods such as the EM algorithm to compute the observed estimates, i.e., $\widehat{\theta}_{\text {obs }}$ and $T$, they are often complicated to implement. Multiple imputation is an easy-to-implement and yet principled method to handle missing data. It involves two separate steps: imputation and analysis. In the imputation step, missing data are generated $m$ times, resulting in $m$ completed datasets

$$
X_{*}^{(l)}=\left(X_{\mathrm{obs}}, X_{\mathrm{mis}}^{(l)}\right), \text { for } l=1, \cdots, m .
$$

In the analysis step, the complete-data procedure is applied to each of the $m$ completed datasets, producing $m$ point estimates, $\widehat{\theta}_{* l}=\widehat{\theta}\left(X_{*}^{(l)}\right)$, and variance-covariance estimates, $U_{* l}=U\left(X_{*}^{(l)}\right)$. We denote $\mathcal{S}_{\mathrm{m}}$ as the set of moment estimates, i.e.,

$$
\mathcal{S}_{\mathrm{m}}=\left\{\left(\widehat{\theta}_{* l}, U_{*_{l}}\right) ; l=1, \cdots, m\right\} .
$$

These estimates are combined to produce the multiple imputation point estimate

$$
\bar{\theta}_{m}=\frac{1}{m} \sum_{l=1}^{m} \widehat{\theta}_{*_{l}},
$$

with the associated variance-covariance estimate

$$
T_{m}=\bar{U}_{m}+\left(1+m^{-1}\right) B_{m}
$$

where $\bar{U}_{m}$ quantifies the within-imputation variance,

$$
\bar{U}_{m}=\frac{1}{m} \sum_{l=1}^{m} U_{* l},
$$

and $B_{m}$ measures the between-imputation variance,

$$
B_{m}=\frac{1}{m-1} \sum_{l=1}^{m}\left(\widehat{\theta}_{*_{l}}-\bar{\theta}_{m}\right)\left(\widehat{\theta}_{*_{l}}-\bar{\theta}_{m}\right)^{t}
$$

The justification of the variance estimate, $T_{m}$, is the following. Assuming the imputation is conducted properly (Rubin, 1987, Chapter 4), for example, from the posterior predictive distribution, $P\left(X_{\text {mis }} \mid X_{\text {obs }}\right)$, then,

$$
\begin{gather*}
\widehat{\theta}_{*} \mid X_{\mathrm{obs}}, \theta=\theta_{t} \stackrel{i i d}{\sim} \mathcal{N}\left(\widehat{\theta}_{\mathrm{obs}}, B_{t}\right),  \tag{3.2}\\
(m-1) B_{t}^{-1 / 2} B_{m} B_{t}^{-1 / 2} \mid X_{\mathrm{obs}}, \theta=\theta_{t} \sim \operatorname{Wishart}_{k}\left(I_{k}, m-1\right) . \tag{3.3}
\end{gather*}
$$

By (3.2) and the distribution of $\widehat{\theta}_{\text {obs }}$ in (3.1), we have

$$
\begin{equation*}
\bar{\theta}_{m} \mid \theta=\theta_{t} \sim \mathcal{N}\left(\theta_{t}, U_{t}+\left(1+m^{-1}\right) B_{t}\right) \tag{3.4}
\end{equation*}
$$

Replacing $\left(U_{t}, B_{t}\right)$ by $\left(\bar{U}_{m}, B_{m}\right)$, we obtain $T_{m}$ as an estimate of the variance of $\bar{\theta}_{m}$.

### 3.2.3 Hypothesis Testing with Multiply-Imputed Data

If we have the luxury of obtaining a large number of completed datasets, $B_{m}$ would be an unbiased and accurate estimate of $B_{t}$, and $T_{m}$ an accurate estimate of $\operatorname{Var}\left(\bar{\theta}_{m} \mid \theta=\theta_{t}\right)$. Then, we can compute the p-value by referring the test statistic,

$$
\begin{equation*}
\widetilde{\widetilde{D}}_{m}=\left(\bar{\theta}_{m}-\theta_{0}\right)^{t} T_{m}^{-1}\left(\bar{\theta}_{m}-\theta_{0}\right) / k, \tag{3.5}
\end{equation*}
$$

to the distribution, $\chi_{k}^{2} / k$. Unfortunately, $m$ is typically $3 \sim 10$, so there are not enough degrees of freedom to estimate the $k \times k$ matrix, $B_{t}$, and (3.5) hardly produces satisfactory results. Instead, a commonly used test statistic in practice is

$$
\begin{equation*}
D_{m}=\frac{\left(\bar{\theta}_{m}-\theta_{0}\right)^{t} \bar{U}_{m}^{-1}\left(\bar{\theta}_{m}-\theta_{0}\right)}{k\left(1+\bar{r}_{m}\right)} \tag{3.6}
\end{equation*}
$$

where $\bar{r}_{m}=\left(1+m^{-1}\right) \operatorname{tr}\left(B_{m} \bar{U}_{m}^{-1}\right) / k$. The rationale for $D_{m}$ is the following. With the assumption of equal fraction of missing information (EFMI), i.e., $U_{t}=\bar{\lambda} B_{t}$, the variance of $\bar{\theta}_{m}$ is $\left(1+\bar{\gamma}_{m}\right) U_{t}$, where $\bar{\gamma}_{m} \equiv\left(1+m^{-1}\right) \bar{\lambda}$ can be estimated by $\bar{r}_{m}$ with $k(m-1)$ degrees of freedom. Then (3.6) is obtained by replacing $T_{m}$ in (3.5) with $\left(1+\bar{r}_{m}\right) \bar{U}_{m}$.

The exact distribution of $D_{m}$ under the null hypothesis is intractable, but it can be well approximated by an $F$ distribution. The reference distribution in Li et al. (1991b) is derived under the assumption of EFMI, and the actual levels of the resulting test are around the nominal levels when the assumption is not severely violated. Xie (2011) proposes another $F$ distribution to approximate the distribution of $D_{m}$ without such assumption. The resulting levels are closer than those from Li et al. (1991b) to the
nominal levels when both $k(m-1)$ and the coefficient of variation of $\boldsymbol{\xi}$, defined below, are large,

$$
C_{\xi}^{2}=\frac{1}{k} \sum_{i=1}^{k}\left(\frac{\xi_{i}-\bar{\xi}}{\bar{\xi}}\right)^{2}=\frac{1}{k} \sum_{i=1}^{k}\left(\frac{\lambda_{i}-\bar{\lambda}}{1+\bar{\lambda}}\right)^{2}
$$

where $\bar{\xi}$ and $\bar{\lambda}$ are the averages of $\boldsymbol{\xi}$ and $\boldsymbol{\lambda}$, respectively. In section 3.3, we describe the two $F$ distributions in Li et al. (1991b) and Xie (2011), and propose a modification to the procedure in Xie (2011) by accounting for the additional variability due to not knowing $\boldsymbol{\lambda}$. The modified procedure does not assume EFMI and outperforms both methods, in terms of the actual level, in most situations.

When the dimension of the vector of parameters is large, the complete-data procedure may not provide the $k \times k$ matrix $U_{* l}$, but rather the Wald $\chi^{2}$ statistic,

$$
\begin{equation*}
d_{*_{l}}=\left(\widehat{\theta}_{*_{l}}-\theta_{0}\right)^{t} U_{*_{l}}^{-1}\left(\widehat{\theta}_{*_{l}}-\theta_{0}\right) . \tag{3.7}
\end{equation*}
$$

Let $\mathcal{S}_{\mathrm{d}}=\left\{d_{* l} ; l=1, \cdots, m\right\}$ be the set of Wald $\chi^{2}$ statistic from each of the $m$ complete-data inferences. Without $\mathcal{S}_{\mathrm{m}}$, the complication in forming a final repeatedimputation inference is that $\bar{r}_{m}$ can not be computed with $\mathcal{S}_{\mathrm{m}}$, and thus $D_{m}$ is unknown. Currently, there are three reasonably behaved methods to estimate $\bar{r}_{m}$. Li et al. (1991a) proposed estimating $\bar{r}_{m}$ based entirely on $\mathcal{S}_{\mathrm{d}}$. Xie (2011) developed an estimator by using an additional Wald $\chi^{2}$ statistic, denoted as $d_{\text {full }}$, from the completedata inference applied to the combined data, $X_{\text {full }}=\left(X_{*_{1}}, \cdots, X_{*_{\mathrm{m}}}\right)$. Meng and Rubin (1992) exploited the asymptotic equivalence between the Wald $\chi^{2}$ statistic and the $\log$ likelihood ratio, and obtained a procedure based on (i) the MLE of $\psi$ under both the null and alternative hypotheses, and (ii) the computer code for calculating the

Table 3.1: Classification of large sample hypothesis testing procedures.

| Available Information |  | Assuming $B_{t}=\bar{\lambda} U_{t}$ | Not Assuming $B_{t}=\bar{\lambda} U_{t}$ |
| :---: | :---: | :---: | :---: |
|  |  |  | $\mathcal{S}_{\mathrm{m}}$ |
| No | Li et al. (1991b) | Xie (2011) and its modification |  |
| $\mathcal{S}_{\mathrm{m}}$ | $\mathcal{S}_{\mathrm{d}}$ | Li et al. (1991a) |  |
|  | $\mathcal{S}_{\mathrm{d}}, d_{\text {full }}$ | XLE, LLR | Meng and Rubin (2011) |
|  |  |  |  |

complete-data log likelihood ratio. The resulting test statistic in each of the three procedures is then referred to an $F$ distribution, derived under the assumption of EFMI. We describe and compare these procedures in Section 3.4.

Table 3.1 classifies the above-mentioned large-sample hypothesis testing procedures according to what information is available and whether the assumption of EFMI holds. When $\mathcal{S}_{\mathrm{m}}$ is not available, there are currently no satisfactory methods without assuming EFMI.

### 3.3 Hypothesis Testing Based on $\mathcal{S}_{\mathrm{m}}$

With $\mathcal{S}_{\mathrm{m}}$, the multiple-imputation test statistic $D_{m}$ in (3.6) can be computed. Approximating the distribution of $D_{m}$ under $H_{0}$ by $F$ distributions with different degrees of freedom results in a set of hypothesis testing procedures.

### 3.3.1 Sampling Distribution of $D_{m}$ under $H_{0}$

Since $D_{m}$ is invariant under nonsingular linear transformation, without loss of generality, we set $\theta_{0}=0, U_{t}=I_{k}$ and $B_{t}=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{k}\right)$. With proper imputation,
$U_{*_{l}} \approx U_{t}$, so we also assume $\bar{U}_{m}=I_{k}$. The test statistic is then simplified as

$$
\begin{equation*}
D_{m}=\frac{\sum_{i=1}^{k} \bar{\theta}_{m, i}^{2}}{k\left(1+\bar{r}_{m}\right)} \tag{3.8}
\end{equation*}
$$

where

$$
\bar{r}_{m}=\left(1+\frac{1}{m}\right) \frac{\sum_{i=1}^{k} \sum_{l=1}^{m}\left(\theta_{*, i}-\bar{\theta}_{m, i}\right)^{2}}{k(m-1)}
$$

and the subscript $i$ represents the $i$-th component of the vector. From (3.4), under the null hypothesis, $\bar{\theta}_{m, i} \mid \theta=0 \stackrel{\text { ind }}{\sim} \mathcal{N}\left(0,1+\gamma_{i}\right)$, where $\gamma_{i}=\left(1+m^{-1}\right) \lambda_{i}$. So the numerator in (3.8) is distributed as a linear combination of $k$ independent $\chi_{1}^{2}$ random variables. In addition, $\sum_{l=1}^{m}\left(\theta_{*, i}-\bar{\theta}_{m, i}\right)^{2} \mid \theta=\theta_{t} \stackrel{i n d}{\sim} \lambda_{i} \chi_{m-1}^{2}$, so $\bar{r}_{m}$ follows a linear combination of $k$ independent $\chi_{m-1}^{2}$ random variables. Because of the independence of $\bar{\theta}_{m}$ and $\left\{\theta_{* l}-\bar{\theta}_{m} ; l=1, \cdots, m\right\}$, the exact distribution of $D_{m}$ under $H_{0}$ is

$$
\begin{equation*}
D_{m} \left\lvert\, \theta=\theta_{0} \sim \frac{\sum_{i=1}^{k}\left(1+\gamma_{i}\right) \chi_{1, i}^{2}}{\sum_{j=1}^{k}\left(1+\gamma_{i} \frac{\chi_{m-1, j}^{2}}{m-1}\right)} \triangleq \mathcal{Y}_{m}\right. \tag{3.9}
\end{equation*}
$$

where $\chi_{d, i}^{2}$ are independent $\chi_{d}^{2}$ random variables for $i \in\{1, \cdots, k\}$ and $d \in\{1, m-1\}$.
The distribution of $\mathcal{Y}_{m}$ depends on the unknown parameters, $\gamma=\left\{\gamma_{1}, \cdots, \gamma_{k}\right\}$, so an approximated and known distribution is needed to conduct the hypothesis test. Since each $\gamma_{i}$ can only be estimated with $m-1$ degrees of freedom, the procedure obtained by replacing $\gamma_{i}$ in $\mathcal{Y}_{m}$ with its estimate typically has unsatisfactory results. In the following sections, we describe the procedures proposed by Li et al. (1991b) and Xie (2011), and discuss a modification to the estimated distribution in Xie (2011). The levels and powers of these procedures are compared theoretically and in simulation.

### 3.3.2 Approximating $\mathcal{Y}_{m}$ Assuming $B_{t}=\bar{\lambda} U_{t}$ : Li et al. (1991b)

With the assumption of EFMI, every $\gamma_{i}$ equals to their average, $\bar{\gamma}_{m}$, so $\mathcal{Y}_{m}$ simplifies to

$$
\mathcal{Y}_{m}^{\mathrm{LRR}}=\frac{\chi_{k}^{2} / k}{\left(1+\bar{\gamma}_{m} \chi_{v}^{2} / v\right) /\left(1+\bar{\gamma}_{m}\right)},
$$

where $v=k(m-1)$. The distribution of $\mathcal{Y}_{m}^{\mathrm{LRR}}$ can be further approximated by an $F$ distribution with degrees of freedom $k$ and $w$, where so far the best choice of $w$ is proposed by Li et al. (1991b),

$$
w\left(\bar{\gamma}_{m}\right)= \begin{cases}4+(v-4)\left(1+(1-2 / v) / \bar{\gamma}_{m}\right)^{2}, & \text { if } v>4  \tag{3.10}\\ (m-1)(k+1)\left(1+1 / \bar{\gamma}_{m}\right)^{2} / 2, & \text { otherwise }\end{cases}
$$

which is obtained by matching the mean and variance of $\mathcal{Y}_{m}^{\mathrm{LRR}}$ with a scaled $F_{k, w}$ distribution. Then, the distribution $F_{k, \widehat{w}_{m}}$, with $\widehat{w}_{m}=w\left(\bar{r}_{m}\right)$, is used as the reference distribution of $D_{m}$ in computing the p-value, $P_{\mathrm{LRR}}=\operatorname{Pr}\left(F_{k, \widehat{w}_{m}}>D_{m}\right)$.

### 3.3.3 Approximating $\mathcal{Y}_{m}$ without Assuming $B_{t}=\bar{\lambda} U_{t}$ : Xie (2011) with Modification

The approximation of $\mathcal{Y}_{m}$ in Xie (2011) is achieved by ignoring the variability in the denominator of $\mathcal{Y}_{m}$, or equivalently, assuming $m \rightarrow \infty$. Then $\mathcal{Y}_{m}$ is simplified to be a weighted sum of independent $\chi_{1}^{2}$ random variables,

$$
\begin{equation*}
\mathcal{Y}_{m}^{\mathrm{x}}=\frac{1}{k} \sum_{i=1}^{k} \frac{1+\gamma_{i}}{1+\bar{\gamma}_{m}} \chi_{1, i}^{2} . \tag{3.11}
\end{equation*}
$$

Xie (2011) proposed to approximate $\mathcal{Y}_{m}^{\mathrm{X}}$ further by a gamma random variable using method of moments, i.e., $\mathcal{Y}_{m}^{\mathrm{x}} \dot{\sim} \operatorname{Gamma}\left(\rho_{m} / 2, \rho_{m} / 2\right) \sim \chi_{\rho_{m}}^{2} / \rho_{m} \sim F_{\rho_{m}, \infty}$, where

$$
\begin{equation*}
\rho_{m}=k\left(1+C_{\xi, m}\right)^{-1}, \tag{3.12}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{\xi, m}=\frac{1}{k} \sum_{i=1}^{k}\left(\frac{\gamma_{i}-\bar{\gamma}_{m}}{1+\bar{\gamma}_{m}}\right)^{2} \rightarrow C_{\xi}, \text { as } m \rightarrow \infty \tag{3.13}
\end{equation*}
$$

Compared with the distribution, $F_{k, w\left(\bar{\gamma}_{m}\right)}$, in Li et al. (1991b), we notice that (i) for the numerator degrees of freedom, $\rho_{m} \leqslant k$ (the equality holds when $B_{t}=\bar{\lambda} U_{t}$ ), and (ii) for the denominator degrees of freedom, $w\left(\bar{\gamma}_{m}\right)<\infty$.

How closely $\mathcal{Y}_{m}^{\mathrm{x}}$ approximates $\mathcal{Y}_{m}$ can be examined by their ratio, i.e.,

$$
\mathcal{Z}=\frac{\mathcal{Y}_{m}^{\mathrm{X}}}{\mathcal{Y}_{m}}=\frac{\sum_{j=1}^{k}\left(1+\gamma_{i} \frac{\chi_{m-1, j}^{2}}{m-1}\right)}{k\left(1+\bar{\gamma}_{m}\right)}
$$

The mean of $\mathcal{Z}$ is 1 , and its variance is $2 / \beta_{m}$, where

$$
\begin{equation*}
\beta_{m}=k(m-1)\left[\left(\frac{\bar{\gamma}_{m}}{1+\bar{\gamma}_{m}}\right)^{2}+C_{\xi, m}\right]^{-1} \tag{3.14}
\end{equation*}
$$

When the variance of $\mathcal{Z}$ is large, $\mathcal{Y}_{m}^{X}$ ignores too much variability in $\mathcal{Y}_{m}$. To fix this problem, we propose approximating $\mathcal{Z}$ by the distribution $\chi_{\beta_{m}}^{2} / \beta_{m}$, which matches the first two moments of $\mathcal{Z}$.

In practice, $C_{\xi, m}, \rho_{m}$, and $\beta_{m}$ can be estimated by replacing $\bar{\gamma}_{m}$ and $\overline{\gamma_{m}^{2}}=$ $\sum_{i=1}^{m} \gamma_{i}^{2} / m$ with their estimates $\bar{r}_{m}$ and $\overline{r_{m}^{2}}=\sum_{i=1}^{m} r_{i}^{2} / m$, in (3.13), (3.12), and (3.14). We use $\widehat{C}_{\xi, m}, \widehat{\rho}_{m}$, and $\widehat{\beta}_{m}$ to denote these estimates. According to simulation, we find
when $\widehat{\beta}_{m} \leqslant 20(m-1)$ or $k \leqslant 4$, using $F_{\widehat{\rho}_{m}, \widehat{\beta}_{m}}$ as the reference distribution generally leads to levels closer to the nominal levels than using $F_{\widehat{\rho}_{m}, \infty}$. So we propose referring $D_{m}$ to the distribution $F_{\widehat{\rho}_{m}, \widehat{\eta}_{m}}$, where

$$
\widehat{\eta}_{m}= \begin{cases}\widehat{\beta}_{m}, & \text { if } \widehat{\beta}_{m} \leqslant 20(m-1) \text { or } k \leqslant 4  \tag{3.15}\\ +\infty, & \text { otherwise }\end{cases}
$$

and the corresponding p-value is $P_{\mathrm{x}, \eta}=\operatorname{Pr}\left(F_{\widehat{\rho}_{m}, \widehat{\eta}_{m}}>D_{m}\right)$.

### 3.3.4 Comparison

The procedures we described above use the same test statistic, $D_{m}$, which is then referred to an $F$ distribution to compute the p-value. In this section, we compare the levels and powers of these procedures when $m \rightarrow \infty$ and when $m$ is finite. For ease of reference, we give names to the few tests we compare in this section and list the corresponding test statistics and the reference distributions in Table 3.2. In addition, we refer $\mathcal{T}_{\text {obs }}$ to the observed test with the test statistic $D_{\text {obs }}$ referred to the distribution $\chi_{k}^{2} / k$.

### 3.3.4.1 Levels Comparison as $m \rightarrow \infty$

Let $D_{\infty}$ be the limit of $D_{m}$ as $m \rightarrow \infty$, then, $D_{\infty}=k^{-1} \sum_{i=1}^{k} \widehat{\theta}_{\text {obs }, i}^{2} / \bar{\xi}$. The distribution of $D_{\infty}$ under $H_{0}$ is $\mathcal{Y}_{\infty}$, the limit of $\mathcal{Y}_{m}$ as $m \rightarrow \infty$, i.e.,

$$
\mathcal{Y}_{m} \rightarrow \mathcal{Y}_{\infty} \triangleq \frac{1}{k} \sum_{i=1}^{k} \frac{\xi_{i}}{\bar{\xi}} \chi_{1, i}^{2}
$$

Table 3.2: Summary of Tests For Comparison.

| Finite $m$ |  |  |  | $m \rightarrow \infty$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Test name | Stat | Exact ref. | Test ref. | Test name | Stat | Exact ref. | Test ref. |
| $\mathcal{T}_{\text {LRR }}^{m}$ | $D_{m}$ | $\mathcal{Y}_{m}$ | $F_{k, \widehat{w}_{m}}$ | $\mathcal{T}_{\text {LRR }}^{\infty}$ | $D_{\infty}$ | $\mathcal{Y}_{\infty}$ | $\chi_{k}^{2} / k$ |
| $\mathcal{T}_{\mathrm{x}}{ }^{m}$ |  |  | $F_{\widehat{\rho}_{m}, \infty}$ | $\mathcal{T}_{\mathrm{x}}{ }^{\text {e }}$ |  |  |  |
| $\mathcal{T}_{\chi, \beta}^{m}$ |  |  | $F_{\widehat{\widehat{p}}_{m}, \widehat{\beta}_{m}}$ |  |  |  | $\chi_{\rho_{\infty}}^{2} / \rho_{\infty}$ |
| $\mathcal{T}_{\mathrm{x}, \eta}^{m}$ |  |  | $F_{\widehat{\rho}_{m}, \widehat{\eta}_{m}}$ |  |  |  |  |
| $\mathcal{T}_{\text {Exact }}^{m}$ |  |  | $\mathcal{Y}_{m}$ | $\mathcal{T}_{\text {Exact }}^{\infty}$ |  |  | $\mathcal{Y}_{\infty}$ |

Ref. is short for reference distribution; Test ref. is the distribution used in the test as the reference; Exact ref. is the exact distribution of the test statistic under $H_{0}$.

For the approximated reference distributions, as $m \rightarrow \infty$,

$$
\begin{gather*}
F_{k, \widehat{w}_{m}} \rightarrow F_{k, \infty} \sim \chi_{k}^{2} / k  \tag{3.16}\\
F_{\widehat{\rho}_{m}, \star} \rightarrow F_{\rho_{\infty}, \infty} \sim \chi_{\rho_{\infty}}^{2} / \rho_{\infty} \tag{3.17}
\end{gather*}
$$

where $\rho_{\infty}=k\left(1+C_{\xi}^{2}\right)^{-1} \leqslant k$.
The actual level of an $\alpha$-nominal-level test, $\mathcal{T}$, based on $D_{\infty}$ can be computed by $\operatorname{Pr}\left(\mathcal{Y}_{\infty}>Q_{\mathcal{T}}(\alpha)\right)$, where $Q_{\mathcal{T}}(\alpha)$ is the $1-\alpha$ percentile of the reference distribution used in test $\mathcal{T}$. Figure 3.1 shows the actual levels of the $5 \%$-nominal-level tests, $\mathcal{T}_{\text {LRR }}^{\infty}$ (black lines) and $\mathcal{T}_{\mathrm{x}}^{\infty}$ (red lines), from a full factorial experiment with three factors,

1. The dimension of $\theta: k=5$ (solid lines), and 50 (dashed lines);
2. The average ratios of complete to observed information: $\bar{\xi}=1.2,1.5$, and 2 ;
3. The coefficient of variation of $\boldsymbol{\xi}=\left(\xi_{1}, \cdots, \xi_{k}\right): C_{\xi}=0,0.05,0.10, \cdots, 0.50$.

For each $\left(k, \bar{\xi}, C_{\xi}\right)$, we first generate the vector $\boldsymbol{\xi}$ with the pre-specified mean and coefficient of variation. Then, we simulate 1 million independent draws from $\mathcal{Y}_{\infty}$, and estimate the actual level of each test by the proportion of the sample greater than the


Figure 3.1: Actual levels of the $5 \%$-nominal-level tests, with the test statistic $D_{\infty}$ referred to the distributions $\chi_{k}^{2} / k$ (black lines) and $\chi_{\rho_{\infty}}^{2} / \rho_{\infty}$ (red lines), under different settings. The solid and dashed lines correspond to the levels when $k=5$ and 50 , respectively. The nominal level, $5 \%$, is marked by the gray lines.
$1-\alpha$ percentile of the corresponding reference distribution. Note that when $k=5$ and $\bar{\xi}=1.2$, the largest value of $C_{\xi}$ is 0.33 , thus in Figure 3.1 (left), the solid lines are plotted up to $C_{\xi}=0.33$.

When the variation of $\boldsymbol{\xi}$ is zero, $\chi_{\rho_{\infty}}^{2} / \rho_{\infty} \sim \chi_{k}^{2} / k$ is the exact distribution of $D_{\infty}$ under $H_{0}$, so the actual levels of $\mathcal{T}_{\mathrm{LRR}}^{\infty}$ and $\mathcal{T}_{\mathrm{x}}^{\infty}$ equal to the nominal levels. When $C_{\xi}>0$, the first two central moments of $\chi_{\rho_{\infty}}^{2} / \rho_{\infty}$ match exactly with those of $\mathcal{Y}_{\infty}$, so the red lines in Figure 3.1 are close to the nominal level, $5 \%$. The distribution $\chi_{k}^{2} / k$, however, only matches with $\mathcal{Y}_{\infty}$ in expectation, and its variance is smaller than that of $\mathcal{Y}_{\infty}$, more specifically,

$$
\operatorname{Var}\left(\mathcal{Y}_{\infty}\right)=\left(1+C_{\xi}^{2}\right) \operatorname{Var}\left(\chi_{k}^{2} / k\right)
$$

As a result, the actual levels of test $\mathcal{T}_{\text {LRR }}^{\infty}$ are larger than the nominal levels, and they increase as $C_{\xi}$ increases, as the black lines in Figure 3.1 show.

### 3.3.4.2 Powers Comparison as $m \rightarrow \infty$

Under the alternative hypothesis that $\theta=\theta_{t}$, the exact distribution of $D_{\infty}$ is

$$
\mathcal{Y}_{t, \infty} \sim \frac{1}{k \bar{\xi}} \sum_{i=1}^{k}\left(\theta_{t, i}+\sqrt{\xi_{i}} Z_{i}\right)^{2} \sim \frac{1}{k} \sum_{i=1}^{k} \frac{\xi_{i}}{\bar{\xi}} \chi_{1, i}^{2}\left(a_{i}\right),
$$

where $Z_{i} \stackrel{i i d}{\sim} \mathcal{N}(0,1)$, and $\left\{\chi_{1, i}^{2}\left(a_{i}\right) ; i=1, \cdots, k\right\}$ are independent noncentral $\chi^{2}$ random variables with degrees of freedom 1 and noncentrality parameters $a_{i}=\theta_{t, i}^{2} / \xi_{i}$. The power of an $\alpha$-nominal-level test, $\mathcal{T}$, based on $D_{\infty}$, is then $\operatorname{Pr}\left(\mathcal{Y}_{t, \infty}>Q_{\mathcal{T}}(\alpha)\right)$. For comparison, we also investigate the power of test $\mathcal{T}_{\text {obs }}$ based on $D_{\text {obs }}$. Given $\theta=\theta_{t}$, $D_{\text {obs }}$ follows the scaled non-central $\chi^{2}$ distribution, $\chi_{k}^{2}(\nu) / k$, where $\nu=\sum_{i=1}^{k} \theta_{t, i}^{2} / \xi_{i}$. So the power of the $\alpha$-level test is $\operatorname{Pr}\left(\chi_{k}^{2}(\nu) / k>Q_{k}(\alpha)\right)$, where $Q_{k}(\alpha)$ is the $1-\alpha$ percentile of $\chi_{k}^{2} / k$.

In Figure 3.2, we show the powers of four $5 \%$-nominal-level tests: (i) $\mathcal{T}_{\text {LRR }}^{\infty}$ (black solid lines), (ii) $\mathcal{T}_{\mathrm{x}}^{\infty}$ (red solid lines), (iii) $\mathcal{T}_{\text {Exact }}^{\infty}$ (blue dashed lines), and (iv) $\mathcal{T}_{\text {obs }}$ (green dashed lines). We fix $\Delta \triangleq \sum_{i=1}^{k} \theta_{t, i}^{2} / k=0.5$, and simulate 30 replicates of $\left(\boldsymbol{\xi}, \theta_{t}\right)$ for each $\left(k, \bar{\xi}, C_{\xi}\right)$. The power of each test is then estimated by the proportion of the 1 million draws from the distribution of the test statistic, specified by $\boldsymbol{\xi}$ and $\theta_{t}$, that are greater than the $95 \%$ percentile of the reference distribution. The plotted value for each $\left(k, \bar{\xi}, C_{\xi}\right)$ is the average of the corresponding 30 estimated powers.

When $C_{\xi}=0$, the four tests are equivalent, so the powers are the same. When $C_{\xi}>0$, we find (i) compared with test $\mathcal{T}_{\text {obs }}$, tests based on $D_{\infty}$ suffers from power loss due to the ignorance of the variability in $\boldsymbol{\xi}$, and the loss is more severe for larger $C_{\xi}$; (ii) tests $\mathcal{T}_{\mathrm{x}}^{\infty}$ and $\mathcal{T}_{\text {Exact }}^{\infty}$ have almost identical powers, because their reference


Figure 3.2: Powers of four $5 \%$-nominal-level tests: (i) (green dashed lines) test $\mathcal{T}_{\text {obs }}$, with the test statistic $D_{\text {obs }}$ referred to $\chi_{k}^{2} / k$, (ii) (blue dashed lines) test $\mathcal{T}_{\text {Exact }}^{\infty}$, with the test statistic $D_{\infty}$ referred to $\mathcal{Y}_{\infty}$, (iii) (black solid lines) test $\mathcal{T}_{\text {LRR }}^{\infty}$, with $D_{\infty}$ referred to $\chi_{k}^{2} / k$, and (iv) (red solid lines) test $\mathcal{T}_{\mathrm{x}}^{\infty}$, with $D_{\infty}$ referred to $\chi_{\rho_{\infty}}^{2} / \rho_{\infty}$. The top and bottom rows show the results when $k=5$ and 50 , respectively.
distributions, $\chi_{\rho_{\infty}}^{2} / \rho_{\infty}$ and $\mathcal{Y}_{\infty}$, have the same mean and variance; and (iii) test $\mathcal{T}_{\mathrm{LRR}}^{\infty}$, which has higher levels than tests $\mathcal{T}_{\mathrm{x}}^{\infty}$ and $\mathcal{T}_{\text {Exact }}^{\infty}$, also has larger powers, due to the smaller variance of its reference distribution, $\chi_{k}^{2} / k$.

In addition, other factors being fixed, the powers of tests $\mathcal{T}_{\mathrm{x}}^{\infty}$ and $\mathcal{T}_{\text {Exact }}^{\infty}$ decrease as $C_{\xi}$ increases. This is because the null and alternative distributions of $D_{\infty}$ are more distinguishable when $C_{\xi}$ is smaller. More specifically, for fixed $\Delta$ and $\bar{\xi}$, the difference in expectation between the distributions of $D_{\infty}$ under $H_{a}$ and $H_{0}$ is fixed, i.e.,

$$
\mathrm{E}\left(\mathcal{Y}_{t, \infty}\right)-\mathrm{E}\left(\mathcal{Y}_{\infty}\right)=\Delta / \bar{\xi} ;
$$



Figure 3.3: Distributions of the test statistis, $D_{\infty}$, under the null (distribution $\mathcal{Y}_{\infty}$, black lines) and the alternative (distribution $\mathcal{Y}_{t, \infty}$, red lines) hypotheses. Solid lines correspond to results when $C_{\xi}=0$, and dashed lines correspond to $C_{\xi}=0.5$.
however, $\operatorname{Var}\left(\mathcal{Y}_{\infty}\right)$ increases more than $\operatorname{Var}\left(\mathcal{Y}_{t, \infty}\right)$ as $C_{\xi}$ increases, see below,

$$
\operatorname{Var}\left(\mathcal{Y}_{t, \infty}\right)=\operatorname{Var}\left(\mathcal{Y}_{\infty}\right)\left(1+\frac{1}{\left(1+C_{\xi}^{2}\right) k} \sum_{i=1}^{k} \frac{\theta_{t, i}^{2} \xi_{i}}{\bar{\xi}^{2}}\right) .
$$

This is also confirmed in Figure 3.3, which shows the distribution of $\mathcal{Y}_{\infty}$ (black lines) becomes more spread out than $\mathcal{Y}_{t, \infty}$ (red lines) when $C_{\xi}$ increases from zero (solid lines) to 0.5 (dashed lines). On the contrary, the reference distribution of test $\mathcal{T}_{\text {LRR }}^{\infty}$ is invariant to $C_{\xi}$, whereas the distribution of $D_{\infty}$ under $H_{a}$ gets slightly more spread out and separate from the reference distribution, so its power increases sightly with $C_{\xi}$. Figure 3.2 also shows the powers of all the tests decrease as $\bar{\xi}$ increases. This is because of the reduction in expectation between the distributions of the test statistics under $H_{0}$ and $H_{a}$. Finally, larger $k$ corresponds to smaller variability in the test statistics under both $H_{0}$ and $H_{a}$, and thus larger power.

In summary, tests $\mathcal{T}_{\mathrm{x}}^{\infty}$ and $\mathcal{T}_{\text {Exact }}^{\infty}$ have nearly identical behavior in terms of level and power, because their reference distributions have the same first two moments. Both the level and the power of test $\mathcal{T}_{\text {LRR }}^{\infty}$ are larger than $\mathcal{T}_{\text {Exact }}^{\infty}$ because its reference distribution underestimates the variance of the test statistic under $H_{0}$.

### 3.3.4.3 Levels Comparison with Finite $m$

In this section, we compare the actual levels of the tests based on $D_{m}$ for finite $m$. We again conduct a full factorial experiment with the three factors $k \in\{2,5,10,50\}$, $\bar{\xi} \in\{1.2,1.5,2\}$, and $C_{\xi} \in\{0,0.05, \cdots, 0.5\}$. The simulation is conducted according to the following steps. For each $\left(k, \bar{\xi}, C_{\xi}\right)$,

1. Generate $\boldsymbol{\xi}$ that satisfies (i) each component is $\geqslant 1$, and (ii) the mean and coefficient of variance of $\boldsymbol{\xi}$ equal to the pre-specified values. Let $\lambda_{i}=\xi_{i}-1$, $B_{t}=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{k}\right), T_{t}=\operatorname{diag}\left(\xi_{1}, \cdots, \xi_{k}\right)$, and $U_{t}=I_{k}$.
2. Generate $\theta_{t}$ so that $\Delta=\sum_{i=1}^{k} \theta_{t, i}^{2} / k$ equals to the pre-specified value. In computing the levels, $\Delta=0$ and $\theta_{t}=(0, \cdots, 0)$.
3. Simulate $\widehat{\theta}_{\text {obs }} \sim \mathcal{N}\left(\theta_{t}, T_{t}\right)$.
4. For $l=1, \cdots, m$, simulate $\widehat{\theta}_{* l} \stackrel{i i d}{\sim} \mathcal{N}\left(\widehat{\theta}_{\text {obs }}, B_{t}\right)$.
5. Compute $D_{m}$ as defined in (3.8), and the reference distribution, $\mathcal{F}$, of the test.
6. Compute the p-value by $\operatorname{Pr}\left(\mathcal{F}>D_{m}\right)$.
7. Repeat Step 3-6 for $10^{6}$ times and compute the level or power of an $\alpha$-nominallevel test by the proportion of the computed p -values that are less than $\alpha$.


Figure 3.4: Actual levels of the $5 \%$-nominal-level tests, $\mathcal{T}_{\mathrm{LRR}}^{m}$ (black lines), $\mathcal{T}_{\mathrm{X}}^{m}$ (red lines), $\mathcal{T}_{\mathrm{x}, \beta}^{m}$ (orange lines), and $\mathcal{T}_{\mathrm{x}, \eta}^{m}$ (cyan lines), with $m=3$, under different settings. When $k=2$, the cyan and orange lines overlap; when $k=50$, the cyan and red lines overlap.

Figure 3.4 shows the actual levels of the $5 \%$-nominal-level tests, $\mathcal{T}_{\text {LRR }}^{m}$ (black lines), $\mathcal{T}_{\mathrm{x}}^{m}$ (red lines), $\mathcal{T}_{\mathrm{x}, \beta}^{m}$ (orange lines), and $\mathcal{T}_{\mathrm{x}, \eta}^{m}$ (cyan lines), with $m=3$. Figure 3.5 shows the results when $m$ increases to 10 . Note, the maximum of $C_{\xi}$ can be less than 0.5 for some pairs of $(k, \bar{\xi})$, so there are no results with large $C_{\xi}$ in these cases. The levels of test $\mathcal{T}_{\mathrm{LRR}}^{m}$, for $m=3,10$, and $\infty$, are close to $5 \%$ when $C_{\xi}<0.1$, but they become substantially larger than $5 \%$ when $C_{\xi}$ is large. Test $\mathcal{T}_{\mathrm{x}}^{m}$ produces levels considerably


Figure 3.5: See the caption of Figure 3.4. Here $m=10$.
larger than $5 \%$ when $k$ is small, whereas test $\mathcal{T}_{\mathrm{x}, \beta}^{m}$ has levels much smaller than $5 \%$ when $k$ is large. The levels of test $\mathcal{T}_{\mathrm{x}, \eta}^{m}$ are the closest to $5 \%$ among all the four tests under nearly all the situations. In addition, the levels of tests $\mathcal{T}_{\mathrm{x}, \star}^{m}$ (namely, $\mathcal{T}_{\mathrm{x}}^{m}, \mathcal{T}_{\mathrm{x}, \beta}^{m}$, and $\mathcal{T}_{\mathrm{x}, \eta}^{m}$ ) get much closer to $5 \%$ when $m$ increases to 10 .

### 3.3.4.4 Powers Comparison with Finite $m$

Tests $\mathcal{T}_{\mathrm{LRR}}^{m}$ and $\mathcal{T}_{\mathrm{x}, \star}^{m}$ use the same test statistic, $D_{m}$, but different approximations to its distribution under $H_{0}$. As a result, other factors being fixed, their actual levels and powers are different. To make fair comparison of the powers of these tests, we compare their receiver operating characteristic (ROC) curves. The horizontal axis of a ROC curve is the actual level of an $\alpha$-nominal-level test, for $\alpha \in(0,1)$, and the vertical axis is the corresponding power. A test with larger area under the curve is considered to have better performance.

Figure 3.6 shows the ROC curves of several tests: (i) $\mathcal{T}_{\text {obs }}$ (green dashed lines), (ii) $\mathcal{T}_{\mathrm{LRR}}^{m}$ and $\mathcal{T}_{\mathrm{x}, \star}^{m}$ with $m=3$ (black solid lines), (iii) $\mathcal{T}_{\mathrm{LRR}}^{m}$ and $\mathcal{T}_{\mathrm{x}, \star}^{m}$ with $m=10$ (red dotted lines), and (iv) $\mathcal{T}_{\text {LRR }}^{\infty}$ and $\mathcal{T}_{\mathrm{x}, \star}^{\infty}$, which have nearly identical ROC curve as test $\mathcal{T}_{\text {Exact }}^{\infty}$ (blue dot-dash lines). Other factors being fixed, the ROC curves of tests $\mathcal{T}_{\text {LRR }}^{m}$ and $\mathcal{T}_{\mathrm{x}, \star}^{m}$ nearly overlap. This implies their performances are almost identical, and thus tests with higher true positive rates also have higher false positive rates. Figure 3.6 also shows increasing $m$ from 3 to 10 results in a notable improvement of the performances of tests $\mathcal{T}_{\mathrm{LRR}}^{m}$ and $\mathcal{T}_{\mathrm{x}, \star}^{m}$. We also find test $\mathcal{T}_{\text {obs }}$ is more superior than tests based on $D_{m}$, when $k, C_{\xi}$, and/or $\bar{\xi}$ are large, because more information in the observed data is ignored by $D_{m}$.

To conclusion, among the four tests, $\mathcal{T}_{\mathrm{LRR}}^{m}, \mathcal{T}_{\mathrm{X}}^{m}, \mathcal{T}_{\mathrm{x}, \beta}^{m}$, and $\mathcal{T}_{\mathrm{x}, \eta}^{m}$, the levels of test $\mathcal{T}_{\mathrm{X}, \eta}^{m}$ are closest to the nominal levels under most situations. Even though test $\mathcal{T}_{\mathrm{LRR}}^{m}$ appears to have higher powers than tests $\mathcal{T}_{\mathrm{x}, \star}^{m}$, it also has the highest levels. Their ROC curves are nearly identical, so we recommend referring the test statistic $D_{m}$ to distribution $F_{\widehat{\rho}_{m}, \widehat{\eta}_{m}}$ to compute the p-value. In addition, increasing $m$ from 3 to 10


Figure 3.6: ROC curves of tests (i) $\mathcal{T}_{\text {obs }}$ (green dashed lines), (ii) $\mathcal{T}_{\mathrm{LRR}}^{m}$ and $\mathcal{T}_{\mathrm{x}, \star}^{m}$ with $m=3$ (black solid lines), (iii) $\mathcal{T}_{\mathrm{LRR}}^{m}$ and $\mathcal{T}_{\mathrm{x}, \star}^{m}$ with $m=10$ (red dotted lines), (iv) $\mathcal{T}_{\mathrm{LRR}}^{\infty}, \mathcal{T}_{\mathrm{x}, \star}^{\infty}$, and $\mathcal{T}_{\text {Exact }}^{\infty}$ (blue dot-dash lines), and (v) $\mathcal{T}_{\mathrm{d}}^{m}$, the test based on $\mathcal{S}_{\mathrm{d}}$ by Li et al. (1991a) (see Section 3.4.1), with $m=3$ (gray solid lines) and $m=10$ (gray dotted lines). The horizontal coordinate of a ROC curve is the actual level of an $\alpha$-nominal-leve test, with $\alpha \in(0,1)$, and the vertical coordinate is the corresponding powers. Note, when $k=5$ and $\bar{\xi}=1.2$, the largest possible value of $C_{\xi}$ is 0.33 , so we plot the ROC curves correspond to $C_{\xi}=0.33$.
greatly improves both the actual levels and the ROC curves of these tests.

### 3.4 Hypothesis Testing without $\mathcal{S}_{\mathrm{m}}$

When $\mathcal{S}_{\mathrm{m}}$ is not available, the combined test statistic $D_{m}$ can not be computed, so we need to estimate $D_{m}$, as well as its corresponding sampling distribution. Fortunately, $D_{m}$ can be approximated by a function of $\bar{r}_{m}$ and the average, denoted as
$\bar{d}_{m}$, of the Wald $\chi^{2}$ statistics defined in (3.7), that is,

$$
\begin{equation*}
D_{m} \approx \widetilde{D}_{m} \triangleq\left(\frac{\bar{d}_{m}}{k}-\frac{m-1}{m+1} \bar{r}_{m}\right) /\left(1+\bar{r}_{m}\right) . \tag{3.18}
\end{equation*}
$$

So when $\bar{d}_{m}$ is available, an estimate of $\bar{r}_{m}$ corresponds to an estimate of $D_{m}$, and thus a testing procedure.

### 3.4.1 Estimating $\bar{r}_{m}$ Based on $\mathcal{S}_{\mathrm{d}}$ : Li et al. (1991a)

So far, the best estimate of $\bar{r}_{m}$ based purely on the set, $\mathcal{S}_{\mathrm{d}}$, of the Ward $\chi^{2}$ statistics was proposed by Li et al. (1991a),

$$
\widehat{r}_{d}=\left(1+\frac{1}{m}\right)\left(\frac{1}{m-1} \sum_{l=1}^{m}\left(\sqrt{d_{* l}}-\overline{\sqrt{d}}\right)^{2}\right)
$$

where $\overline{\sqrt{d}}$ is the mean of $\left\{\sqrt{d_{*} l} ; l=1, \cdots, m\right\}$. Let $\widehat{D}_{d}$ be the corresponding test statistic with $\bar{r}_{m}$ replaced by $\widehat{r}_{d}$ in (3.18). Li et al. (1991a) suggest using $F_{k, \widehat{w}_{d}}$ as the reference distribution, where $\widehat{w}_{d}=(m-1)\left(1+\widehat{r}_{d}\right)^{2} / k^{3 / m}$. The factor $k^{-3 / m}$ adjusts the loss of degrees of freedom, because we only have the $m$ scalar $\chi^{2}$ statistics, rather than the $k(m-1)$ degrees of freedom from the $m$ pairs of $k \times 1$ point estimate and $k \times k$ variance-covariance estimate to compute $\bar{r}_{m}$. For ease of reference, we call this test procedure $\mathcal{T}_{\mathrm{d}}{ }^{m}$.

The gray lines in Figure 3.4 and 3.5 show the actual levels of $5 \%$-nominal-level test $\mathcal{T}_{\mathrm{d}}{ }^{m}$ where $m=3$ and 10 , respectively. It appears increasing $m$ does not improve the levels. As Li et al. (1991a) pointed out, the factor $k^{-3 / m}$ was chosen to make the test perform especially well when $m=3$ in terms of the actual levels. Figure 3.6


Figure 3.7: Powers of $5 \%$-nominal-level tests, (i) $\mathcal{T}_{\text {obs }}$ (green dashed lines), (ii) $\mathcal{T}_{\mathrm{x}, \eta}^{m}$ (cyan solid lines), (iii) $\mathcal{T}_{\mathrm{LRR}}^{m}$ (black solid lines), and (iv) $\mathcal{T}_{\mathrm{d}}^{m}$ (gray solid lines).
shows the ROC curves of the test when $m=3$ (solid gray lines) and 10 (dashed gray lines). When $k$ is large, the test based purely on $\mathcal{S}_{\mathrm{d}}$ has much worse performance than tests based on $\mathcal{S}_{\mathrm{m}}$, because the set $\mathcal{S}_{\mathrm{d}}$ contains much less information than $\mathcal{S}_{\mathrm{m}}$. Figure 3.7 compares the powers of the $5 \%$-nominal-level test $\mathcal{T}_{\mathrm{d}}{ }^{m}$ (gray solid lines) with tests $\mathcal{T}_{\text {obs }}$ (green dashed lines), $\mathcal{T}_{\mathrm{x}, \eta}^{m}$ (cyan solid lines), and $\mathcal{T}_{\text {LRR }}^{m}$ (black solid lines). Consistent with Figure 3.6, compared with procedures based on $\mathcal{S}_{\mathrm{m}}$, we find (i) $\mathcal{T}_{\mathrm{d}}{ }^{m}$ is associated with a severe loss of power, especially when $k$ is large; and (ii) increasing $m$ significantly improves the power of $\mathcal{T}_{\mathrm{d}}{ }^{m}$.

### 3.4.2 Estimating $\bar{r}_{m}$ Based on Likelihood Ratio: Meng and Rubin (1992)

### 3.4.2.1 Procedure

Meng and Rubin (1992) proposed using a complete-data log likelihood ratio to estimate $\bar{r}_{m}$. The procedure is based on the asymptotic equivalence of the Wald $\chi^{2}$ statistic and the log likelihood ratio statistic, defined as

$$
\begin{equation*}
d^{\prime}\left(\widehat{\psi^{0}}, \widehat{\psi} \mid X\right) \triangleq 2 \log \frac{f(X \mid \widehat{\psi})}{f\left(X \mid \widehat{\psi^{0}}\right)} \tag{3.19}
\end{equation*}
$$

where $\widehat{\psi}^{0}=\widehat{\psi}^{0}(X)$ and $\widehat{\psi}=\widehat{\psi}(X)$ are the estimates of the model parameters, $\psi$, that maximize the complete-data likelihood, $f(X \mid \psi)$, under the null and alternative hypotheses. The heuristic derivation of their equivalence is the following. Without loss of generality, we can assume $\theta$ is a sub-vector of $\psi$, i.e., $\psi=(\theta, \vartheta)$, and the asymptotic variance-covariance matrix of the complete-data MLE, $\widehat{\psi}=(\widehat{\theta}, \widehat{\vartheta})$, is $\operatorname{diag}(U, W)$. Then, asymptotically the complete-data likelihood is

$$
\begin{equation*}
f(X \mid \psi) \propto \exp \left[-\frac{1}{2}(\widehat{\theta}-\theta)^{t} U^{-1}(\widehat{\theta}-\theta)-\frac{1}{2}(\widehat{\vartheta}-\vartheta)^{t} W^{-1}(\widehat{\vartheta}-\vartheta)\right] . \tag{3.20}
\end{equation*}
$$

The MLE under the null hypothesis is $\widehat{\psi}^{0}=(0, \widehat{\vartheta})$. The equivalence of $d^{\prime}\left(\widehat{\psi^{0}}, \widehat{\psi} \mid X\right)$ and $\widehat{\theta}^{t} U^{-1} \widehat{\theta}$ is obtained by replacing $\widehat{\psi}$ with $(\widehat{\theta}, \widehat{\vartheta})$, and $\widehat{\psi}^{0}$ with $(0, \widehat{\vartheta})$.

Let $d\left(\bar{\theta}_{m}, \bar{U}_{m}\right)=\bar{\theta}_{m}^{t} \bar{U}_{m}^{-1} \bar{\theta}_{m}$, then $D_{m}=d\left(\bar{\theta}_{m}, \bar{U}_{m}\right) / k\left(1+\bar{r}_{m}\right)$. Compare this ex-
pression of $D_{m}$ with (3.18), we can obtain an approximation of $\bar{r}_{m}$, i.e.,

$$
\begin{equation*}
\bar{r}_{m} \approx \frac{m+1}{k(m-1)}\left[\bar{d}_{m}-d\left(\bar{\theta}_{m}, \bar{U}_{m}\right)\right] \tag{3.21}
\end{equation*}
$$

Meng and Rubin (1992) proposed estimating $d\left(\bar{\theta}_{m}, \bar{U}_{m}\right)$ using (i) the MLE of $\psi$ based on each of the completed dataset $X_{* l}$ under both the null and alternative hypotheses, denoted as $\widehat{\psi}_{*_{l}}^{0}=\widehat{\psi^{0}}\left(X_{*_{l}}\right)$ and $\widehat{\psi}_{*_{l}}=\widehat{\psi}\left(X_{*_{l}}\right)$, and (ii) the code for computing the complete-data likelihood ratio, defined in (3.19), as a function of the point estimates. Let $\bar{\psi}_{m}^{0}=m^{-1} \sum_{l=1}^{m} \widehat{\psi}_{*_{l}}^{0}$ and $\bar{\psi}_{m}=m^{-1} \sum_{l=1}^{m} \widehat{\psi}_{* l}$ be the averages of the $m$ point estimates under $H_{0}$ and $H_{a}$. Asymptotically,

$$
d\left(\bar{\theta}_{m}, \bar{U}_{m}\right) \approx \bar{d}_{\mathrm{L}} \triangleq \frac{1}{m} \sum_{l=1}^{m} d^{\prime}\left(\bar{\psi}_{m}^{0}, \bar{\psi}_{m} \mid X_{*_{l}}\right),
$$

which can be obtained by replacing $\bar{\psi}_{m}^{0}$ in (3.19) with $\left(0, \bar{\vartheta}_{m}\right)$, and $\bar{\psi}_{m}$ with $\left(\bar{\theta}_{m}, \bar{\vartheta}_{m}\right)$. So we can estimate $\bar{r}_{m}$ by

$$
\widehat{r}_{\mathrm{L}}=\frac{m+1}{k(m-1)}\left(\bar{d}_{m}-\bar{d}_{\mathrm{L}}\right) \approx \frac{m+1}{k(m-1)}\left(\bar{d}_{m}^{\prime}-\bar{d}_{\mathrm{L}}\right)
$$

where $\bar{d}_{m}^{\prime} \triangleq m^{-1} \sum_{l=1}^{m} d^{\prime}\left(\widehat{\psi}_{* l}^{0}, \widehat{\psi}_{* l} \mid X_{* l}\right)$ is asymptotically equal to $\bar{d}_{m}$. The resulting test statistic is

$$
\begin{equation*}
D_{\mathrm{L}}=\frac{\bar{d}_{\mathrm{L}}}{k\left(1+\widehat{r}_{\mathrm{L}}\right)} \tag{3.22}
\end{equation*}
$$

which is referred to distribution $F_{k, w\left(\widehat{r}_{\mathrm{L}}\right)}$, where $w\left(\widehat{r}_{\mathrm{L}}\right)$ is obtained by replacing $\bar{\gamma}_{m}$ in (3.10) by $\widehat{r}_{\mathrm{L}}$. Note, since this procedure assumes the normality of the MLE in the derivation, it is advised to use parameters, the MLE of which are close to a normal
distribution.

### 3.4.2.2 A Practical Issue: Negative $\widehat{r}_{\mathbf{L}}$

The procedure is especially useful when the dimension of $\psi$ is large, and the log likelihood ratio is easy to compute. Examples include testing a special structure in a contingency table, testing the significance of certain explanatory variables in generalized linear models, etc. When the sample size is large, and consequently the MLE $\widehat{\psi}$ and $\widehat{\theta}$ approximately follow normal distributions, the resulting test statistic and the p-value are essentially the same as those in Li et al. (1991b). However, although rare with a large sample, $\widehat{r}_{\mathrm{L}}$ may be negative in some cases in practice.

Here, we discuss conditions for $\widehat{r}_{\mathrm{L}}$ to be non-negative in exponential families. Let $T(X)$ be the sufficient statistic, and $\zeta=\zeta(\psi)$ be the natural vector of parameters. Then the complete-data likelihood can be written as

$$
f(X \mid \psi)=h(X) \exp \left(\zeta^{t} T(X)-A(\psi)\right),
$$

and the log likelihood ratio is

$$
\log \frac{f(X \mid \psi)}{f\left(X \mid \psi^{0}\right)}=\left[\zeta(\psi)-\zeta\left(\psi^{0}\right)\right]^{t} T(X)-\left[A(\psi)-A\left(\psi^{0}\right)\right]
$$

If the MLE $\widehat{\psi}$ is a linear function of $T(X)$, without loss of generality, $\widehat{\psi}(X)=$ $T(X)$, then $\bar{d}_{\mathrm{L}}$ and ${\overline{d_{m}^{\prime}}}_{m}$ can be written as functions of $\left\{\left(\widehat{\psi}_{*_{l}}^{0}, \widehat{\psi}_{* l}\right) ; l=1, \cdots, m\right\}$. More
specifically, $\bar{d}_{\mathrm{L}}=2 \Lambda\left(\bar{\psi}_{m}^{0}, \bar{\psi}_{m}\right)$, and $\bar{d}_{m}^{\prime}=2 m^{-1} \sum_{l=1}^{m} \Lambda\left(\widehat{\psi}_{*_{l}}^{0}, \widehat{\psi}_{*_{l}}\right)$, where $\Lambda$ is defined as

$$
\Lambda\left(\psi^{0}, \psi\right)=\left[\zeta(\psi)-\zeta\left(\psi^{0}\right)\right]^{t} \psi-\left[A(\psi)-A\left(\psi^{0}\right)\right] .
$$

In addition to the linearity of $T(X)$ and $\widehat{\psi}$, if $\Lambda$ is a convex function, then we have

$$
\bar{d}_{m}^{\prime}=\frac{2}{m} \sum_{l=1}^{m} \Lambda\left(\widehat{\psi}_{* l}^{0}, \widehat{\psi}_{* l}\right) \geqslant 2 \Lambda\left(\bar{\psi}_{m}^{0}, \bar{\psi}_{m}\right)=\bar{d}_{\mathrm{L}}
$$

and thus $\widehat{r}_{\mathrm{L}}$ is guaranteed to be nonnegative.
The contingency table example in Meng and Rubin (1992) satisfies these two conditions, and thus $\widehat{r}_{\mathrm{L}} \geqslant 0$. Let $\pi$ be the array of probabilities for the table. We are interested in testing a specific structure in $\pi$, such as conditional independence, against the saturated model, i.e., no structure in $\pi$. Let $\widehat{\pi}^{0}$ and $\widehat{\pi}$ be the MLE of $\pi$ under the null and alternative models, $c$ be the index of a cell in the table, $x_{c}$ be the count in that cell, and $n=\sum_{c} x_{c}$ be the total counts in the table. Then, the log likelihood ratio is

$$
d^{\prime}\left(\widehat{\pi}^{0}, \widehat{\pi} \mid X\right)=2 \sum_{c} x_{c}\left[\log \left(\widehat{\pi}_{c}\right)-\log \left(\widehat{\pi}_{c}^{0}\right)\right],
$$

under the constrain that $\sum_{c} \widehat{\pi}_{c}^{0}=\sum_{c} \widehat{\pi}_{c}=1$. Under the saturated model, $\widehat{\pi}_{c}=x_{c} / n$. So the sufficient statistic of the model and the MLE under the alternative model have a linear relationship, as long as $n$ is fixed in all the completed datasets. The function

$$
\Lambda\left(\pi^{0}, \pi\right)=n \sum_{c} \pi_{c}\left(\log \left(\pi_{c}\right)-\log \left(\pi_{c}^{0}\right)\right)
$$

under the constrains that $\sum_{c} \pi_{c}^{0}=\sum_{c} \pi_{c}=1, \pi_{c} \geqslant 0$, and $\pi_{c}^{0} \geqslant 0$, has a non-negative definite hessian matrix, so it is a convex function, so in this case $\widehat{r}_{\mathrm{L}} \geqslant 0$.

### 3.4.3 Estimating $\widehat{D}_{m}$ based on $\mathcal{S}_{\mathrm{d}}$ and $d_{\text {full }}$ : Xie (2011)

Xie (2011) proposed another method to estimate $d\left(\bar{\theta}_{m}, \bar{U}_{m}\right)$, given we have $\mathcal{S}_{\mathrm{d}}$, the $m$ completed datasets, and the computer code to calculate the Wald $\chi^{2}$ statistic. Treating the $m$ completed datasets as independent data, we can apply the computer code to the combined dataset, $X_{\text {full }}=\left(X_{*_{1}}, \cdots, X_{*_{\mathrm{m}}}\right)$, and obtain the Wald $\chi^{2}$ statistic, $d_{\text {full }}$. Asymptotically,

$$
d_{\text {full }}=\left(\widehat{\theta}_{\text {full }}-\theta_{0}\right)^{t} U_{\text {full }}^{-1}\left(\widehat{\theta}_{\text {full }}-\theta_{0}\right),
$$

where $\widehat{\theta}_{\text {full }}=\widehat{\theta}\left(X_{\text {full }}\right) \approx \bar{\theta}_{m}$, and $U_{\text {full }}=U\left(X_{\text {full }}\right) \approx m^{-1} \bar{U}_{m}$, so $d\left(\bar{\theta}_{m}, \bar{U}_{m}\right) \approx m^{-1} d_{\text {full }}$. Let $\widehat{r}_{\text {full }}$ and $D_{\text {full }}$ be the estimates of $\bar{r}_{m}$ and $D_{m}$, obtained by replacing $d\left(\bar{\theta}_{m}, \bar{U}_{m}\right)$ in (3.21) with $m^{-1} d_{\text {full }}$, and $\widehat{r}_{\mathrm{L}}$ in (3.22) by $\widehat{r}_{\text {full }}$, respectively. Then, the p -value is computed by referring $D_{\text {full }}$ to distribution $F_{k, w\left(\widehat{r}_{\text {full }}\right)}$, where $w(\cdot)$ is defined in (3.10).

### 3.4.4 Comparison

When the standard complete-data analysis does not produce the variance-covariance matrix, $U_{*_{l}}$, the test statistic $D_{m}$ in (3.6) can not be computed. Fortunately, $D_{m}$ can be approximated by a function of $\bar{d}_{m}$ and $\bar{r}_{m}$. We typically can obtain the Wald $\chi^{2}$ statistic, $d_{* l}$, from each of the $m$ complete-data inferences. So an estimate of $\bar{r}_{m}$ leads to an estimate of $D_{m}$, which is referred to an $F_{k, \widehat{w}}$ distribution, derived under the
assumption of EFMI. Currently, we do not have an estimate of $\sum_{i=1}^{k} r_{i}^{2}$ to allow for the use of $F_{\widehat{\rho}_{m}, \widehat{\eta}_{m}}$.

The procedures by Meng and Rubin (1992) and Xie (2011) have interesting connections. First, they are asymptotically equivalent to $\mathcal{T}_{\text {LRR }}^{m}$, so they are asymptotically superior to the procedure by Li et al. (1991a). But keep in mind that they require resources other than $\mathcal{S}_{\mathrm{d}}$, and involve more computation. Second, the two procedures are identical in certain situations. Xie (2011) treated the $m$ datasets as independent data, so in an exponential family, the likelihood of $X_{\text {full }}$ is

$$
\begin{equation*}
f\left(X_{\text {full }} \mid \psi\right)=\prod_{l=1}^{m} f\left(X_{*_{l}} \mid \psi\right)=\left(\prod_{l=1}^{m} h\left(X_{*_{l}}\right)\right) \exp \left[m\left(\zeta^{t} \frac{T\left(X_{\text {full }}\right)}{m}-A(\psi)\right)\right], \tag{3.23}
\end{equation*}
$$

where $T\left(X_{\text {full }}\right)=\sum_{l=1}^{m} T\left(X_{*_{l}}\right)$ is the sufficient statistic. If the MLE of $\psi$ under $H_{0}$ and $H_{a}$ are linear functions of the sufficient statistic, then $\widehat{\psi}_{\text {full }}^{0}=\bar{\psi}_{m}^{0}, \widehat{\psi}_{\text {full }}=\bar{\psi}_{m}$, and

$$
d^{\prime}\left(\widehat{\psi}_{\text {full }}^{0}, \widehat{\psi}_{\text {full }} \mid X_{\text {full }}\right)=2 \log \left(\frac{f\left(X_{\text {full }} \mid \widehat{\psi}_{\text {full }}\right)}{f\left(X_{\text {full }} \mid \widehat{\psi}_{\text {full }}^{0}\right)}\right)=2 \sum_{l=1}^{m} \log \left(\frac{f\left(X_{*_{l}} \mid \bar{\psi}_{m}\right)}{f\left(X_{*_{l}} \mid \bar{\psi}_{m}^{0}\right)}\right)=m \bar{d}_{\mathrm{L}},
$$

where $\widehat{\psi}_{\text {full }}^{0}$ and $\widehat{\psi}_{\text {full }}$ are the estimates of $\psi$ that maximize (3.23) under $H_{0}$ and $H_{a}$, respectively. In addition to the linearity condition, if the complete-data analysis substitute the $\log$ likelihood ratio for the Wald $\chi^{2}$ statistic, then $d_{\text {full }}=d^{\prime}\left(\widehat{\psi}_{\text {full }}^{0}, \widehat{\psi}_{\text {full }} \mid X_{\text {full }}\right)=$ $m \bar{d}_{\mathrm{L}}$, and consequently, the procedures by Meng and Rubin (1992) and Xie (2011) lead to the exact same results.

The procedure by Xie (2011) has several advantages over the likelihood-ratio based procedures by Meng and Rubin (1992). First, the computer code for computing the Wald $\chi^{2}$ statistic is usually readily available, whereas the code for computing likeli-
hood ratio may require additional effort to achieve. Second, the Wald $\chi^{2}$ statistic is invariant to the transformation of parameters, but $\bar{d}_{\mathrm{L}}$ can be sensitive to the transformation. Third, the MLE $\widehat{\psi}_{* l}^{0}$ and $\widehat{\psi}_{* l}$ are not needed. However, the computation of the procedure by Xie (2011) can be burdensome, since the complete-data analysis needs to be applied to the gigantic dataset $X_{\text {full }}$.

### 3.5 Concluding Remarks

In this chapter, we have studied and compared procedures for forming the repeatedimputation inference based on multiply-imputed data. Due to the lack of degrees of freedom to estimate individual eigenvalue of $B_{t} U_{t}^{-1}$, the test statistic $D_{m}$ in (3.6) is used in practice, and it is referred to an $F$ distribution to compute the final p-value. The procedures can be classified according to whether or not the moments estimates, i.e., point estimate and the associated variance-covariance estimate, from each of the $m$ completed dataset are available.

When the set of moments estimates are available, the statistic $D_{m}$ can be computed, so different reference distributions result in different procedures. Li et al. (1991b) derived the distribution $F_{k, w\left(\bar{r}_{m}\right)}$ under the assumption of equal fraction of missing information (EFMI). So when this assumption approximately holds, the procedure works well in terms of the actual levels and powers, but the actual levels can be considerably higher than the nominal levels when the assumption is severely violated. Xie (2011) developed the distribution $F_{\widehat{\rho}_{m}, \infty}$ without assuming EFMI, and are especially suited for high dimension, large fractions of missing information, and large variability of the fractions. We propose a modification to the procedure by Xie
(2011) to account for the additional uncertainty in the denominator of $D_{m}$, and suggest criteria for deciding the denominator degrees of freedom for the $F$ distribution.

We have conducted a thorough comparison of the actual levels and powers of these procedures under different conditions and for finite $m$ and when $m \rightarrow \infty$. When $m \rightarrow \infty$, the reference proposed by Xie (2011), with or without our modification, have the same first two moments with the true distribution of $D_{m}$ under the null hypothesis, so its behavior are nearly identical to using the actual null distribution of $D_{m}$. For finite $m$, among all procedures, the actual levels of the modified procedure we propose are closest to the nominal levels, under nearly all the conditions. For fixed $m$, the ROC curves of these procedures are nearly identical, meaning higher powers (true positive rates) come with the price of higher actual levels (false positive rates). So in practice, we recommend using the modified distribution, $F_{\widehat{\rho}_{m}, \widehat{\eta}_{m}}$, as the reference distribution. Overall, these calibrated $F$ distributions are reasonably close to the exact distribution of $D_{m}$ under the null hypothesis, so the actual levels are quite close to the nominal levels, and the powers are quite close to these using the exact null distribution of $D_{m}$. When the assumption of EFMI does not hold, these procedures all lose some powers due to using $D_{m}$ instead of $D_{\text {obs }}$ as the test statistic.

When the moments estimates are not available, both the statistic $D_{m}$ and its reference distribution need to be be estimated. The procedure by Li et al. (1991a) only uses the $m$ scalar Wald $\chi^{2}$ statistics to estimate these quantities, and thus suffers from a severe loss of power, compared with methods based on moments estimates. Meng and Rubin (1992) proposed to use log likelihood ratio and the MLE of the model parameters to estimate $D_{m}$, and Xie (2011) suggest obtaining the Wald $\chi^{2}$ statistic
from the complete-data inference applied to the combined data $X_{\text {full }}$ to estimate $D_{m}$. Both procedures are asymptotic equivalent to the procedure by Li et al. (1991b).

We have also discussed a practical issue in the likelihood-ratio based procedure by Meng and Rubin (1992), i.e., the estimate of $\bar{r}_{m}$ can be negative. We propose a sufficient condition that can guarantee the non-negativeness of the estimate. A direction for future research is to investigate transformations that can be applied to the model parameters to ensure the estimate of $\bar{r}_{m}$ is non-negative.

The existing procedures for combining the Wald $\chi^{2}$ statistics all implicitly assume EFMI, since the reference distributions are some modified versions of $F_{k, w\left(\bar{r}_{m}\right)}$, derived under that assumption. Another direction for research is to explore other resources that can be used to estimate the test statistic or its reference distribution, and to develop procedures without the assumption of EFMI.

## Appendix A

## Appendix

## A. 1 Proof of Theorem 1 in Chapter 1

In this appendix, we derive the inequality in Theorem 1. Due to the convexity of the function $f$, we have

$$
\begin{equation*}
\phi(\omega) f\left(\int \frac{p\left(\mathcal{H}_{\theta}(\omega)\right)}{\phi_{\text {mix }}\left(\mathcal{H}_{\theta}(\omega)\right)} \pi(\theta) \mathbf{u}(\mathrm{d} \theta)\right) \leqslant \int \phi(\omega) f\left(\frac{p\left(\mathcal{H}_{\theta}(\omega)\right)}{\phi_{\text {mix }}\left(\mathcal{H}_{\theta}(\omega)\right)}\right) \pi(\theta) \mathbf{u}(\mathrm{d} \theta) . \tag{A.1}
\end{equation*}
$$

By the expression of $\widetilde{p}$, the term on the left of the equal sign is equal to $\phi(\omega) f\left(\frac{\widetilde{p}(\omega)}{\phi(\omega)}\right)$. Let $D_{f}(\widetilde{p}, \phi)$ be the $f$-divergence between $\widetilde{p}$ and $\phi$, and $D_{f}\left(p, \phi_{\text {mix }}\right)$ be the $f$-divergence between $p$ and $\phi_{\text {mix }}$. Then,

$$
\begin{equation*}
D_{f}(\widetilde{p}, \phi) \leqslant \iint \phi(\omega) f\left(\frac{p\left(\mathcal{H}_{\theta}(\omega)\right)}{\phi_{\text {mix }}\left(\mathcal{H}_{\theta}(\omega)\right)}\right) \pi(\theta) \mathbf{u}(\mathrm{d} \theta) \mathrm{d} \omega \triangleq D_{f}^{*}\left(p, \phi_{\text {mix }}\right) . \tag{A.2}
\end{equation*}
$$

Below we show $D_{f}^{*}\left(p, \phi_{\text {mix }}\right)=D_{f}\left(p, \phi_{\text {mix }}\right)$, thus the inequality in Theorem 1 holds.
Since $\mathcal{H}_{\theta}$ and its inverse function, $\mathcal{F}_{\theta}$, are both monotonic and differentiable func-
tions, we can substitute $(\omega, \theta)$ with $\left(\mathcal{F}_{\theta}(\widetilde{\omega}), \theta\right)$ in $D_{f}^{*}\left(p, \phi_{\text {mix }}\right)$, and obtain

$$
\begin{equation*}
D_{f}^{*}\left(p, \phi_{\text {mix }}\right)=\int\left[\int \phi\left(\mathcal{F}_{\theta}(\widetilde{\omega})\right) /\left|\mathcal{H}_{\theta}^{\prime}\left(\mathcal{F}_{\theta}(\widetilde{\omega})\right)\right| \pi(\theta) \mathbf{u}(\mathrm{d} \theta)\right] f\left(\frac{p(\widetilde{\omega})}{\phi_{\text {mix }}(\widetilde{\omega})}\right) \mathrm{d} \widetilde{\omega} . \tag{A.3}
\end{equation*}
$$

The expression in the square brackets is equal to $\phi_{\text {mix }}(\widetilde{\omega})$, so

$$
\begin{equation*}
D_{f}^{*}\left(p, \phi_{\operatorname{mix}}\right)=\int \phi_{\operatorname{mix}}(\widetilde{\omega}) f\left(\frac{p(\widetilde{\omega})}{\phi_{\operatorname{mix}}(\widetilde{\omega})}\right) \mathrm{d} \widetilde{\omega}=D_{f}\left(p, \phi_{\operatorname{mix}}\right) \tag{A.4}
\end{equation*}
$$

## A. 2 Non-negligible Variance When $L \rightarrow \infty$

In this appendix, we show that if $p$ is not in the family specified in (1.31), the term $\mathcal{V}_{\alpha}(\widetilde{p}, \phi)$ remains positive and non-negligible when $L \rightarrow \infty$.

For fixed $\alpha, p$, and $\phi$, we define a non-negative continuous function of $\boldsymbol{\zeta}, f_{\alpha}(\boldsymbol{\zeta})=$ $\mathcal{V}_{\alpha}(\widetilde{p}, \phi)$. Assume the sequence of random variable $\left\{\widetilde{\boldsymbol{\zeta}}_{L} ; L=1, \cdots, \infty\right\}$ is defined in the probability space $\left(\Omega, \mathcal{F}, P_{0}\right)$. Then, $f_{\alpha, L}=f_{\alpha}\left(\widetilde{\boldsymbol{\zeta}}_{L}\right)$, for $L=1,2, \cdots$, is a sequence of non-negative random variables in $\left(\Omega, \mathcal{F}, P_{0}\right)$, and

$$
E_{L}\left[\mathcal{V}_{\alpha}(\widetilde{p}, \phi)\right]=\int_{\Omega} f_{\alpha, L}(\omega) d P_{0}(\omega)
$$

Let $f_{\alpha}^{*}$ be the inferior limit of the sequence $\left\{f_{\alpha, L}\right\}_{L=1}^{\infty}$, i.e., for any $\omega \in \Omega$,

$$
f_{\alpha}^{*}(\omega)=\liminf _{L \rightarrow \infty} f_{\alpha, L}(\omega)
$$

Then, $f_{\alpha}^{*} \geqslant 0$ almost surely. Fatou's lemma implies

$$
\begin{equation*}
\liminf _{L \rightarrow \infty} \int_{\Omega} f_{\alpha, L}(\omega) d P_{0}(\omega) \geqslant \int_{\Omega} f_{\alpha}^{*}(\omega) d P_{0}(\omega) \tag{A.5}
\end{equation*}
$$

The integral of $f_{\alpha}^{*}$ is greater than zero, meaning that using a gigantic dataset to estimate $\boldsymbol{\zeta}$ will not remove the discrepancy between $p$ and the calibrated $\phi_{\text {mix }}$, if $p$ is not a Gaussian mixture distribution exactly as specified in (1.31).

## A. 3 Bayesian Inference

In this appendix, we briefly introduce the basic concepts and computational methods needed for our Bayesian inference. Readers looking for a more complete introduction should read Gelman et al. (2014).

Assume the vector of observed data $\boldsymbol{D}=\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ follow a probability distribution that is parametrized by a vector of parameters, $\Theta$. We wish to use $\boldsymbol{D}$ to estimate $\Theta$. The likelihood of $\Theta$ is defined as the probability of $\boldsymbol{D}$ given $\Theta$, that is, $L(\Theta ; \boldsymbol{D})=P(\boldsymbol{D} \mid \Theta)$. Information on $\Theta$ that is available before $\boldsymbol{D}$ is observed may be summarized by the prior distribution of $\Theta$, denoted as $P(\Theta)$. Bayes' Theorem allows us to calculate the posterior distribution of $\Theta, P(\Theta \mid \boldsymbol{D})$,

$$
P(\Theta \mid \boldsymbol{D})=\frac{P(\Theta) P(\boldsymbol{D} \mid \Theta)}{P(\boldsymbol{D})}
$$

The posterior distribution combines the prior information with new information contained in $\boldsymbol{D}$, and is a complete summary of information as to likely values of $\Theta$.

If no prior knowledge is available, a "non-informative" prior distribution can be used. For instance, a flat prior distribution from $-\infty$ to $+\infty$ is often used as a noninformative prior for the mean parameter of a distribution. This flat prior distribution is not a proper distribution, in the sense that it does not integrate to 1 or any finite positive value. In Bayesian inference, this type of improper prior distribution is legitimate so long as the posterior distribution is proper.

Summaries of the posterior distribution can be used as fitted values (e.g. the posterior mode, mean, or median) and error bars (e.g. a posterior probability interval) of the parameters. (Asymmetric) error bars can be computed by finding an interval of parameter values with a given posterior probability. The highest probability density (HPD) interval ${ }^{1}$, for example, is the shortest interval with a given posterior probability. Figure A. 1 shows the lower and upper bounds of the $95 \%$ HPD interval of a gamma distribution, ${ }^{2}$ marked by two vertical dotted lines. The areas under the curve between the bounds is 0.95 .

When analytical calculation of the Bayesian estimators is infeasible, we often resort to Monte Carlo methods to approximate them. For example, the posterior mean of a function, $f$, of $\Theta$ can be approximated by

$$
\mathrm{E}(f(\Theta) \mid \boldsymbol{D})=\int f(\Theta) P(\Theta \mid \boldsymbol{D}) \mathrm{d} \Theta \approx \frac{1}{m} \sum_{i=1}^{m} f\left(\Theta^{(i)}\right)
$$

where $\Theta^{(1)}, \cdots, \Theta^{(m)}$ is a sample of size $m$ from $P(\Theta \mid \boldsymbol{D})$. The $1-\alpha$ ET interval is
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Figure A.1: The $95 \%$ HPD interval (the bounds are marked by the blue dotted lines) and the $95 \%$ ET interval (marked by the red dashed lines) of a gamma distribution.
estimated by the empirical $\alpha / 2$ and $1-\alpha / 2$ quantiles of the sample, and the $1-\alpha$ HPD interval can be estimated by the shortest interval that contains a proportion of the sample equal to $1-\alpha$. See Park et al. (2006) for more details on how to approximate Bayesian point and interval estimators from a Monte Carlo sample.

Two popular algorithms to obtain posterior samples are Gibbs sampling (Geman and Geman, 1984) and Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970). Both algorithms are Markov Chain Monte Carlo (MCMC) methods that provide a sequence of draws from a Markov Chain, the distribution of which converges to the posterior distribution as the length of the sequence increases. Gibbs sampling obtains observations from a joint probability distribution of random variables by sequentially drawing from the conditional distribution of each parameter while fixing the others at their current values. Metropolis-Hastings algorithm uses a proposal distribution and an accept-reject rule that again ensures the sequence converges to
the posterior distribution. Some good reviews of the sampling algorithms can be found in the statistical literature, such as Chib and Greenberg (1995), Casella and George (1992) and Smith and Roberts (1993), or in the astrophysics literature, such as Van Dyk et al. (2001) and Xu et al. (2014).

## A. 4 Sampling Algorithm of the Bayesian Model

We provide a detailed description of the algorithm to make the MCMC draws from the posterior distribution of the parameters
$P\left(\mu, \theta, \pi_{d}, \boldsymbol{\mathcal { B }}, \boldsymbol{\lambda}, \boldsymbol{\xi} \mid \boldsymbol{X}, \boldsymbol{Y}\right) \propto P(\mu, \theta) P\left(\pi_{d}\right) P\left(\boldsymbol{\lambda} \mid \mu, \theta, \pi_{d}\right) P(\boldsymbol{\xi}) P(\boldsymbol{\mathcal { B }} \mid \boldsymbol{\xi}) P(\boldsymbol{X} \mid \boldsymbol{\xi}) P(\boldsymbol{Y} \mid \boldsymbol{\lambda}, \boldsymbol{\mathcal { B }})$,
where $P(\mu, \theta)$ is defined in (2.11), $P\left(\pi_{d}\right)=1$, and $P\left(\boldsymbol{\lambda} \mid \mu, \theta, \pi_{d}\right)$ is defined in (2.9). Let $\mathcal{R}_{k}$ be the set of segments in region $k$, for $k=1, \cdots, K$. Let $\mathcal{R}$ be the union of all the segments in the data. Then,

$$
\begin{aligned}
& P(\boldsymbol{\xi}) P(\boldsymbol{\mathcal { B }} \mid \boldsymbol{\xi}) P(\boldsymbol{X} \mid \boldsymbol{\xi}) \propto \prod_{s \in \mathcal{R}}\left(a_{s} \mathcal{T}\right)^{\mathcal{B}_{s}} /\left(\mathcal{B}_{s}!\right) \\
& \times \prod_{k=1}^{K} \exp \left[-\left(\beta_{0}+A_{k} \mathcal{T}+\sum_{s \in \mathcal{R}_{k}} a_{s} \mathcal{T}\right) \xi_{k}+\left(\alpha_{0}+X_{k}+\sum_{s \in \mathcal{R}_{k}} \mathcal{B}_{s}-1\right) \log \left(\xi_{k}\right)\right]
\end{aligned}
$$

where $\alpha_{0}=10^{-6}$ and $\beta_{0}=1.1$ are constants in the prior distribution of $\xi$. The term $P(\boldsymbol{Y} \mid \boldsymbol{\lambda}, \boldsymbol{\mathcal { B }})$ is

$$
\prod_{s \in \mathcal{R}} \exp \left[-\sum_{i \in s} r_{s, i} e_{s} \lambda_{i} \mathcal{T}+\left(Y_{s}-\mathcal{B}_{s}\right) \log \left(\sum_{i \in s} r_{s, i} e_{s} \lambda_{i} \mathcal{T}\right)-\log \left(\left(Y_{s}-\mathcal{B}_{s}\right)!\right)\right]
$$

The Gibbs sampler makes draws from the joint posterior distribution by alternatively sampling a single or a group of parameters from the posterior distribution of these parameters while fixing other parameters at their current values. In the initial step, we pick an initial guess of $\left(\mu^{(0)}, \theta^{(0)}, \pi_{d}^{(0)}, \boldsymbol{\xi}^{(0)}\right)$, and simulate $\boldsymbol{\lambda}^{(0)}$ according to the zero-inflated gamma distribution with parameters $\left(\mu^{(0)}, \theta^{(0)}, \pi_{d}^{(0)}\right)$. In the $(t+1)$-th iteration, we alternatively make draws according to the following steps:

1. Draw $\pi_{d}^{(t+1)}$ from $\operatorname{Beta}\left(n_{d}^{(t)}+1, n-n_{d}^{(t)}+1\right)$, where $n_{d}^{(t)}$ is the number of X-ray dark sources (i.e., number of $\lambda_{i}^{(t)}=0$ ) in the $t$-th iteration.
2. For $k=1, \cdots, K$, for $s \in \mathcal{R}_{k}$, draw $\mathcal{B}_{s}^{(t+1)}$ from the binomial distribution $\operatorname{Binomial}\left(Y_{s}, \varpi_{s}^{(t)}\right)$, where

$$
\varpi_{s}^{(t)}=\frac{a_{s} \xi_{k}^{(t)}}{a_{s} \xi_{k}^{(t)}+\sum_{i \in s} r_{s, i} e_{s} \lambda_{i}^{(t)}}
$$

3. For $k=1, \cdots, K$, draw $\xi_{k}^{(t+1)}$ from Gamma $\left(\alpha_{k}^{(t+1)}, \beta_{k}\right)$, where ${ }^{3}$

$$
\alpha_{k}^{(t+1)}=\alpha_{0}+X_{k}+\sum_{s \in \mathcal{R}_{k}} \mathcal{B}_{s}^{(t+1)}, \quad \beta_{k}=\beta_{0}+A_{k} \mathcal{T}+\sum_{s \in \mathcal{R}_{k}} a_{s} \mathcal{T} .
$$

4. Draw $\left(\mu^{(t+1)}, \theta^{(t+1)}\right)$. For simplicity, in the expression below, $\alpha=\mu^{2} / \theta$ and $\beta=\mu / \theta$. Other parameters being fixed, the posterior distribution of $\mu, \theta$ is

[^5]proportional to
$$
Q^{(t)}(\mu, \theta)=P(\mu, \theta)\left(\frac{\beta^{\alpha}}{\Gamma(\alpha)}\right)^{n-n_{d}^{(t)}} \exp \left(-\sum_{i=1}^{n} \lambda_{i}^{(t)}+(\alpha-1) \sum_{\lambda_{i}^{(t)}>0} \log \left(\lambda_{i}^{(t)}\right)\right)
$$

The Metropolis-Hastings algorithm is used to draw $\left(\mu^{(t+1)}, \theta^{(t+1)}\right)$ jointly from the above distribution. We use a normal distribution $\mathcal{N}\left(\tau^{(t)}, \Sigma^{(t)}\right)$ as the proposal density, where $\tau^{(t)}$ is the mode of $Q^{(t)}$ and $\Sigma^{(t)}$ is the inverse of its Hessian matrix at $\tau^{(t)}$. A new draw $\left(\mu^{\prime}, \theta^{\prime}\right)$ from $\mathcal{N}\left(\tau^{(t)}, \Sigma^{(t)}\right)$ is proposed. We accept $\left(\mu^{\prime}, \theta^{\prime}\right)$ as $\left(\mu^{(t+1)}, \theta^{(t+1)}\right)$ with probability $\gamma$, where

$$
\begin{equation*}
\gamma=\min \left(1, \frac{Q^{(t)}\left(\mu^{(t)}, \theta^{(t)}\right)}{Q^{(t)}\left(\mu^{\prime}, \theta^{\prime}\right)} \frac{\phi^{(t)}\left(\mu^{(t)}, \theta^{(t)}\right)}{\phi^{(t)}\left(\mu^{\prime}, \theta^{\prime}\right)}\right), \tag{A.7}
\end{equation*}
$$

where $\phi^{(t)}$ is the density of $\mathcal{N}\left(\tau^{(t)}, \Sigma^{(t)}\right)$. With probability $1-\gamma,\left(\mu^{(t+1)}, \theta^{(t+1)}\right)$ is set to be the current value $\left(\mu^{(t)}, \theta^{(t)}\right)$. In general, the proposal density $\phi^{(t)}$ approximates the target density $Q^{(t)}$ quite well, and thus the acceptance ratio is quite high. For example, the acceptance rate of the algorithm applied to the real data in Section 2.4 is 0.7 .
5. Let $\mathcal{C}_{i}$ be the set of segments that constitute source region $i$, i.e., $\mathcal{C}_{i}=\bigcup_{i \in s}\{s\}$. Let $\mathcal{S}_{i}^{(t+1)}=\sum_{s \in \mathcal{C}_{i}}\left(Y_{s}-\mathcal{B}_{s}^{(t+1)}\right), \widetilde{\alpha}^{(t+1)}=\left(\mu^{(t+1)}\right)^{2} / \theta^{(t+1)}$, and $\widetilde{\beta}^{(t+1)}=\mu^{(t+1)} / \theta^{(t+1)}$. For $i=1, \cdots, n$,

- If $\mathcal{S}_{i}^{(t+1)}>0$, we generate $\lambda_{i}^{(t+1)}$ from Gamma $\left(\widetilde{\alpha}_{i}^{(t+1)}, \widetilde{\beta}_{i}^{(t+1)}\right)$, where $\widetilde{\alpha}_{i}^{(t+1)}=$ $\widetilde{\alpha}^{(t+1)}+\mathcal{S}_{i}^{(t+1)}$ and $\widetilde{\beta}_{i}^{(t+1)}=\widetilde{\beta}^{(t+1)}+\sum_{s \in \mathcal{C}_{i}} r_{s, i} e_{s} \mathcal{T}$.
- If $\mathcal{S}_{i}^{(t+1)}=0$, we draw $\lambda_{i}^{(t+1)}$ from the zero-inflated gamma distribution,
i.e.,

$$
\lambda_{i}^{(t+1)} \begin{cases}=0 & \text { with probability } \widetilde{\pi}_{*}^{(t+1)}  \tag{A.8}\\ \sim \operatorname{Gamma}\left(\widetilde{\alpha}_{i}^{(t+1)}, \widetilde{\beta}_{i}^{(t+1)}\right) & \text { with probability } 1-\widetilde{\pi}_{*}^{(t+1)}\end{cases}
$$

where

$$
\widetilde{\pi}_{*}^{(t+1)}=\frac{\pi_{d}^{(t+1)}}{\pi_{d}^{(t+1)}+\left(1-\pi_{d}^{(t+1)}\right)\left(\beta^{(t+1)} / \widetilde{\beta}^{(t+1)}\right)^{\alpha^{(t+1)}}}
$$

The 5 steps are repeated to generate the Monte Carlo sequence that converges to the joint posterior distribution. We usually discard the first $T_{0}$ draws because they may not follow the right distribution, especially if the initial values of the parameters are far from the center of the distribution. This step is called burn-in. Our sampling algorithm is very fast, and we set $T_{0}$ to be 20000 .

Trace plots of the Monte Carlo draws of $\mu, \theta$, and $\pi_{d}$ from the posterior distribution appears to be convergent. The leg-1 autocorrelation of these parameters are $0.82,0.51$, and 0.95 , and we made a total of 150,000 draws after the initial burn-in.

## A. 5 Computation of the Test Statistic

Here, we provide the analytical expression of the simplified likelihood function $\widetilde{L}_{1}$, which is defined in (2.24). Under the simplified alternative model, for $i \in \mathbb{S}$, if source $i$ is in region $k$, then $Y_{i}^{\text {rep }} \mid \lambda_{i} \stackrel{\text { indep }}{\sim}$ Poisson $\left(r_{i} e_{i} \lambda_{i} \mathcal{T}+\widehat{\xi}_{i}^{*}\right)$, where $\widehat{\xi}_{i}^{*}=a_{i} \widehat{\xi}_{k} \mathcal{T}$. A priori,
$\lambda_{i}$ independently follows the zero-inflated gamma distribution. So the likelihood is

$$
\widetilde{L}_{1}\left(\mu, \theta, \pi_{d}, \widehat{\boldsymbol{\xi}} ; \boldsymbol{D}^{r e p}\right)=\prod_{i \in \mathbb{S}} P\left(Y_{i}^{r e p} \mid \mu, \theta, \pi_{d}, \widehat{\boldsymbol{\xi}}\right)
$$

where

$$
\begin{aligned}
& P\left(Y_{i}^{\text {rep }} \mid \mu, \theta, \pi_{d}, \widehat{\boldsymbol{\xi}}\right)=\int P\left(Y_{i}^{\text {rep }} \mid \lambda_{i}, \widehat{\boldsymbol{\xi}}\right) P\left(\lambda_{i} \mid \mu, \theta, \pi_{d}\right) \mathrm{d} \lambda_{i} \\
= & \mathbb{C}_{i}\left[\pi_{d}+\left(1-\pi_{d}\right) \sum_{j=0}^{Y_{i}^{\text {rep }}}\binom{Y_{i}^{\text {rep }}}{j}\left(\mathbb{W}_{i}\right)^{j} \frac{\Gamma(\alpha+j)}{\Gamma(\alpha)} \frac{\beta^{\alpha}}{\left(r_{i} e_{i} \mathcal{T}+\beta\right)^{\alpha+j}}\right],
\end{aligned}
$$

with $\mathbb{W}_{i}=r_{i} e_{i} \mathcal{T} / \widehat{\xi_{i}^{*}}$ and $\mathbb{C}_{i}=\exp \left[-\widehat{\xi}_{i}^{*}+Y_{i}^{\text {rep }} \log \left(\widehat{\xi}_{i}^{*}\right)\right] /\left(Y_{i}^{\text {rep }!) . ~ N o t e ~ t h a t ~ i n ~ t h e ~}\right.$ above expression, $\alpha=\mu^{2} / \theta$, and $\beta=\mu / \theta$. The likelihood function $\widetilde{L}_{0}\left(\mu, \theta ; \boldsymbol{D}^{\text {rep }}\right)=$ $\prod_{i \in \mathbb{S}} P\left(Y_{i}^{\text {rep }} \mid \mu, \theta, \pi_{d}=0\right)$.

Although the expressions of $\widetilde{L}_{0}$ and $\widetilde{L}_{1}$ are very complex, they are functions of two and three parameters. In our simulation, we use the function "optimize" implemented in R programming to find the supremes of $\log \left(\widetilde{L}_{0}\left(\mu, \theta ; \boldsymbol{D}^{r e p}\right)\right)$ and $\log \left(\widetilde{L}_{1}\left(\mu, \theta, \pi_{d} ; \boldsymbol{D}^{r e p}\right)\right)$. The reason for taking the logarithm of both functions is to reduce computer-precision related errors. The "optimize" function in R programming works reasonably well. When occasionally it produces a negative test statistic (i.e. logarithm of the likelihood ratio), we set the test statistic to be 0 .

## A. 6 Reason for Using A Proper Prior Distribution for $(\mu, \theta)$

Any Bayesian model must have a proper posterior distribution, meaning the posterior distribution has to be integrable. We show in this appendix that the prior distribution of $(\mu, \theta)$ in our model has to be proper (i.e., integrable) to ensure the integrability of the posterior distribution. For simplicity, we assume (i) the dataset only has non-overlapping sources, and (ii) the background is homogenous.

We first compute the posterior distribution of $\left(\mu, \theta, \pi_{d}, \boldsymbol{\mathcal { B }}\right)$ by integrating out $\xi$ and $\lambda$ from the posterior distribution in (A.6),

$$
P\left(\mu, \theta, \pi_{d}, \boldsymbol{\mathcal { B }} \mid \boldsymbol{D}\right)=\int P\left(\mu, \theta, \pi_{d}, \boldsymbol{\mathcal { B }}, \boldsymbol{\lambda}, \xi \mid \boldsymbol{D}\right) \mathrm{d} \xi \mathrm{~d} \boldsymbol{\lambda}=f(\boldsymbol{\mathcal { B }} ; \boldsymbol{D}) g\left(\mu, \theta, \pi_{d}, \boldsymbol{\mathcal { B }} ; \boldsymbol{D}\right)
$$

where

$$
f(\boldsymbol{\mathcal { B }} ; \boldsymbol{D}) \propto \frac{\Gamma\left(\alpha_{0}+X+\sum \mathcal{B}_{i}\right)}{\left(\beta_{0}+A \mathcal{T}+\sum a_{i} \mathcal{T}\right)^{\alpha_{0}+X+\sum \mathcal{B}_{i}}} \prod_{i=1}^{n} \frac{a_{i}^{\mathcal{B}_{i}}\left(r_{i} e_{i}\right)^{Y_{i}-\mathcal{B}_{i}}}{\mathcal{B}_{i}!\left(Y_{i}-\mathcal{B}_{i}\right)!}
$$

and

$$
\begin{aligned}
& g\left(\mu, \theta, \pi_{d}, \mathcal{B} ; \boldsymbol{D}\right)=P(\mu, \theta) \\
& \quad \times \prod_{i=1}^{n}\left(\pi_{d} I\left(Y_{i}=\mathcal{B}_{i}\right)+\left(1-\pi_{d}\right) \frac{(\mu / \theta)^{\left(\mu^{2} / \theta\right)}}{\left(\mu / \theta+e_{i}\right)^{\left(\mu^{2} / \theta+Y_{i}-\mathcal{B}_{i}\right)}} \frac{\Gamma\left(\mu^{2} / \theta+Y_{i}-\mathcal{B}_{i}\right)}{\Gamma\left(\mu^{2} / \theta\right)}\right) .
\end{aligned}
$$

Since $0 \leqslant \mathcal{B}_{i} \leqslant Y_{i}, f(\boldsymbol{\mathcal { B }} ; \boldsymbol{D})$ can be bounded by two positive constants $\mathbb{C}_{1}$ and $\mathbb{C}_{2}$, that is

$$
0<\mathbb{C}_{1} \leqslant f(\boldsymbol{\mathcal { B }} ; \boldsymbol{D}) \leqslant \mathbb{C}_{2}<+\infty
$$

Therefore, the integrability of $P\left(\mu, \theta, \pi_{d}, \boldsymbol{\mathcal { B }} \mid \boldsymbol{D}\right)$ depends completely on the integrability of $g\left(\mu, \theta, \pi_{d}, \boldsymbol{\mathcal { B }} ; \boldsymbol{D}\right)$. The integral of the positive function $g\left(\mu, \theta, \pi_{d}, \boldsymbol{\mathcal { B }} ; \boldsymbol{D}\right)$ is

$$
\sum_{b_{1}=0}^{Y_{1}} \cdots \sum_{b_{n}=0}^{Y_{n}}\left[\int g\left(\mu, \theta, \pi_{d}, \mathcal{B}=\left(b_{1}, \cdots, b_{n}\right) ; \boldsymbol{D}\right) \mathrm{d} \mu \mathrm{~d} \theta \mathrm{~d} \pi_{d}\right],
$$

which is great than the single term that corresponds to $\mathcal{B}=\left(Y_{1}, \cdots, Y_{n}\right)$, which is

$$
\int g\left(\mu, \theta, \pi_{d}, \mathcal{B}=\left(Y_{1}, \cdots, Y_{n}\right) ; \boldsymbol{D}\right) \mathrm{d} \mu \mathrm{~d} \theta \mathrm{~d} \pi_{d}=\int P(\mu, \theta) \mathrm{d} \mu \mathrm{~d} \theta \int \pi_{d}^{n} \mathrm{~d} \pi_{d}
$$

If the prior on $(\mu, \theta)$ is improper, i.e., $\int P(\mu, \theta) \mathrm{d} \mu \mathrm{d} \theta=+\infty$, then

$$
\int g\left(\alpha, \beta, \pi_{b}, \boldsymbol{\mathcal { B }} ; \boldsymbol{Y}\right) \mathrm{d} \mu \mathrm{~d} \theta \mathrm{~d} \pi_{d} \geqslant \int P(\mu, \theta) \mathrm{d} \mu \mathrm{~d} \theta \int \pi_{d}^{n} \mathrm{~d} \pi_{d}=+\infty
$$

which means the posterior distribution if improper. Therefore, a proper prior distribution for $(\mu, \theta)$ is required to ensure the posterior distribution is proper.
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[^0]:    ${ }^{1}$ For the conventional parametrization of a gamma distribution, $\operatorname{Gamma}(\alpha, \beta)$, the mean and variance are $\mu=\alpha / \beta$ and $\theta=\alpha / \beta^{2}$, respectively. To simplify interpretation, we instead use the mean-variance parametrization, Gamma $[\mu, \theta]$; the square brackets are used to distinguish the meanvariance parametrization, i.e., the Gamma $[\mu, \theta]$ distribution has mean $\mu$ and variance $\theta$, and is equivalent to $\operatorname{Gamma}(\alpha, \beta)$.

[^1]:    ${ }^{2}$ The $\delta$ function is a discrete distribution. If $X \sim \delta_{0}$, then $P(X=0)=1$.

[^2]:    ${ }^{3}$ The probability density function of $\operatorname{Beta}(\alpha, \beta)$ is $P(x)=(\Gamma(\alpha) \Gamma(\beta))^{-1} \Gamma(\alpha+\beta) x^{\alpha-1}(1-$ $x)^{\beta-1}$, where $0<x<1$. The mean and variance of the distribution are $\alpha /(\alpha+\beta)$ and $\alpha \beta /\left[(\alpha+\beta+1)(\alpha+\beta)^{2}\right]$, respectively.

[^3]:    ${ }^{4}$ The probability density of $\operatorname{Cauchy}(\eta, \gamma)$ is $P(x)=\gamma /\left[\pi\left(\gamma^{2}+(x-\eta)^{2}\right)\right]$ for $-\infty<x<\infty$. The zero-truncated Cauchy distribution, denoted as $\operatorname{tCauchy}(\eta, \gamma)$, is proportional to the positive part of Cauchy $(\eta, \gamma)$. The density of $\operatorname{tCauchy}(\eta, \gamma)$ is $P(x)=\gamma /\left[C\left(\gamma^{2}+(x-\eta)^{2}\right)\right]$ for $x>0$, where $C=\pi / 2+\arctan (\eta / \gamma)$ is the normalizing constant that ensures $\int_{0}^{\infty} P(x) \mathrm{d} x=1$. The mode of the density is $\min (\eta, 0)$. Larger value of the scale parameter, $\gamma$, results in to a heavier right-tail.

[^4]:    ${ }^{1}$ The $1-\alpha$ HPD interval of a continuous random variable can be obtained by moving down a horizontal line from the top of the probability density function until the area under the density curve between the intersections of the horizontal line and the curve is $1-\alpha$.
    ${ }^{2}$ The probability density function of $\operatorname{Gamma}(\alpha, \beta)$ is $P(x)=\beta^{\alpha} e^{-\beta x} x^{\alpha-1} / \Gamma(\alpha)$ for $x>0$.

[^5]:    ${ }^{3}$ To make it easier to describe the algorithm, we use the conventional parametrization of the gamma distribution, i.e., $\operatorname{Gamma}(\alpha, \beta)$, which is equivalent to $\operatorname{Gamma}[\mu, \theta]$, where $\mu=\alpha / \beta$ and $\theta=\alpha / \beta^{2}$.

