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Abstract

Eukaryotic gene regulation is a complex process requiring the action of many multicomponent complexes in the cell. Specific inhibitors of chromatin-associated factors allow the functional study of protein domains without genetic removal of the entire protein. Here, two small molecule probes were used to study the role of DOT1L and BET proteins in cancer biology.

DOT1L is a histone methyltransferase with activity correlating with positive regulation of transcription. In MLL-rearranged leukemia, DOT1L is recruited aberrantly to early developmental transcription factors, leading to their inappropriate expression and leukemia maintenance. The development of an assay platform for DOT1L allowed the investigation of many small molecule DOT1L inhibitors, leading to compounds with improved potency and pharmacokinetics.

Studying the action of BET bromodomain inhibitors led to the identification of super enhancers, large tissue-specific regulatory elements driving the expression of genes critical for the function of the cell. Super enhancers are often found in oncogenic translocation events, especially in B cell malignancies. This study identified a subset of super enhancers that promote off-target DNA damage from the B cell antibody diversity enzyme AID, leading to double strand break events and translocations.

Super enhancers also regulate the expression of master transcription factors (TFs) in a given cell type. Using the topology of the super enhancer, the sites of master TF binding can be predicted, allowing the construction of network models for transcriptional regulation. These models were built in a large number of healthy and diseased cell types, including the pediatric malignancy medulloblastoma. In medulloblastoma, a network motif was identified that matches an expression pattern seen in a transient
cell population in the developing cerebellum, providing evidence for the previously unknown cell of origin for Group 4 medulloblasoma.
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Chapter 1

The Regulation of Eukaryotic Gene Expression
The development and function of the human organism requires precise temporal and spatial control of the estimated 25,000 genes contained in the human genome. The DNA encoding for these genes occupies only 1.5% of genomic space, allowing much of the remaining space to contribute to complex, combinatorial control of gene expression. Initial large-scale studies suggest that 80% of the genome participates in some measurable biochemical function\(^1\). The nature of these functions is the subject of current debate\(^2\), however, these studies support a model in which large domains of the human genome are devoted to controlling the binding, initiation and elongation of RNA polymerase II (RNA PolII). This degree of regulation enables a single template of genomic information to produce the hundreds of cell types found throughout the many stages of human development.

The earliest studies of gene regulation in bacteria uncovered short DNA sequences necessary for the stimulus-dependent transcription of metabolic enzymes. Functionally related genes in prokaryotes are found in close proximity to each other, allowing their simultaneous regulation by nearby genetic elements. The promoter is defined as the DNA sequence immediately upstream of the transcription start site (TSS) capable of localizing RNA polymerase at beginning of the gene (-10 and -35 bp in E. coli)\(^3\). Operator sequences near the TSS can cooperate with the promoter to control the rate of transcription, often recruiting repressive transcription factors (TFs) that bind the operator and block the function of RNA polymerase.

Eukaryotic gene expression shares some of these features, notably the promoter element 5’ of the TSS. In the human genome, however, genes are not organized in operons based on function. Instead, each gene is regulated by its own promoter, as well as through inputs from other nearby cis-regulatory elements. Enhancers are DNA sequences that can bind transcription factors and increase the level of transcription of a nearby gene while functioning irrespective of their orientation in the genome\(^4\). The current model of transcription postulates that enhancer elements loop to the promoter to cooperate in recruiting and regulating the rate of elongating RNA PolII (Figure 1.1). Other cis-elements have been reported that influence gene regulation, including insulating structural elements that block the action of enhancers. These also contribute to loop structures, though these loops typically isolate enhancer-promoter interactions from nearby inactive genes.
Figure 1.1: The looping model of chromatin. Transcription factors bind to enhancer and promoter elements to recruit various cofactors. These include BRD4, mediator, CBP/p300, as well as chromatin remodeling complexes (BAF, NuRD). Cohesion stabilized enhancer-promoter looping, allowing the recruitment of RNA PolII and its eventual phosphorylation and productive elongation through the gene body.
As the molecules that directly interact with promoters, enhancers and insulators, many transcription factors (TFs) have been deeply characterized to understand their role in gene regulation. DNA binding is achieved through one of several conserved protein folds that interact directly with the major and minor grooves of DNA in a sequence-specific manner. Recent systematic efforts have aimed to define these operator-binding sequences of the human transcription factors. When bound to the DNA, TFs can interact with and recruit other transcriptional cofactors through their effector domains to influence transcriptional activity, transcriptional dynamics, integrate signaling from upstream pathways and control the architecture and accessibility of chromatin. TF genes are critical for human development, can promote cellular reprogramming by their forced expression and are commonly altered in disease – exemplified by the two most commonly deregulated proteins in cancer – MYC and p53.

In eukaryotic transcription, an additional layer of regulatory information is encoded independently of DNA sequence through covalent modifications to DNA and associated proteins. The large size of eukaryotic genomes necessitates their compaction, and this is accomplished by the wrapping of DNA around histone particles. Histones are highly conserved basic complexes composed of four core particles arranged in two H2A-H2B dimers and a H3-H4 tetramer. The histones contain unstructured tail regions that do not directly interact with DNA which are heavily modified by nuclear enzymes. When wrapped with DNA, these modifications of chromatin can influence the density of histone packing, recruitment of TFs and cofactors, and consequently, the expression of nearby genes.

The first covalent modification to chromatin to be described is DNA cytidine methylation, a truly epigenetic modification in that it can lead to heritable changes in phenotype through generations of cell division. Additional covalent modifications are found on the histone proteins themselves, including methylation as well as acetylation, phosphorylation, ubiquitination and crotonylation, with new modifications continuing to be discovered. These modifications are enzymatically added and removed by histone modifying enzymes and recognized by chromatin “reader” proteins, analogous to the way signaling is propagated in the cytoplasm through kinase cascades. Other mechanisms for gene regulation non encoded in DNA exist, including the action of noncoding RNAs and post-transcriptional regulation of RNA and protein translation, but these mechanisms were not studied in the course of this work.
The complexity of eukaryotic gene expression requires precise tools to interrogate the functions of different components in the system, which is a main goal of this work. The use of chemical tools to manipulate biological systems is referred to as chemical biology, and this is the main approach that will be utilized in this dissertation to study chromatin-associated proteins. Many chemicals in the scientific literature claim to specifically alter the function of a protein target, however, a useful research probe for mechanistic biological study must meet certain criteria for activity and specificity. The goal of this thesis is to discover and characterize chemical probes of chromatin-associated proteins and use these probes to gain deeper understanding of the mechanisms of gene regulation. Summarized as the central hypothesis of this dissertation:

*The perturbation of chromatin regulating complexes with small molecules will result in specific modulation of pathogenic transcriptional programs in models of human cancer.*

*The mechanistic understanding gained by this study of transcription will allow generation of improved models of transcriptional regulation in human biology and disease.*

Testing this hypothesis requires two experimental approaches. First, small molecules that target transcriptional proteins of interest must by synthesized and characterized for their function. This thesis focuses on two small molecules targeting either the DOT1L methyltransferase or BET family of bromodomains. The following chapters will detail their chemical synthesis, structural characterization and functional characterization in various biochemical, cellular and animal models of disease.

In Chapter 2, a medicinal chemistry effort around a cofactor-mimicking scaffold for the DOT1L methyltransferase leads to the development of molecules that allow for crystallographic structure determination of the enzyme binding to small molecule inhibitors. These structures reveal a dramatic remodeling of the enzymatic pocket, which accounts for the high selectivity and long residence time of this compound class. Chapter 3 builds upon these results, using the structural information to synthesize a chemical affinity probe for DOT1L. The use of this tool allows the development of two biochemical assays for DOT1L binding. These assays, coupled with a cell-based imaging assay were used to evaluate a focused library of compounds in a second round of medicinal chemistry. These efforts led to the
identification of inhibitors highly active in cellular systems as well as inhibitors with long in vivo stability for the study of DOT1L biology in animal models of cancer.

The second class of compounds discussed in this thesis will be introduced in Chapter 4. Inhibition of BET bromodomain proteins by JQ1 led to distinct effects in different cell types. Further investigation of this phenomenon uncovered a cis-regulatory element that is highly cell-type specific and exquisitely sensitive to BET bromodomain inhibition; these are termed super enhancers.

It is well established that chromosomal translocation can constitute a driving event during oncogenesis. Often these translocations involve the rearrangement of super enhancer elements, exemplified by the IgH-MYC translocations that characterize multiple myeloma. In B cell malignancies, off-target DNA damage activity of an antibody diversification enzyme called activation-induced cytidine deaminase (AID) leads to double strand breaks that can promote these oncogenic translocations to occur. Chapter 5 explores the role of super enhancers in AID off-target localization and proposes a set of epigenomic and transcriptional criteria to predict sites highly prone to AID off-target activity.

The tissue specific regulatory information encoded in super enhancers provided the rationale for Chapter 6. Super enhancers and their underlying sequences are used to search for relevant TF binding sites, allowing the prediction of TF-TF interactions. These interactions can be assembled into a network model of transcriptional regulation for a given cell type. These network models were then used to study medulloblastoma, a highly heterogeneous pediatric brain tumor (Chapter 7). The transcriptional models identified a small set of transcription factors highly specific for the cryptic Group 4 subset of medulloblastoma, leading the putative cell of origin for this tumor and the potential for model organism development.

Finally, this dissertation concludes with a short discussion on the history of systems pharmacology, the potential uses of cellular network models, how they might contribute to the field of chemical biology and to therapeutic development for cancer and other diseases of transcriptional deregulation.
Chapter 2

Catalytic Site Remodeling of the DOT1L Methyltransferase by Selective Inhibitors


Corresponding Supplementary Material can be found in Appendix A.

Introduction

Protein methyltransferases (PMTs) play essential roles in epigenetic regulation of gene expression and chromatin dependent signaling via their methylation of histones and other chromatin-associated substrates. Mutation or deregulation of PMTs is linked to many diseases, especially cancer, and there is strong interest in this family of proteins as potential drug targets. Targeting the common S-adenosylmethionine (SAM) cofactor binding site of PMTs is an attractive strategy for this family, analogous to targeting the ATP binding site of protein kinases. There are sixty PMTs encoded in the human genome including 51 lysine methyltransferases (PKMTs) and nine protein arginine methyltransferases (PRMTs). Most PKMTs contain a conserved SET-domain, with the exception of DOT1L which has a protein fold that more closely resembles PRMTs. DOT1L is also unique in that it is the only PKMT to methylate histone H3 on Lysine 79 (H3K79), a chromatin mark associated with active chromatin and transcriptional elongation.

Aberrant mono- and dimethylation of H3K79 by DOT1L is an essential step in the development of MLL-rearranged mixed lineage leukemia (MLLr), an acute form of the disease that, in infants, constitutes 70% of acute lymphoid and over 35% of acute myeloid leukemias. MLLr is characterized by chromosomal translocations that result in an oncogenic fusion protein comprising the N-terminal region of MLL and the C-terminus of one of ~70 translocation partners, and pharmacological targeting of MLL translocation complexes was recently shown to reverse oncogenic activity of MLL fusion proteins in leukemia. A subset of MLL fusion partners including AF4, AF9 and AF10 have been shown to aberrantly recruit DOT1L to select genomic loci leading to increased H3K79 methylation and transcriptional activation of genes essential for leukemogenesis. Recently, the anti-leukemic activity of DOT1L inhibition by either genetic or pharmacologic approaches resulted in selective killing of MLL-AF4/9/10 translocation carrying cells. In particular, EPZ004777 (Figure 2.1c) is a picomolar, specific, SAM competitive inhibitor of DOT1L that selectively kills cells bearing MLL chromosomal rearrangements and extends survival in a murine xenograft model of MLL. DOT1L inhibition by EPZ004777 also accelerated reprogramming of somatic cells into induced pluripotent stem cells suggesting that DOT1L inhibition may be useful in regenerative medicine.
To understand the structural mechanism of SAM competitive inhibition of PMTs, and of DOT1L in particular, we solved the structure of DOT1L in complex with EPZ004777, and uncovered novel and unexpected conformational variability of the cofactor binding site that can accommodate compounds significantly larger and more hydrophobic than SAM. We also present chemical analogs with improved solubility or potency including SGC0946 which will serve as a useful chemical probe of DOT1L activity\textsuperscript{19}. These results provide important insight into SAM competitive inhibition of HMTs in general, and reconcile the contradictory observations that both very polar and very hydrophobic compounds can bind at the DOT1L cofactor site. Our data will also guide the design of new inhibitors with improved drug-like properties.

## Results

The catalytic subunit of DOT1L is comprised by the first 416 residues\textsuperscript{6}. Mono- and di-methylation of H3K79 is dependent on SAM (Figure 2.1a), which binds within a cofactor-binding site that is largely enclosed by an activation loop (residues 122 to 140; Figure 2.1b). Structural and biochemical studies by Rui-Ming Xu and colleagues characterize a 4 Å methyl transfer channel partitioning the SAM binding cavity from the putative substrate binding site, which is formed by a substrate binding loop (residues 301 to 311). This spatial organization is consistent with an in-line methyl transfer reaction, whereby a likely deprotonated acceptor lysine executes nucleophilic attack on the SAM methyl group\textsuperscript{6}.

EPZ004777 (Figure 2.1c) is a near chemical derivative of SAM, which has been reported to inhibit DOT1L with extraordinary potency in a radionucleotide homogeneous assay (IC\textsubscript{50} = 400 pM), and possesses surprising selectivity for DOT1L compared to other SAM-dependent lysine and arginine methyltransferases\textsuperscript{17}. Limited information is available regarding the design of EPZ004777, but most striking is the para-tert-butylphenyl appending group coupled via a urea linkage. Structural modeling studies of EPZ004777 bound to the SAM binding pocket of DOT1L [PDB:1NW3] failed to identify a ligand conformation that could accommodate this bulky substituent within the enclosed amino acid binding pocket. The only pose of EPZ004777 with a suitable fit within the DOT1L active site was accomplished by telescoping the urea capping feature through the methyl transfer channel and into the substrate-binding site (data not shown).
Figure 2.1: Structural mechanism of DOT1L inhibition. Binding of the cofactor SAM (a) stabilizes a catalytically competent conformation of DOT1L where the activation and substrate binding loops (green) guide the substrate towards the site of methyl transfer (b). Binding of EPZ004777 (c) affects the conformation of these loops which become partly disordered (d - magenta). EPZ004777 occupies the same site as SAM (e), but conformational rearrangement of substrate binding and activation loop residues (f, g respectively) are necessary to accommodate the t-butyphenyl group.
To definitively resolve the binding mechanism, we crystallized a complex of DOT1L bound to EPZ004777 by soaking a crystal of DOT1L in complex with the reaction by-product S-adenosylhomocysteine (SAH) in a solution of EPZ004777. The binary crystal structure of DOT1L in complex with EPZ004777 was solved to a resolution of 2.4 Å (PDB code 4ER3). The overall structure is very similar to that of DOT1L bound to SAM (1.1 Å backbone RMSD relative to PDB code 1NW3) with the exception of the activation and substrate-binding loops which are disordered in the EPZ004777-bound structure (Figure 2.1d). As expected, EPZ004777 occupies the cofactor-binding site, and consistent with molecular modeling the t-butylphenyl moiety of EPZ004777 cannot fit in the SAM-bound conformation of the cofactor pocket. Large structural rearrangements at Tyr312 and Thr139, in the substrate-binding and activation loops respectively, are necessary to accommodate this portion of the inhibitor (Figure 2.1f-g). Importantly, Tyr312 and Thr139 are considered key partners in forming the methyl transfer channel, and mutation of Tyr312 to Ala abrogates methyltransferase activity. In the presence of EPZ004777, Tyr312 is rotated away from this channel to accommodate the t-butyl moiety (Figure 2.1f) while Thr139 is repositioned ~6 Å away from its SAM-bound state (Figure 2.1g). These conformational changes therefore disrupt the structural integrity of the catalytic pocket, and must necessarily propagate along the activation and substrate binding loops, possibly further disrupting these catalytically important structural features (Figure 2.1e).

Unexpectedly, EPZ004777 adopts an extended conformation in the complex structure, and multiple interactions scattered along the inhibitor likely contribute to its potent binding. The deazaadenosine moiety of the inhibitor recapitulates critical interactions with Glu186, Asp222 and Phe223 previously observed with SAM, SAH and close cofactor mimetics (Figure 2.2a-b). The t-butylphenyl end of the compound is surrounded by a cluster of hydrophobic side-chains (L143, V144, M147, V169, F239, V267, Y312). The urea linker is elegantly exploited via interaction with the carboxylic group of D161, and the protonated nitrogen of the isopropyl ammonium is favorably engaged in a hydrogen-bond with the backbone carbonyl of G163. However, it is not clear whether the hydrophobic isopropyl moiety is interacting favorably with the activation loop, which is disordered in our structure. Finally, a hydrophobic cleft composed of side-chains from F223, F245 and V249 located in close proximity to position 7 of the deazaadenine ring remains unexploited (Figure 2.2b).
Figure 2.2: Molecular recognition of the DOT1L cofactor pocket by EPZ004777. (a) Two-dimensional projection of DOT1L-EPZ004777 interactions generated with MOE (Chemical Computing Group, Montreal, Canada). Residues within 4.5 Å of the ligand are shown, unless they form no hydrogen-bond and their side-chains are pointing away from the inhibitor. Gray line: DOT1L surface envelope; blue shading: solvent accessibility; hydrogen bonds with DOT1L side-chain/backbone atoms: green/blue arrows; green aromatic rings symbolize arene-cation interactions; amino-acid color code is pink: polar, green: hydrophobic, blue rim: basic, red rim: acidic. Position 7 of EPZ004777 is indicated by a star. (b) Three-dimensional representation highlighting hydrogen-bonds that mediate the interaction (doted lines) and a hydrophobic cluster (green sphere) that is not exploited by EPZ004777. (c) cofactor binding site in complex with SAM (PDB code 1NW3). (d) The t-butylphenyl group of EPZ004777 does not fit in the SAM-bound conformation of DOT1L. (e) Conformational rearrangements of DOT1L open-up a cavity to accommodate the t-butylphenyl group.
Overall, comparison of DOT1L bound to SAM (1NW3) and EPZ004777 (4ER3) reveals structural remodeling of the cofactor-binding site (Figure 2.2c-e). SAM exhibits excellent shape complementarity with the internal face of the binding pocket (Figure 2.2c), whereas EPZ004777 is incompatible with this pocket geometry (Figure 2.2d). Visualization of the internal face of the SAM binding pocket in the EPZ004777 complex reveals a new internal cavity formed around the t-butylphenyl feature (Figure 2.2e). Thus, our structure clearly indicates positions – such as the urea and t-butylphenyl group – that make favorable interactions, and other positions – such as the pseudo adenosine moiety – that can be further explored to improve potency.

To explore putative determinants of molecular recognition, we prepared a focused library of analogous molecules to EPZ004777 for biochemical and biophysical study (Figure 2.3a-b; Supplementary Figure A.2), using an efficient seven step synthesis. Taking advantage of the hydrophobic cleft in DOT1L surrounding position 7 of the adenine ring, we prepared SGC0946, an EPZ004777 analog with a bromine atom at position 7, which is expected to increase potency by occupying this cleft. Indeed, SGC0946 is a more potent DOT1L inhibitor than EPZ004777. Surface plasmon resonance and a homogeneous biochemical assay with recombinant, purified DOT1L acting on a nucleosomal substrate yielded a $K_D$ of 0.23 nM and $IC_{50}$ of 0.5 ± 0.1 nM for EPZ004777 (in agreement with previous work$^{17}$), while a $K_D$ of 0.07 nM and $IC_{50} 0.3 ± 0.1$ nM were measured for SGC0946 (Figure 2.3b-d). The gain in potency was even more substantial in cells: the brominated compound reduced the level of methylation of H3K79 in A431 cells with an $IC_{50}$ of 2.5 nM, compared with an $IC_{50}$ of 61 nM for EPZ004777, as established by quantitative, automated epifluorescence microscopy (Figure 2.3f). Bromination of the adenine ring did not affect selectivity: like EPZ004777, SGC0946 was inactive against a panel of 12 protein methyltransferases and DNMT1 (Supplementary Figure A.1). We found both compounds inactive against PRMT5, while an IC50 of ~500 nM was originally reported for EPZ004777$^{17}$. This discrepancy may come from the fact that our assay is based on the PRMT5-MEP50 complex, while the previously reported inhibition was for isolated PRMT5.
Figure 2.3: Biochemical and cellular characterization of DOT1L inhibitors. (a, b) EPZ004777 and analogs define an emerging structure activity relationship. (c) Biacore SPR sensogram from single cycle kinetics runs with 5 concentrations, normalized to the calculated Rmax, indicate that EPZ004777 binds DOT1L with 1:1 stoichiometry and a dissociation constant ($K_D$) of 0.23 nM. (d) EPZ004777 inhibits DOT1L enzymatic activity with an IC$_{50}$ of 0.56 nM. (e) Inhibition of H3K79me2 by a series of DOT1L inhibitors by immunoblot (10 µM except SGC0946, 1 µM; 4 days), and (f) high-content imaging performed in dose-response. SGC0946 (1 and 5 µM) kills human cord blood cells transformed with an MLL-AF9 fusion oncogene, while EPZ004777 was less efficacious at 1 µM (g). SGC0946 (1 and 5 µM) does not affect viability of cord blood cells transformed with an unrelated oncogene, TLS-ERG (h).
Structural advantages to the position 7 substitution of the basic adenine nitrogen with carbon in EPZ004777 were not identified. Indeed, this modification serves to impair solubility and increase the complexity and expense of the synthetic effort. We therefore prepared the adenine derivative, FED1, which demonstrates potent inhibitory activity for DOT1L in homogeneous (IC$_{50}$ = 2.9 +/- 0.2 nM) and cell-based (IC$_{50}$ = 0.63 µM) assays (Figure 2.3b, Supplementary Figure A.2). To confirm that the hydrophobic interactions at the t-buty group of EPZ004777 contribute significantly to binding, we synthesized FED2, a derivative of FED1 in which the t-buty was replaced by a methyl group. FED2 exhibited a reduction in target potency in biochemical (IC$_{50}$ = 40.3 +/- 7.3 nM), biophysical (K$_D$ = 26.4 nM) and cellular (IC$_{50}$ > 1 µM) assays. We also investigated the importance of the isopropyl group by measuring the effect of its deletion from SGC0946. The resulting compound (SGC0947) had a ten-fold increase in IC$_{50}$, which reflects a non-negligible contribution of this group to the interaction. Finally, we confirmed the essentiality of the urea linking feature by synthesizing and testing EJC1, which lacks demonstrable inhibitory or binding activity for DOT1L.

We next tested the active compounds, EPZ004777, FED1, FED2, SGC0946 and SGC0947, in several MLL and non-MLL cell lines in order to assess their effects on DOT1L cellular function. Depletion of H3K79me2 was evident at 48 hours for all compounds in MV4;11 leukemia cells expressing an MLL/AF4 fusion protein (Figure 2.3e). Similarly, EPZ004777 and SGC0946 both showed time and dose dependent reductions in the H3K79me2 mark in the Molm13 MLL cell line that has the MLL/AF9 translocation (Supplementary Figure A.3). Quantitative assessment of H3K79me2 levels as measured by automated epifluorescence microscopy in A431 cells (Figure 2.3b,f) showed a substantially improved DOT1L inhibitory potency of SGC0946 (IC$_{50}$ = 2.5 nM) compared to EPZ004777 (IC$_{50}$ = 61 nM). Similar cellular potencies for SGC0946 (IC$_{50}$ = 6 nM) and EPZ004777 (IC$_{50}$ = 97 nM) were also observed in MCF10A breast epithelial cells (data not shown). We attribute this increase in cellular potency to the lower K$_D$ and extended residence time of SGC0946 (Figure 2.3b; Supplementary Figure A.2)$^{21}$. Consistent with a biologically selective effect on DOT1L, SGC0946 displayed selective reduction of cell viability in an experimental leukemia model derived from human cord blood cells transformed with the MLL-AF9 fusion oncogene$^{22}$, without apparent effect on the viability of cells transformed with an MLL-unrelated translocation (TLS-ERG)$^{23}$ (Figure 2.3g-h). SGC0946 also showed increased efficacy in this
model relative to EPZ004777. Taken together, these data demonstrate a consistent trend between in vitro biochemical and biophysical activity, and selective, on-target cellular activity of DOT1L inhibitors.

To verify that the binding mode of EPZ004777 is conserved with that of its chemical analogs, the DOT1L structure was solved in complex with the four active derivatives. As expected, the compounds recapitulated the EPZ004777 binding pose (Figure 2.4a). Strikingly, however, each of the four structures captured the activation and substrate binding loops in a different conformation. The activation loop was fully ordered only in the DOT1L-FED2 complex while the substrate-binding loop was ordered in all four complex structures (Figure 2.4a). While the original DOT1L-EPZ004777 structure was obtained by soaking a crystal of the DOT1L-SAH complex in a solution of EPZ004777, this new series of structures was produced by soaking crystals of DOT1L in complex with 5-iodotubercidin, a kinase inhibitor that we had previously identified as weakly inhibiting DOT1L (IC\textsubscript{50} = 18 ± 0.9 µM; Supplementary Figure A.1). Unlike the crystals of the DOT1L-SAH complex, which generally broke during soaking and rarely allowed displacement of SAH by the inhibitors, we found soaking experiments much more efficient with the DOT1L-5-iodotubercidin crystals. Surprisingly, when we soaked the latter in a solution of EPZ004777, we found two molecules of EPZ004777 bound to a single DOT1L molecule. One EPZ004777 ligand was in the SAH binding pocket, in the same pose as previously described, and a second EPZ004777 molecule was bound in a pocket generated by yet a different conformation of the activation loop. Taken together, these results indicate that the activation and substrate binding loops are capable of adopting highly variable conformations from one crystal structure to another. Indeed, within the structured regions of the activation and substrate binding loops, variability in atomic coordinates was evident also by crystallographic B-factors (Figure 2.4c-e).
Figure 2.4: Conformational variation of the DOT1L activation and substrate binding loops. (a) The activation and substrate binding loops adopt diverse conformations in complex with SAM (green), EPZ004777 (magenta), SGC0946 (orange), FED1 (yellow), SGC0947 (cyan), and FED2 (beige). (b) Soaking of the 5-iodotubercidin-bound crystals with EPZ004777 results in a complex that contains a second binding pocket occupied by a second EPZ004777 molecule. (c-e) Variability in atomic coordinates is evident in loop regions by crystallographic B-factors as illustrated by ribbon thickness in (c) SAM, (d) FED2 and (e) EPZ004777 complexes. (f) MD simulation of apo DOT1L (1NW3) shows a diverse population of loop conformations. (g) Quantification of protein flexibility through calculation of normalized MD B-factors identifies regions of high mobility in the activation loop (arrow labeled “A”) and substrate binding loop (black arrow labeled “S”). SAM binding reduces MD B-factors near to the open SAM nucleoside binding pocket.
In all structures, the crystal lattice is such that adjacent DOT1L molecules are in contact with both the activation and the substrate binding loops. Thus, our observations of conformational heterogeneity of the loops and potential 2:1 binding stoichiometry derived from crystal structures might be influenced by surface contacts in the crystal lattice. Therefore we performed solution state binding studies in order to better understand these properties. Surface plasmon resonance indicated unambiguously that the DOT1L:inhibitor complex has a binding stoichiometry of 1:1 in solution for EPZ004777 and its four analogs (Supplementary Figure A.2). This result was also confirmed by isothermal titration calorimetry for EPZ004777 (Supplementary Figure A.4). The second inhibitor-binding site observed in one of our DOT1L-EPZ004777 complex structures is therefore most likely an artifact of the high concentration of inhibitor used for soaking, and/or crystal packing contacts. Nevertheless these structures clearly show that the substrate and activation loops of DOT1L are able to adopt a wide variety of conformations, suggesting a significant degree of flexibility and/or conformational mobility.

To explore the dynamic features of DOT1L, we performed 23 ns and 31 ns molecular dynamics (MD) production runs on DOT1L in the presence and absence of SAM, respectively. The initial coordinates were taken from crystallographic data. For the dynamics of apo DOT1L, the coordinates of the cofactor were deleted from the protein-cofactor complex (PDB: 1NW3). The system was stable (average rms of 3.1 Å; Supplementary Figure 5), and revealed a large conformational flexibility of the activation loop and substrate binding loop as shown by the superposition of several snapshots saved along the MD (Figure 2.4f) and quantified by the calculation of the theoretical B-factor per residue (computational approximations of the atomic displacement parameter; Figure 2.4g). The maximum flexibility is centered around residue W301 for the substrate-binding loop, and around residue P126 for the activation loop. A residue-by-residue comparison of molecular dynamical B-factors obtained from apo and SAM-bound simulations identified a putative region of conformational stabilization by engagement of the cofactor binding site, spanning residues 183-193, which defines a portion of the substrate binding pocket that engages the nucleoside features of SAM and analogous small-molecule inhibitors (Figure 2.4g). These data support a model in which ligand binding partially organizes a highly flexible DOT1L catalytic site.
With an interest in experimentally interrogating the conformational flexibility of DOT1L, we performed hydrogen exchange mass spectrometry (HX MS) on apo DOT1L, as well as saturated complexes with selective small-molecule inhibitors and the cofactor product, S-adenosylhomocysteine (SAH). With HX MS, the relative dynamics within a protein are monitored by measuring the exchange of backbone amide hydrogens with the bulk solvent\(^\text{24}\). First, experimental methods were developed to provide adequate DOT1L catalytic domain protein coverage (> 98%) following pepsin digestion (Supplementary Figure A.6). We then sought to investigate if conformational or dynamic changes occur in DOT1L upon inhibitor binding and where the changes were located with respect to the substrate-binding site. Three inhibitors defining a broad range of target-specific biochemical inhibition for DOT1L were selected for study using HX MS: SAH, FED2 and EPZ004777. Hydrogen exchange was measured for each of the three inhibitors and the results were compared with the hydrogen exchange of DOT1L alone. As shown in Figure 2.5a, apo DOT1L is a dynamic protein that exchanges amide hydrogen atoms rather rapidly. Notably, rapid exchange was evident in both the substrate binding and activation loops at the earliest time point following deuterium exchange (1 sec), indicating a relatively higher degree of solvent exposure and/or conformational flexibility consistent with crystallographic findings and computational predictions by MD. Exchange, and therefore dynamics, was comparable between apo DOT1L and DOT1L incubated with SAM-competitive inhibitors for the majority of the protein throughout the time-frame of the experiment (4 hours). However, certain regions demonstrated ligand-associated reduction in hydrogen exchange, consistent with meaningful changes in protein dynamics upon inhibitor binding.

Regional changes in HX MS with ligand binding were observed most frequently near the cofactor binding site, consistent with the mode of binding determined by crystallography (Figure 2.5b, c). For example all compounds contributed marked decreases in exchange in the region of peptide (188-199), consistent with structural and MD data which show improved conformational stability attributable to SAM nucleoside binding (Figure 2.5c, d). Further stabilization of the interior face of the SAM binding pocket was proportionate to inhibitor potency, evidenced by decreasing exchange in peptide (218-224) and peptide (160-172) in the presence of SAM, FED2 and EPZ004777 (Figure 2.5d, Supplementary Figure A.6). Upon binding by the potent DOT1L inhibitor EPZ004777, considerably stronger effects on HX MS were observed in peptide (293-304), which is precisely the structured region of the substrate-binding loop.
resolved by co-crystallographic studies as reorganized to accommodate the t-butylphenyl group (Figure 2.5c, d).

Taken together, our crystal structures, biochemical analysis and molecular dynamics simulations indicate that the activation and substrate binding loops of DOT1L are inherently flexible and that the cofactor and substrate binding sites can undergo dramatic conformational remodeling to accommodate a variety of hydrophobic ligands.
Figure 2.5: Hydrogen-deuterium exchange. (a) Summary of all HX MS data for DOT1L alone mapped onto the crystal structure of DOT1L. (b, c) Comparison of deuterium exchange with DOT1L inhibitor binding, as shown in a (b) space-filling model and (c) a ribbon model at higher magnification. The relative deuterium levels for all residues of DOT1L that were probed with hydrogen exchange are mapped with color for each exchange point; the color code is explained at the bottom of each figure. Regions colored gray after exchange began represent residues where deuterium levels were not determined. (d) The deuterium uptake curves for 3 representative peptides are shown. The maximum of the y axis in each graph is the maximum amount of deuterium that could be incorporated. Because these experiments were performed as comparisons under identical experimental conditions no corrections have been made for back-exchange thus the absolute value of each deuterium level is 18–25% higher than plotted based on totally deuterated standards [described in detail in25]. The cumulative error of measuring deuterium uptake in these assays is approximately ± 0.20 Da. Any differences larger than this value were considered significant for the purposes of comparing the datasets38. The location of each peptide, according to the labels, is shown on the crystal structures in (c). All HX MS data are shown mapped to PDB: 1NW3, for ease of comparison.
Discussion

The DOT1L-inhibitor structures presented here are the first structures of a protein methyltransferase in complex with cofactor-competitive inhibitors that are active in cells. Integrated structural, biochemical, computational and biophysical analysis of DOT1L bound to a focused library of informative small-molecule inhibitors has defined a unique mode of inhibition, associated with active site remodeling and local stabilization of a highly dynamical protein target. Based on the previous structural data of SAM-bound DOT1L, the high affinity, SAM competitive binding of EPZ004777 was puzzling for two reasons. First, EPZ004777 is a very hydrophobic compound, while the SAM pocket is hydrophilic. Second, it is significantly larger than SAM, and therefore would not be expected to fit into the SAM-binding pocket (Figure 2.2d). Thus, binding of EPZ004777 to the cofactor site of DOT1L seemed to defy basic principles of shape and electrostatic complementarity.

While the SAM binding pocket of many protein methyltransferases is expected to be druggable, the high polarity of the pocket represents a challenge for the design of small-molecule inhibitors sufficiently hydrophobic to cross cell membranes. EPZ004777 has emerged as an important first-generation selective inhibitor of DOT1L, exhibiting high target potency in cellular assays perhaps attributable to its hydrophobicity. However, this SAM analogue possesses limited solubility (50 µM in aqueous solution). Recently, additional mimetics of SAM were reported as nanomolar inhibitors of DOT1L, but no cellular activity was provided, perhaps owing to the high polarity of the compounds which would likely confer poor cellular permeability. Guided by crystallographic and computational data characterizing a focused library of DOT1L inhibitors, we observe remodeling of the catalytic site to accommodate bulky hydrophobic groups tethered by a urea linkage. As evidenced by the FED2 structure, for example, hydrophobic DOT1L inhibitors induce the formation of a largely enclosed binding pocket which is on average 68% more hydrophobic than the corresponding site in all available structures of DOT1L in complex with SAM, SAH, or close analogs (Supplementary Figure A.7).

The poor pharmacokinetic properties of EPZ004777 limit its utility as a chemical probe in the in vivo setting where much of the DOT1L developmental and disease biology is studied. Indeed, in the article first reporting EPZ004777, a pharmacologic target validation study performed in a murine model of MLL required administration by osmotic pumps implanted subcutaneously to overcome evidently poor
pharmacokinetics. Our structural analysis clearly indicates positions of the compound that could be exploited to improve its pharmacokinetics properties and potency. Here we show that SGC0946 has improved potency in cellular assays measuring the levels of H3K79 methylation. SGC0946 also has improved efficiency at specifically reducing the cell viability of a human MLL cell line derived from human cord blood that is transformed with the MLL-AF9 translocation oncogene. SGC0946 specifically killed these MLL translocated cells but not cells transformed with another leukemogenic fusion protein.

Inhibition of histone methyltransferases is a promising new avenue for therapeutic discovery, and potent, selective and cell permeable reagents are urgently needed to link pharmacologic inhibition of specific PMTs with desirable phenotypes. We show here that remodeling of the DOT1L cofactor pocket allows competition by chemical inhibitors with physico-chemical properties distinct from and more drug-like than those of SAM. We suggest that this phenomenon may be a general principle that could be exploited for other PMTs because the post-SET element of SET-domain methyltransferases, and the α-X helix of PRMTs, both located at the SAM binding site, have been shown to be flexible and dynamic regions that adopt a catalytically competent conformation upon SAM binding.

We show here that remodeling of the DOT1L cofactor pocket allows competition by chemical inhibitors with physicochemical properties very distinct from those of SAM. Similarly, the structural variability of the post-SET element of SET-domain methyltransferases, and of the α-X helix of PRMTs, both located at the SAM binding site, may be exploited towards the design of drug-like SAM competitors for these distinct classes of methyltransferases.

The potent DOT1L inhibitor, SGC0946, presented here demonstrates how limited chemical modification can significantly improve cellular activity, probably a direct effect of a lower $K_D$ and extended residence time. Importantly, this compound will serve as a useful chemical probe to further investigate the cellular mechanism of DOT1L in both normal and diseased cells. Furthermore, structural resolution of the mode of molecular recognition of DOT1L by prototype inhibitors using data and methods outlined here will guide development of improved compounds and will accelerate the development of clinical candidates.
Materials and Methods

Protein expression and purification

To produce recombinant DOT1L fragments containing N-terminal 351 and 420 amino acids in *E. coli*, the corresponding cDNA fragments were amplified by PCR and cloned into a modified pET28-MHL vector with an N-terminal 6-His tag. The proteins were overexpressed in *E.coli* BL21 (DE3) V2R-pRARE in Terrific Broth medium in the presence of 50 µg/mL kanamycin and chloramphenicol. Cells were grown at 37°C to an OD$_{600}$ of 1.5 and induced by isopropyl-1-thio-D-galactopyranoside (IPTG, final concentration 1 mM) and incubated overnight at 15°C. The cell pellets were frozen in liquid nitrogen and stored at -80°C. For purification, the cell paste was thawed and resuspended in lysis buffer with 1mM phenylmethyl sulfonyl fluoride (PMSF). Slightly different purification protocols were used for DOT1L (1-420) and DOT1L (1-351). DOT1L (1-420) was purified by Ni-NTA column (Qiagen) and processed by in-house produced TEV protease to remove the His tag. The protein was then incubated in 50 mM Tris-HCl pH 8.0, 1 mM MgCl$_2$ with benzonase nuclease for 2 hours at room temperature to remove DNA which binds to the C-terminal region of DOT1L (1-420), but not DOT1L (1-351). The filtered protein sample was diluted with 50 mM K$_2$PO$_4$ pH 7.0, and further purified by HiTrap-SP (GE Healthcare). The protein was finally purified by gel filtration (Superdex 200, GE Healthcare). For purification of DOT1L (1-351), only Ni-NTA affinity chromatography and size exclusion chromatography were used.

DOT1L purified by above-mentioned methods always contains co-purified SAM as reported$^6$. This partially occupied form of DOT1L is applicable for use in the enzyme assay, crystallography and SPR experiment. However, for ITC and hydrogen-deuterium exchange experiments, DOT1L(1-420) in apo form is required. To obtain SAM-free DOT1L, 2 mL of 10mg/mL partially occupied form of DOT1L (1-420) was incubated with 1.0 mM 5-iodotubercidin for one hour at room temperature. The sample was then concentrated to 0.5 mL and then diluted with 50 mM KPO$_4$ pH 7. The diluted sample was loaded onto a HiTrap SP FF column (GE Healthcare), and then washed with 4 liters of buffer (50 mM KPO$_4$, pH 7.0) with a flow rate of 5 mL/min to remove SAM before elution with NaCl. The collected protein fraction was further purified by gel filtration (Superdex 200, GE Healthcare). SAM-free DOT1L(1-420) shows an A$_{260}$/A$_{280}$ around 0.57, while the partially occupied form of DOT1L shows an A$_{260}$/A$_{280}$ around 0.66.

Compound Synthesis
Reactions were run as described in the individual procedures using standard double manifold and syringe techniques; glassware was dried by baking in an oven at 130 °C for 12h prior to use. Solvents for reactions were purchased anhydrous from Sigma-Aldrich and used as received; the only exception being EtOH, which was stored over 4 Å molecular sieves. HPLC grade solvents were used for aqueous work ups and chromatography. Reagents were used as received. Reactions were monitored by thin-layer chromatography using EMD silica gel 60 F₂₅₄ (250-micron) glass-backed plates (visualized by UV fluorescence quenching and staining with KMnO₄) and by LC-MS using a Waters Aquity BEH C18 2 x 50 mm 1.7 μm particle column (50 °C) eluting at 1 mL/min with H₂O/acetonitrile [0.2% v/v added formic acid or concentrated NH₄OH(aq) solution; 95:5(0min)→1:99(3.60min)→1:99(4.00min)] using alternating positive/negative electrospray ionization (125-1000 amu) and UV detection (210-350 nm). Flash column chromatography was carried out using Merck grade 9385 silica gel 60 Å pore size (230-400 mesh). Melting points were obtained using a capillary melting point apparatus and are uncorrected. ³¹H NMR spectra were recorded at 400 MHz on a Bruker spectrometer and are reported in ppm using the residual solvent signal (dimethylsulfoxide-d₆ = 2.50 ppm; chloroform-d = 7.27 ppm; methanol-d₄ = 3.31 ppm; dichloromethane-d₂ = 5.32 ppm) as an internal standard. Data are reported as: [(δ shift), [(s = singlet, d = doublet, dd, doublet of doublets, ddd = doublet of a dd, t = triplet, quin = quintet, sept = septet, br = broad, ap = apparent), (J = coupling constant in Hz) and (integration)]. Proton-decoupled ¹³C NMR spectra were recorded at 100 MHz on a Bruker spectrometer and are reported in ppm using the residual solvent signal (chloroform-d = 77.0 ppm; dimethylsulfoxide-d₆ = 39.51 ppm; methanol-d₄ = 49.15 ppm) as an internal standard. Infrared spectra were recorded using an ATR-FTIR instrument. High resolution mass spectra were acquired by flow injection on a qTOF Premiere Mass Spectrometer operating in ES+ ionization with resolution ~15,000. Detailed scheme and methods can be found in the online version of this manuscript.

Crystallization

To obtain crystals of DOT1L(1-351)/EPZ004777, crystals of DOT1L(1-351) with SAH were first prepared for displacement soaking. Crystals of DOT1L (1-351) complexed with SAH were obtained at 18 °C using the vapor diffusion method by mixing a protein solution at a concentration of 20 mg/mL (in 20 mM Tris-HCl pH 8.0, 200 mM NaCl, 1 mM EDTA, and 1 mM TCEP) with a 5-fold excess of SAH with an equal volume of reservoir solution (1.6M (NH₄)₂SO₄, 0.01M MgCl₂, 0.1M NaCaCo, pH 5.5).
EPZ004777 was dissolved in Milli-Q water to obtain a 10 mM stock solution. For soaking, 1 mL of 10 mM EPZ004777 stock solution was mixed with 19 mL of reservoir buffer to prepare 0.5 mM EPZ004777 in soaking buffer. Crystals of DOT1L(1-351)/SAH were transferred into 1.5 mL soaking buffer and incubated for 12 hours during which time EPZ004777 displaced SAH in the crystals.

To obtain crystals of DOT1L (1-420) with FED1, FED2, SGC0946, SGC0947 and EPZ004777, crystals of DOT1L(1-420)/5-iodotubercidin were first prepared for displacement soaking. Purified protein DOT1L (1-420) was concentrated to 16 mg/mL in a buffer containing 20 mM Tris-HCl pH 8.0, 200 mM NaCl, 1 mM EDTA, and 1 mM TCEP. To obtain crystals of DOT1L/5-iodotubercidin, DOT1L (1-420) was mixed with 5-iodotubercidin by directly adding a 5 fold molar excess of compound to the protein solution, and the sitting drop vapor diffusion method was used at 18°C in a buffer containing 3.5 M sodium formate, and 100 mM sodium acetate, pH 4.6.

For displacement soaking, all solid compounds were first dissolved in Milli-Q water to obtain 10 mM aqueous stock solutions. Compound solutions for displacement soaking were prepared by diluting 1 µL stock solution of each compound with 19 µL reservoir buffer to make 0.5 mM compound solutions. Crystals of DOT1L (1-420)/5-iodotubercidin were then transferred into 1.5 µL of each compound solution and incubated for 4-24 hours at 18°C. Prior to being flash-frozen in liquid nitrogen, the crystals were soaked in a cryoprotectant consisting of 80% reservoir solution and 20% glycerol.

Data Collection and Indexing

The following beam lines at the Advanced Photon Source were used for data collection: 31ID (LRL-CAT), 23ID (GMCA-CAT, www.gmca.anl.gov), and 19ID (SBC-CAT, 222.sbc.anl.gov).

Data were indexed using the XDS program\textsuperscript{28} or within the HKL suite of programs\textsuperscript{29} or using Mosflm\textsuperscript{30}. Original index and test set reflections were selected from the 2.1 Å DOT1L structure, PDB accession number 3QOW and implemented using the pointless program followed by scala from the CCP4i suite of programs\textsuperscript{31}. A paired down model of DOT1L was then used for rigid body refinement directly into each dataset. Missing loops and ligands were then manually built and real space refined within COOT\textsuperscript{32}, followed by iterative rounds of refinement using refmac 5\textsuperscript{33}. Geometric restraints for compounds were created using the program Elbow from the phenix suite of programs\textsuperscript{34} or using the
online program PRODRG\textsuperscript{35}. All models were refined with good geometric restraints and excellent clash and Molprobity scores and deposited in the PDB.

\textit{Surface Plasmon Resonance (SPR)}

SPR studies were performed using a Biacore\textsuperscript{TM} T200 instrument (GE Health Sciences Inc.). DOT1L (1-420 approximately 4000RU) was stably immobilized to CM5 chips through amine coupling at pH 7.4 according to the manufacture's protocol (GE Health Sciences Inc.). Compounds were dissolved in 100\% DMSO and 2-fold serial dilutions were performed in 100\% DMSO. For testing, the serially diluted compounds were diluted 1:20 into HBS-EP buffer (20 mM HEPES pH 7.4, 150 mM NaCl, 3 mM EDTA, 0.05\% P-20) giving a final concentration of 5\% DMSO. The flow rate was set at 70 mL/min. For each compound, single-cycle kinetic analysis was performed with an on-time of 300 seconds, and an off-time of 1800 seconds. SAM and SAH were used as positive controls. Curve fitting and $K_D$ determinations were performed with the Biacore T200 Evaluation software (GE Health Sciences Inc). Five concentrations of each compound were tested in two-fold serial dilution experiments within the ranges listed. All compounds were fitted using the on and off rates, which were then used to calculate the $K_D$. The stoichiometry was determined by reference to the binding levels of the 1:1 binding controls, SAM and SAH. The SPR profile is unusual for the most potent compounds due to their extreme binding affinity.

\textit{Isothermal titration calorimetry}

SAM-free DOT1L(1-420), purified by above-mentioned method, was used in the ITC experiment with a VP-ITC calorimeter (MicroCal, LLC). The enthalpy of binding of DOT1L (15 \mu M in cell) and EPZ004777 (0.2 mM in syringe) was measured at 25°C in 20 mM Tris-HCl pH 8.0, 200 mM NaCl, 5\% DMSO. A clear 1:1 stoichiometry was observed. We did not attempt to calculate the $K_D$ by fitting the binding isotherms since the binding was too tight to be determined directly by ITC, instead, we used SPR to measure the $K_D$.

\textit{DOT1L methyltransferase assay}

The reported assay condition was used with minor modification\textsuperscript{17}. Nucleosomes purified from chicken blood cells was used as substrate. 60 nM nucleosome solution was added into 40 \mu L assay buffer (20 mM Tris-HCl, 2 mM DTT, 10 mM MgCl\textsubscript{2}, 0.01\% Triton X-100), which contained 0.25 nM recombinant DOT1L (1-420) with inhibitors of different concentrations (or DMSO as control).
μL mixture without DOT1L was prepared as background. The mixture was incubated at room temperature for 30 minutes before 0.75 μM \(^3\)H-SAM (PerkinElmer, catalog number NET155001MC) was added to start the reaction. The reaction mixture was incubated at room temperature for two hours and quenched by the addition of 160 μL 10% trichloroacetic acid (TCA). The mixture was transferred into glass fiber filter plates (Millipore, catalog number MSFBN6B) and washed twice with 10% TCA. An ethanol wash (100 mL) was followed by drying. 100 μL Microscint Zero (PerkinElmer, catalog number 6013611) was finally added into each well of the filter plates and centrifuged to flow through filters. Tritium incorporation was detected on a TopCount (PerkinElmer).

**Immunoblot of H3K79me2**

For western blot analysis in human cell lines, exponentially growing human leukemia cell line MV4;11 or Molm13 cells were plated in 6-well plates at 2 × 10^5 cells/well in a final volume of 2 mL. Cells were incubated in the presence of DMSO or 10 μM of EPZ004777 or other synthesized derivatives, excepting SGC0946 which was incubated at a concentration of 1μM. For the Molm13 experiments, 1 μM of compounds were used for times indicated. Cells (2-4 × 10^6) were harvested at 4 days (MV4:1) and histones were extracted as detailed in Experimental Procedures. Histones (3 μg) were separated on 10% Bis-Tris gels (Invitrogen NP0315BOX), transferred to 0.2 μM nitrocellulose membranes using the IBLOT and probed with the appropriate primary antibodies (see Supplementary Experimental Procedures for a list of primary antibodies used) diluted 1:1000 in 5% milk in TBS-T. Following primary antibody incubation, membranes were probed with ECL donkey anti Rabbit IgG (Thermo Fisher Scientific 45-000-683) secondary antibody and signal was detected using SuperSignal West Pico Chemiluminescent Substrate Fisher Scientific (Thermo Fisher Scientific PI-34077).

**Cellular H3K79 methylation assay**

A431 cells were plated at 1,000 cells/well in 50μL in 384-well clear bottom plates (Corning 3712) and incubated overnight. Cells were treated with compound with an automated pin transfer instrument (Janus, Perkin Elmer) and incubated for 3-4 days. Following incubation with compound, media was aspirated (EL406, BioTek), cells were fixed in 50 μL formaldehyde solution (3.7% formaldehyde in PBS) and incubated 10 minutes at room temperature. Fixation solution was aspirated and cells were rinsed in 50μL of blocking solution (1% BSA in PBS) twice. Then 50uL permeabilization solution was added (1%
SDS in blocking solution) for 2 minutes, then aspirated. After rinse with blocking solution, cells were incubated in 50uL of blocking solution for 30 minutes at room temperature. Blocking solution was aspirated, and cells were incubated for 1+ hour at room temperature in 10 µL of primary antibody for dimethylated histone 3 K79 (ab1791) at a 1:5000 dilution in blocking solution. Primary antibody solution was aspirated, and cells were washed twice in 50µL of blocking solution. Following the second wash, cells were incubated in 10 µL for 60 minutes at room temperature in secondary antibody (Invitrogen A-21244) and nuclear staining (Invitrogen H3570) solution at 1:1000 dilution in blocking solution. Secondary antibody and nuclear staining solution was aspirated and cells were washed two times in 50µL of blocking solution. Then 50µL of PBS was added to each well. Image acquisition was performed on a high content screening microscope (ImageXpress Micro, Molecular Devices), and image analysis (MetaXpress3.0, Molecular Devices) was performed to obtain average dimethylated lysine 79 and acetylated-tubulin signal per cell based on treatment. Replicate experimental data from incubations with inhibitor were normalized to DMSO controls. Dose response data was generated (Graphpad Prism) by normalization of maximum and minimum dimethylated lysine 79 compared to EPZ004777.

Cell Viability

Human cord blood cells transformed with MLL-AF9 and MLL-ENL were cultured as described elsewhere. The cells were treated with indicated inhibitor concentration for 14 days. Cell viability assay was performed by incubating cells with resazurin solution (0.1mg/ml) for 4h and fluorescent resorufin measurement at 584nM.

Inhibitor selectivity profiling

Selectivity of DOT1L inhibitors was assessed by screening a panel of SAM-dependent methyltransferases (SUV39H2, G9a, EHMT1, SETDB1, PRMT3, SETD7, MLL, SETD8, SUV420H1, SUV420H2, PRC2, DNMT1 and PRMT5) by a radioactivity based assay. In this assay ³H-SAM (Cat.# NET155V250UC, Perkin Elmer) was used as a methyl donor to methylate peptide substrates. Peptide substrates were biotinylated to be captured in each well through their interaction with streptavidin using a streptavidin-coated flash plate (96-well FlashPlate, Cat#: SMP103, Perkin Elmer, http://www.perkinelmer.com/). Amount of the product (methylated peptide) was quantified by tracing the radioactivity (counts per minute measured by a TopCount reader from Perkin Elmer). Assay conditions
were optimized for each protein separately, and all experiments were performed at linear initial velocity. The enzymatic reactions were conducted in triplicate at room temperature for 1 hour in a 20 µL reaction mixture in 20 mM Tris-HCl, pH 8.0, 5 mM DTT, and 0.01% Triton X-100 containing $^3$H-SAM at concentrations around Km value of each enzyme. The reaction was quenched with equal volumes of 7.5 M guanidine-HCl. 10 µL of the reaction mix containing guanidine-HCl was mixed with 190 µL of 20 mM Tris Buffer, pH 8 and transferred into a flash plate. The plate was incubated for an hour prior to reading using a TopCount (Perkin Elmer, http://www.perkinelmer.com/) to accumulate maximum signal.

*Hydrogen-deuterium exchange*

Hydrogen exchange experiments were performed essentially as described in Iacob et al.\textsuperscript{36}. 70 pmol of DOT1L protein was incubated with different concentrations of inhibitor for a protein:inhibitor ratio of 1:6. Kds were 242nM (for EPZ), 500nM (for FED2) and 750nM (for SAH). At the above mentioned ratios, 96.71% protein was bound to SAH, 97.78% was bound to FED2 and 98.91% was bound to EPZ. All mixtures were incubated for 30 min at room temperature before deuterium labeling. As a control, DOT1L was incubated in 20 mM Tris, 150 mM NaCl, 3mM DTT (pH 8.0) buffer and treated exactly as the inhibitor bound protein. Deuterium exchange was initiated by dilution of each protein with 15-fold 20 mM Tris, 150 mM NaCl, 3mM DTT (pD 8.0), D$_2$O buffer at room temperature. At each deuterium exchange time point (from 10 s to 4 hours) an aliquot from the exchange reaction was removed and labeling was quenched by adjusting the pH to 2.5 with an equal volume of quench buffer (0.8M GnHCl, 0.8% Formic Acid, H$_2$O). Quenched samples were immediately frozen on dry ice and stored at -80°C until analysis.

Each frozen sample was thawed rapidly and injected into a custom Waters nanoACQUITY UPLC HDX Manager\textsuperscript{TM} and analyzed as previously described\textsuperscript{37}. The protein samples were digested using a Poroszyme immobilized pepsin cartridge (Applied Biosystems) which was accommodated within the UPLC system. The cooling chamber of the UPLC system, which housed all the chromatographic elements, was held at 0.1°C for the entire time of the measurements. The injected peptides were trapped and desalted for 3 min at 100 µL/min and then separated in 6 min by an 8–40% acetonitrile:water gradient at 40 µL/min. The separation column was a 1.0×100.0 mm ACQUITY UPLC C18 BEH (Waters) containing 1.7 µm particles and the back pressure averaged 8800 psi at 0.1°C. The average amount of back-exchange using this experimental setup was 18% to 25%, based on analysis of highly deuterated
peptide standards. Deuterium levels were not corrected for back-exchange and are therefore reported as relative; however, all comparison experiments were done under identical experimental conditions thus negating the need for back exchange correction. The UPLC step was performed with protonated solvents, thereby allowing deuterium to be replaced with hydrogen from side chains and the amino/carboxyl terminus that exchange much faster than amide linkages. All experiments were performed in duplicate. The error of determining the deuterium levels was ±0.20 Da in this experimental setup consistent with previously obtained values. Mass spectra were obtained with a Waters XEVO G2 TOF equipped with standard ESI source (Waters Corp., Milford, MA, USA). The instrument configuration was the following: capillary was 3.2 kV, trap collision energy at 6 V, sampling cone at 35 V, source temperature of 80°C and desolvation temperature of 175°C. Mass spectra were acquired over an m/z range of 100 to 2000. Mass accuracy was ensured by calibration with 500 fmol/µL GFP, and was less than 10 ppm throughout all experiments. The mass spectra were processed with the software DynamX (Waters Corp., Milford, MA, USA) by centroiding an isotopic distribution corresponding to the +2, +3, or +4 charge state of each peptide. Deuteration levels were calculated by subtracting the centroid of the isotopic distribution for peptide ions of undeuterated protein from the centroid of the isotopic distribution for peptide ions from the deuterium labeled sample. The resulting relative deuterium levels were automatically plotted versus the exchange time. Identification of the peptic fragments was accomplished through a combination of exact mass analysis and MS using Identity Software (Waters Corp., Milford, MA, USA). MS was performed by a series of low-high collision energies ramping from 5–30 V, therefore ensuring proper fragmentation of all the peptic peptides eluting from the LC system. DOT1L peptic peptide map was prepared using MSTools.

Molecular dynamics simulations

The DOT1L protein structures were isolated from the relevant crystal structures (PDBs: 1NW3 and 3QOW) and prepared using the Protein Preparation Module from Schrödinger/2011 (Schrodinger, NY). All crystallographic waters and counterions were removed. The Ligprep Module was then used to obtain minimized 3D structures of SAM.

The resulting structures for the proteins and small molecules served as the starting point for the molecular dynamics (MD) simulations, which were carried out using the PMEMD version included in the
AMBER11 Molecular Dynamics Package. These MD simulations were performed after careful relaxation of the systems using minimization and equilibration protocols. The ionizable residues were set to their normal ionization states at neutral pH. The protein atoms were surrounded by a periodic box of TIP3P water molecules that extended 10 Å from the protein. Na⁺ counterions were placed by LEaP REF to neutralize the system.

The ff03.r1 version of the all-atom AMBER force field was used to model the protein, and the GAFF force field was used for the SAM structure. After geometry optimization at the B3LYP/6-31G* level, atom-centered partial charges were derived using the AMBER antechamber program (RESP methodology). In the MD simulation protocol, the time step was chosen to be 2 fs and the SHAKE algorithm was used to constrain all bonds involving hydrogen atoms. A non-bonded cutoff of 10.0 Å was used and the non-bonded pair list was updated every 25 time steps. Langevin dynamics was used to control the system temperature (300K) using a collision frequency of 1.0 ps⁻¹. Isotropic position scaling was used to maintain the system pressure at 1 atm. Periodic boundary conditions were applied to simulate a continuous system. To include the contributions of long-range interactions, the Particle-Mesh-Ewald (PME) REF method was used with a grid spacing of ~1 Å combined with a fourth-order B-spline interpolation. PME also enabled computation of the potential and forces in between grid points. The trajectories were analyzed using the PTRAJ module of AMBER. The same module was used to calculate the theoretical B-factors. They were normalized by taking the difference between the raw B-factor and the average B-factor and dividing this by the standard deviation.

Pocket hydrophobicity

Structures of DOT1L in complex with SAM (PDB codes 1NW3 and 3QOW), SAH (PDB code 3QOX), Bromo-deaza-SAH (PDB code 3SX0), a methylated SAH analog (PDB code 3SR4), and compound 4 were loaded in ICM version 3.7-2b (Molsoft, San Diego, CA), and the adenosine end common to all compounds was deleted from the structures. The molecular surface of the receptor surrounding the non-adenosine portion of the compound was generated with Molsoft's ICM (San Diego, CA), and all DOT1L atoms within 1.5 Å of this surface that were lining the binding pocket were selected. Oxygen, nitrogen atoms, and hydrogen atoms attached to them were considered polar. Other atoms were considered hydrophobic. The hydrophobicity was quantified as the ratio of hydrophobic over polar atoms.
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Structure-Guided DOT1L Probe Optimization by Label-Free Ligand Displacement
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Introduction

Mixed-Lineage Leukemia (MLL) gene rearrangements occur in 5-10% of all acute leukemia patients and in greater than 70% of infants with acute lymphoblastic leukemia (ALL). The presence of the rearrangement portends a poor prognosis, despite aggressive therapy with significant associated morbidity\(^1\). Cooperation between specific chromatin-modifying complexes and MLL-rearranged gene products defines disease pathogenesis and has prompted efforts to target modulators of chromatin structure and function in this cancer\(^2\)-\(^3\).

MLL is a member of the Trithorax family of proteins and functions as a histone lysine methyltransferase (KMTase)\(^1\). During development, MLL catalyzes trimethylation of lysine 4 on histone 3 from the methyl donor S-adenosylmethionine (SAM) at homeobox genes, promoting their expression. In MLL-rearranged leukemia, however, the SET domain responsible for KMTase activity is uniformly lost with translocation and replaced by one of more than 70 known fusion partners\(^3\). Many of these fusion partners recruit DOT1L, which is the only known methyltransferase responsible for the mono-, di-, and trimethylation of lysine 79 of histone 3 (H3K79). H3K79 methylation is associated with most actively transcribed genes and marks regions of elongating RNA Pol II typically within the first intron of gene bodies\(^4\). The recruitment of DOT1L by MLL fusion partners to developmental MLL-target genes results in aberrant hypermethylation of H3K79 at these loci, contributing to leukemogenesis by inappropriately sustained gene expression, namely at the HOXA locus\(^5\)-\(^8\).

The therapeutic significance of DOT1L in established MLL-rearranged leukemia has been validated by genetic and chemical genetic approaches. Conditional inactivation of Dot1L in MLL-AF9 (and AF6, AF10) leukemia models results in diminished H3K79 methylation and prolonged survival\(^6\)-\(^9\)-\(^12\). Recently, SAM-competitive small-molecule inhibitors of DOT1L have been developed, first reported in 2011\(^13\), and further characterized biochemically and structurally by our group in collaboration with Professor Cheryl Arrowsmith\(^14\). Structurally, these SAM mimetics featured high potency and selectivity for DOT1L. However, the cellular activity of these compounds is rather low in potency relative to the extraordinary sub-nanomolar binding potency in homogeneous assays in vitro. Notably, the anti-leukemic effect of DOT1L inhibition requires 10-14 days of continuous dosing at high (1-3 µM) concentrations in cell culture models using current inhibitors\(^14\)-\(^19\). In animal studies, this translates to a modest benefit in
survival while requiring high doses through continuous osmotic subcutaneous infusion\textsuperscript{13,15}. Further optimization of DOT1L inhibitors is therefore needed.

To date, development of structurally divergent DOT1L inhibitors has been slow in the broader epigenetics community, perhaps relating to the challenges in biochemistry and cell biology platforms that underlie ligand discovery and optimization. Thus far, biochemical assays of DOT1L use radioligands and often require specialized synthetic or highly purified histone particles as substrates. Additionally the ubiquitinylation of nucleosomes strongly influences DOT1L activity and poses difficulties to ligand discovery\textsuperscript{20}. The delayed cellular effects of DOT1L inhibition challenge the miniaturization of cell-based measures of compound potency. Simple dose-ranging comparisons have proven time-consuming and low-throughput. We therefore identified an opportunity to create a facile discovery platform enabling the characterization of existing DOT1L inhibitors, and the preparation of new compounds with improved properties. Herein, we report the development of tagged DOT1L ligands used in robust and miniaturized biochemical assays, as well as a high-throughput, high-content assay system that reports on pharmacodynamic H3K79 methylation abundance in short incubation windows. Together, these three orthogonal assays have defined a platform capable of discovering and optimizing novel DOT1L inhibitors.

Results

Toward the development of DOT1L chemical probes, we chose a SAM-competitive inhibitor from our laboratory (\textbf{FED1}) as a suitable starting point to develop assay ligands for DOT1L (Figure 3.1a). \textbf{FED1} is a near chemical derivative of \textbf{EPZ004777} that features a more efficient and high-yielding synthesis\textsuperscript{14}. Additionally, \textbf{FED1} has a modestly reduced binding potency for DOT1L that was postulated to improve utility in competition binding assay development across a broad range of inhibitors. Given the extended residence times of DOT1L inhibitors (\textbf{EPZ004777} $K_{\text{off}}$ 9.29E-4 s$^{-1}$ and \textbf{FED1} $K_{\text{off}}$ 2.20E-3 s$^{-1}$)\textsuperscript{14}, a less potent inhibitor such as \textbf{FED1} may provide the opportunity to discover weaker initial assay positives in high-throughput screening. The crystal structure of \textbf{FED1} shows a binding mode similar to \textbf{EPZ004777}, with the tert-butyl phenyl urea motif further extending the binding pocket compared to SAM (Supplementary Figure B.1a, PDB: 4ER0)\textsuperscript{14}. While most of the molecule is deeply obscured in the binding pocket and inaccessible to solvent, the more open position of the nucleotide base suggested a tolerance
for further chemical substitution. We postulated that modification on the N6 position of the FED1 adenine would not interfere with the activity of the molecule, allowing the installation of features with functional utility (e.g. retrievable chemical linkers and fluorophores).

We synthesized two probes (Supplementary Scheme B.1 and Scheme B.2), 1 with polyethylene glycol (PEG) linked biotin, and 2 with thiourea-coupled fluorescein (FITC) (Figure 3.1b). The binding affinities of these two modified inhibitors were confirmed by isothermal titration calorimetry and are comparable to the parent compound (Figure 3.1c and Supplementary Figure B.1b). The apparent potency of 1 was also similar to the parent compound by differential scanning fluorimetry (Supplementary Figure B.1d). The crystal structure of 1 with DOT1L was then obtained. Ligand 1 bound to the SAM pocket as expected, with the structured features of the linker protruding out toward solvent. The lack of atomic density for the remaining PEG and biotin features likely reflects unrestricted mobility in solvent (Figure 3.1d). The ligand-interaction diagram further confirmed that DOT1L binds to 1 and FED1 in a manner dictated by common determinants of molecular recognition (Figure 3.1e, Supplementary Figure B.1c). The amide bond of the linker unit also formed a hydrogen bond with a structured water molecule, which may contribute to preservation of the ligand binding activity. Cell-permeability was confirmed by immunoblot for the H3K79 dimethyl (H3K79me2) histone mark, which was efficiently depleted by both ligands (Figure 3.1f). As expected, both compounds inhibited cell proliferation comparably to EPZ004777 after 10-14 days (Figure 3.1g).
Figure 3.1: Design and characterization of chemical probes of DOT1L. a) Structures of EPZ004777\(^{(13)}\) and FED1.\(^{(14)}\) b) Structures of biotinylated (1) and FITC-labelled (2) FED1 attached via a linker to the N6 position of the base. c) Isothermal calorimetry analysis of 1 demonstrating strong 1:1 binding with DOT1L. d) Binding of 1 to DOT1L demonstrates linker exposure and a similar binding mode as FED1. e) Detailed ligand-interaction diagram of 1 demonstrating new hydrogen bond formation. f) Inhibition of H3K79me2 by indicated DOT1L inhibitors (10 uM) in MV4;11 cells treated for 4 days. g) DOT1L probe treatment results in inhibition of MV4;11 cell growth over time.
With these validated ligands in hand, we next developed orthogonal biochemical assays capable of detecting small molecule binding to purified, recombinant human DOT1L protein. The first assay utilizes 1 and employs a nanomaterial proximity assay (AlphaScreen, Perkin Elmer; Figure 3.2a-c). The biotin on 1 recruits a streptavidin-coated donor bead while the FED1 portion of the molecule recruits a nickel-coated receptor bead via binding to recombinant HIS6-DOT1L methyltransferase domain. Illumination of the donor bead releases singlet oxygen, which diffuses to activate in situ synthesis of a chemiluminescent lanthanide within the acceptor bead only when the two are in close proximity, here dependent on the DOT1L-ligand interaction. Displacement of 1 from DOT1L disrupts the proximity of the two beads and diminishes chemiluminescence. Finally, we have miniaturized the assay to microtiter plate format (384-well) and improved robustness compatible with high-throughput screening (Z’ = 0.78). Using a set of resynthesized DOT1L chemical tools, we confirmed faithful utility in comparative ligand potency determination (IC50 for EPZ004777 5.3nM, FED1 22.4 nM, SAH 1299 nM).

Next, a fluorescence polarization (FP) assay was developed to monitor binding of inhibitors to DOT1L using the fluorescent probe 2 (Figure 3.2d-f). After excitation with plane-polarized light, binding of 2 to DOT1L increases anisotropy of the bound state relative to free 2. Therefore, displacement of non-covalently bound 2 from DOT1L by a competitive ligand leads to a decrease in detectable signal. This FP assay has proven amenable to high-throughput screening (Z’ = 0.91), and accurately discriminates compounds in our reference set by relative potencies. In our experience to date, the FP assay is more suitable to HTS than the bead-based proximity assay owing to false-positives that are assay specific (nickel chelation, biotin mimetics). Together, these two assays are highly complementary in screening and lead optimization.
Figure 3.2: Development of non-radiometric biochemical and cellular assays for DOT1L. a-c) AlphaScreen proximity bead-based assay demonstrating adaptability to high-throughput screening (Z’ calculated by 1- ((3*σ_{FED1}+σ_{DMSO})/Absolute value(µ_{FED1}-µ_{DMSO}))), and expected comparable potency differentiation of known inhibitors. d-f) Fluorescence polarization assay demonstrating significant assay robustness (Z’ calculated with above formula), and separation of weak DOT1L inhibitors (SAH) from more potent compounds (FED1 and EPZ004777). g-i) High-content imaging assay evaluating H3K79me2 abundance by immunofluorescence in A431 cells after 4 days of indicated DOT1L inhibitors, with diminished H3K79me2 compared to DMSO. Assay is robust (Z’ calculated as above) and reports cellular EC_{50}. Biochemical assays were performed in duplicate, and high-content assays were performed as four replicates.
To support iterative development of DOT1L inhibitors using a cellular assay capable of reporting on methyltransferase function, we developed a high-content imaging assay to measure global nuclear H3K79me2 with short-term compound incubation (3-4 days; Figure 3.2g-i). The A431 epidermoid carcinoma cell line was selected based on high basal H3K79me2 and strong adherence, which tolerated the harsh immunofixation conditions required to detect staining of this mark on the histone body. Cells were treated for four days with compound in 384-well plates, and then assessed for H3K79me2 using primary and secondary (fluorescent-conjugated) antibodies. Using our reference compound set, the dynamic range of this assay format proved capable of supporting dose-ranging studies and correctly ranked the cellular potency of all inhibitors: in comparative format EPZ004777 was more potent than FED1, and SAH was ineffective at reducing H3K79 methylation levels in cell culture. This cellular assay allows both the comparisons between compounds to measure in-cell efficacy and the evaluation of multiple compounds simultaneously in dose-response. It is also amenable to further evaluate any screening hits obtained from the AlphaScreen and FP assays, and could also be employed as a primary assay for cell-based, high-throughput screening (Z’ = 0.62).

To test the DOT1L discovery platform, we generated a small focused library of compounds exploring the tolerability of substitutions of the adenosine base using a highly parallel chemistry we co-developed to explore surface-recognition features of organic ligands (hydrazine cap-scan technology)\textsuperscript{21-22}. Informed by the DOT1L-FED1 and DOT1L-1 crystal structures\textsuperscript{18}, we developed a focused library of N6-substituted ligands. A hydrazine functional group was introduced to the adenosine ring via a nine-step synthesis starting from known compound 3 (Supplementary Scheme B.3 and B.4. The hydrazine 4 then condensed with 90 divergent aldehydes/ketones in 96-well format to generate the hydrazone library 5 (Figure 3.3a) without the need for further purification. The facile assembly of the library allowed rapid exploration of structure-activity relationships (SAR) at N6, and the exercise provided firm validation of the assay cascade. All analogues were evaluated in both biochemical assays in four-point dose response, followed by the H3K79me2 high content screening at a single dose. Most members of the hydrazine library showed high levels of activity in all 3 assays, suggesting that this site is highly permissive for a wide range of chemical functionalities (Figure 3.3b-d). Comparison of library activity in the two biochemical assays demonstrated generally good agreement between both assays (Supplementary
Figure B.2). A group of outliers that were highly active in only the bead-based assay were triaged as likely assay-interference agents. Three of the hydrazones that showed the most consistent activity between all assays were resynthesized for re-test with a ten-point, dose-response curve; these three compounds contained nitrogenous heterocyclic rings, including an indole (6), an imidazole (7), and a pyridine (8) (Figure 3.3e). While these three compounds are more potent than the parent hydrazine 4, they had modestly weaker biochemical activity than FED1 (Figure 3.3f). Although the modifications explored in the focused library did not provide large gains in potency, the study validated all assays in a high-throughput format.

We then explored further features of the SAM-like core structure. In addition to the N6 substitutions, we modified the urea tail along with another location on the adenosine base. The urea motif has also been further explored with generating a small urea library (Supplementary Scheme B.5), and we discovered introduction of the thiourea group to FED1 produced a 10-fold increase in cellular activity (9) without significantly changing biochemical activity. On the adenosine base, we focused on the C7 position of the ring, and discovered that introduction of a chlorine group on the C7 position of deazaadenosine motif could generate a desirable interaction with the nearby hydrophobic pocket (10), leading to an increase in potency in all assays. By combining these two beneficial optimizations, we generated 11 with introduction of both C7-chlorine and thiourea (Figure 3.4a). 11 was more potent as we expected in both the biochemical assays, and both 10 and 11 were more potent than EPZ004777 in the H3K79me2 high-content assay (Figure 3.4b-e).
Figure 3.3: Purine substitutions of adenosyl DOT1L inhibitors. a) Synthetic illustrating generation of focused library of hydrazine inhibitors, modified off the N6 position. b, c) Biochemical screening results of the library at 4 doses, with d) cellular H3K79me2 screen at 20 uM compared to FED1 (indicated in blue). e) Structures of resynthesized assay positives. f) Profiling table of validated assay positives compared to FED1.
Figure 3.4: Development of potent chlorinated DOT1L inhibitors. a) Structures of 9, 10, and 11. b-e) Evaluation of SAM-like derivatives by biochemical assays demonstrating similar potency, and high content assay demonstrating increased potency of chlorinated inhibitors (10,11) and improvement of FED1 potency with substitution of a thiourea tail. Biochemical assays were run in duplicate and high content assays in quadruplicate. (9). f) Immunoblot for H3K79me2 demonstrating improved DOT1L inhibition by 11 in MOLM-13 cells treated for 4 days (all at 1 uM). g) 11 (10 uM) demonstrates specificity for H3K79me2 inhibition by immunoblot for histone methylation marks in MOLM-13 cells. h) HOXA9 and Meis1 mRNA in MV4;11 cells decreases with DOT1L inhibition (10 uM) in proportion to cellular IC50 after 7 days of treatment (RT-PCR). i) Inhibition of MV4;11 cell growth over time with DOT1L inhibitor treatment (10 uM) demonstrates correlation with HCS potency.
With the improved potency in the cellular assay, we then confirmed the relative potencies of these compounds by immunoblotting for H3K79me2 in MLL cells (MOLM-13). This was followed by evaluation of the selectivity of the representative 11 to inhibit only the DOT1L methyltransferase by immunoblotting for a number of histone methylation marks mediated by other KMTases and an arginine methyltransferase. The only mark affected by these compounds is H3K79me2 (Figure 3.4f-g, Supplementary Figure B.2). We then further ensured the on-target effect of these compounds by assessing gene-expression changes in MV4;11 cells. Decreased expression of both MLL-target genes HOXA9 and MEIS1 was observed after 7 days of incubation. The potency in gene expression correlated to effects on H3K79me2 reported by high-content screening, further validating that the 4-day H3K79me2 measurement accurately predicts on-target biological activity previously observed after 7-10 days of treatment (Figure 3.4h). As expected, these measurements also correlated with an anti-proliferative effect in treated MV4;11 cells (Figure 3.4i). Therefore, utilizing our novel assay cascade and structural information, we developed inhibitors of DOT1L with enhanced cellular activity and maintained selectivity compared to previously reported compounds.

Discussion

Our approach to affinity ligand design for assay development was based on a structural understanding of the binding mode between small molecule and target. Since the addition of the handle on the small molecule does not impact its DOT1L potency, the resultant probes 1 and 2 reported here can be used as chemical tools for assay development and further mechanistic studies of the DOT1L complex and its function in MLL.

The hydrazine library demonstrated the accommodation of DOT1L to large substituents off the base but potency was not maintained, perhaps from impurities in the original screen. However, this site appears to be permissible for future medicinal chemistry efforts towards improving pharmacokinetics or compound stability. Further exploration of the base and urea tail moiety, as accurately characterized by our assay cascade, led to the identification of more potent compounds than EPZ004777 with improved cellular activity.

Together, these chemical biology tools for the study of DOT1L provide a nimble platform for discovery chemistry. The label-free biochemical assays and rapid cellular assay will be useful for
discovering both allosteric and direct SAM-competitive DOT1L inhibitors, although substrate-competitive inhibitors may be silent in these biochemical assays. The high content assay, however, should be agnostic to the mode of inhibition. It also has the potential to detect inhibitors of other proteins that modulate DOT1L activity or the rate of H3K79me2 removal. These tagged and potent inhibitors are openly available for use to probe DOT1L biology. We hope this design principle will be adapted to inhibitor discovery for other critical methyltransferases implicated in disease, including EHZ2 and MMSET.

Materials and Methods

DOT1L AlphaScreen Binding Assay

All reagents were diluted in 50mM HEPES, 150mM NaCl, 0.5% BSA (w/v), 0.05% Tween20 (w/v), pH 8.0 with 1mM DTT added. The final concentrations of His6-DOT1L was 80nM and 1 was 40nM. Addition of 10uL of 2x this solution to the plates (AlphaScreen plates, Perkin Elmer #6005359) was performed with a liquid handler. 100 nL of compounds was added by pin transfer using a Janus Workstation (PerkinElmer, USA). After a brief centrifugation, plates were incubated at room temperature for 30 minutes. A 2x solution of beads was made such the final concentrations of both the acceptor and donor beads were 25 µg mL⁻¹. Ten µL of this solution was added to the plate, and after centrifugation and 20 minute incubation, plates were read on the Envision 2104 plate reader (PerkinElmer, USA). Dose response data normalized to DMSO controls.

DOT1L Fluorescence Polarization Assay

All reagents were diluted in PBS with 1mM DTT freshly added. Five µL of DOT1L solution (final concentration 1µM) was added to 384-well plates (Thermo Scientific 262260) with a Biotek EL406 liquid handler. 100 nL of compounds from stock plates was added by pin transfer using a Janus Workstation. After a brief centrifugation, plates were incubated at room temperature for 30 minutes. Five µL of a 2x solution of 2 (final concentration 10nM) was added, and the plate briefly centrifuged. After 30 minute incubation at room temperature, plates were read on the Envision 2104 plate reader. Flatfield and polarization calculations were performed by manufacturer’s protocol, and anisotropy was calculated based on the formula 2*P/3-P in which P = polarization. Results were normalized to DMSO controls.
**High content imaging assay**

A431 cells were plated at 1,000 cells/well in 50µL in 384-well clear bottom plates (Corning 3712) and incubated for 1 hour at room temperature. Compounds were added using a Janus Workstation and incubated for 4 days. After this, cells were fixed in 3.7% formaldehyde in PBS at room temperature for 10 minutes. After two rinses with blocking solution (1% BSA in PBS), 1% SDS in PBS was added for 2 minutes. After 1 wash, cells were incubated with blocking solution at room temperature for 30 minutes.

Cells were then incubated for either 1 hour at room temperature or overnight at 4°C in 10 µL of primary antibody for H3K79me2 (ab3594) at a 1:500 dilution in blocking solution. After rinsing with blocking solution, cells were then incubated for 1 hour at room temperature in 10 µL of secondary antibody (Invitrogen A-21244) and nuclear staining (Invitrogen H3570) solution at 1:1000 dilution in blocking solution. Cells were washed twice, after which 50µL of PBS was added to each well. Images were acquired on a high content screening microscope (ImageXpress Micro, Molecular Devices), and image analysis (MetaXpress3.0, Molecular Devices) was performed to obtain average H3K79me2 signal per cell. Dose response data (normalized to DMSO) was generated (Graphpad Prism) by normalization of maximum and minimum H3K79me2.
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Chapter 4

Chemical Inhibition of BET Bromodomains as a Strategy to Target Super Enhancers
The remaining chapters build on research enabled by a small molecules probe that was reported prior to the beginning of this work, namely the BET bromodomain inhibitor JQ1. The BET family of transcriptional cofactors contains bromodomains responsible for binding acetylated chromatin, and this function is blocked by JQ1. JQ1 was first tested in a preclinical model of NUT midline carcinoma (NMC), an aggressive and rare cancer characterized by a rearrangement of the BET protein BRD4 with the nuclear protein of the testes (NUT) that conserves the tandem bromodomains of BRD4 (Figure 4.1a)\(^1\). The molecule acts by directly binding the bromodomain pocket, preventing BRD4 chromatin localization and cofactor activity, leading to a disruption of transcription. JQ1 is highly effective in models of NMC (Figure 4.1), but since this disease is so rare, subsequent efforts were undertaken to find additional settings without a direct genetic lesion of BET proteins where JQ1 might still provide a therapeutic benefit.

JQ1 efficacy in a non-BET rearranged cancer was showcased in multiple myeloma, an incurable malignancy of antibody-producing plasma cells\(^2\). The molecule was effective at halting proliferation of myeloma cells in culture, surprisingly through the suppression of a MYC transcriptional signature. Further investigation showed that this effect was due to downregulation of MYC itself, owing to a depletion in MYC transcript levels upon treatment with JQ1.

MYC is central to the pathogenesis of many cancer types. However, as a transcription factor, finding direct inhibitors of the MYC protein is notoriously difficult. This strategy to indirectly target MYC activity through inhibition of MYC expression was quite promising, and other cancer models were then tested to look for this effect.
Figure 4.1: The activity of JQ1 in NUT-midline carcinoma. NUT midline carcinoma is characterized by an in-frame translocation of the N-terminus of BRD4 with the NUT protein. 797 patient-derived cultured NMC cells are sensitive to JQ1 treatment in vitro. Drug treatment results in a G1 cell cycle arrest, a phenotypic differentiation effect and prolonged survival in a mouse xenograft model of NMC. Mice treated with JQ1 maintain a constant weight during the course of treatment.
Further investigation found multiple models of acute lymphoblastic leukemia that are sensitive to bromodomain inhibition, again leading to the downregulation of the MYC oncogene\textsuperscript{3-4}. Pediatric neuroblastoma is also sensitive, with a different MYC isoform (MYCN) driving these cancers and being suppressed by JQ1 treatment\textsuperscript{5}. Enabled by the compound’s high tolerability in mice, non-cancer indications for BET inhibition were investigated as well, with the compound showing activity in models of heart failure\textsuperscript{6} and atherosclerosis\textsuperscript{7}. These disease models are not solely MYC driven, and a broad but disease-specific transcriptional response was seen in these models. Notably, the activities of master transcription factors NFKB, NFAT and GATA, which are important for inflammatory pathogenesis, were blunted by JQ1 treatment. A reversible contraceptive effect was also seen in mice due to the inhibition of BRDT\textsuperscript{8}, a transcriptional response characterized by loss of KLF17 and MSY2 transcription.

The cell-type specific effects of JQ1 remained at odds with observations suggesting that BETs were part of the general transcriptional machinery and found genome-wide at active cis-regulatory promoter and enhancer elements (Figure 4.2a,b). Looking at transcriptional responses to the molecule, it was unclear why disrupting the binding of a constitutive cofactor would exert effects on a relatively small number (100-1,000) of genes. To investigate this further, we mapped the chromatin landscape of cultured multiple myeloma (MM) cells in response to treatment with JQ1. As reported in the initial studies of JQ1, MM cells display a rapid and selective loss of MYC oncogene transcription upon treatment. Interestingly, in MM a reciprocal 8;14 chromosomal translocation is places MYC under the control of the \textit{IgH} 3’ enhancer. At this enhancer, ChIP-seq showed a massively high occupancy of BRD4 that was rapidly lost upon JQ1 treatment. Based on this observation, the lab developed algorithms to quantitatively measure the amount of BRD4 at cis-elements genome-wide and their sensitivity of to BRD4 loss with JQ1 treatment. This analysis revealed that the promotors in the cell have similar levels of BRD4 binding. Most enhancers follow this pattern as well, however, a small subset of enhancers (about 300 in MM) are asymmetrically bound by BRD4 (Figure 4.2 c,d)\textsuperscript{9}. These 3\% of enhancers contain almost 50\% of the BRD4 bound on the genome and were termed “super enhancers”. On average, super enhancers spanned 20 kilobases of DNA and contained an order of magnitude higher occupancy of BRD4 compared to typical enhancers. Super-enhancers associated with and drove the expression of key drivers of the MM cell state including MYC, IRF4, XBP1, and BCL-xL. Inhibition of BRD4 led to disproportionate loss of
chromatin and transcriptional regulators from super-enhancers resulting in potent and selective loss of transcription from super-enhancer associated genes.
Figure 4.2: BRD4 binds genome wide and defines super enhancers. Genome-wide ChIP-seq profiles for BRD4 at all promoters (a) or enhancers (b) defined by H3K4me3 and non-promoter H3K27ac, respectively. Ranking of BRD4 ChIP-seq read density at all promoters (c) and enhancers (d), with super enhancers highlighted with red points.
Follow-up studies mapping super-enhancers in large numbers of healthy and tumor cells have identified several additional key features they play in transcriptional regulation. Most super enhancers were observed in only one or a small number of cell types\(^{10}\). In all profiled cell types, super enhancers are found to regulate genes critical for the specialized biological function of that cell (Figure 4.3). Additionally, super-enhancers are found regulating master transcription factors (TFs) that drive the expression of cell-type specific genes, including positive feedback reinforcement of the master TFs themselves. Lastly super enhancers are highly enriched for genetic risk variants for disease, but only in the relevant cell type for that disease.

The following chapters aim to utilize these properties of super enhancers as a window to investigate biological processes in development and oncogenesis. Chapter 5 investigates the role that super enhancers play in genetic translocation events that underlie the development of B cell malignancies. Chapter 6 describes the use of super enhancers to model master TF regulatory networks in diverse cell types using a single epigenomic measurement, and Chapter 7 applies these techniques in pediatric medulloblastoma. Strikingly, the super enhancer network of a poorly characterized subgroup of medulloblastoma reveals a small sub-network highly specific for a transient cell population in the developing cerebellum, pointing to a putative cell of origin for this malignancy.
Figure 4.3: Properties of super enhancers. (a) The number of cell types that contain super enhancer loci across a survey of over 80 primary and cell line samples. (b) GO analysis of super enhancer associated genes in various cell types. (c) Master regulator transcription factors regulated by super enhancers in selected tissue types.
Chapter 5

Convergent Sense/Antisense Transcription At Intragenic Super-Enhancers Targets AID-initiated Genomic Instability
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Introduction

The B cell antigen receptor ("BCR") is comprised of immunoglobulin (Ig) heavy (IgH) and light (IgL) chains. In response to antigen activation, B lymphocytes in peripheral lymphoid organs undergo somatic hypermutation (SHM) and IgH class switch recombination (CSR), and ultimately secrete their BCR as an antibody. SHM diversifies antibody repertoires by introducing high-frequency mutations into IgH and IgL variable region exons\(^1\). SHM occurs in germinal centers (GCs) of peripheral lymphoid tissues, where B cells are selected for mutations that generate BCRs with increased antigen affinity\(^2\). IgH CSR involves generation and joining of IgH locus DSBs in switch (S) regions that precede various sets of IgH CH exons ("CHs") to replace the initially expressed CH with a downstream CH, thereby, producing antibodies with different effector functions\(^3\). Both SHM and CSR are initiated by activation induced cytidine deaminase (AID)\(^4\)\(^-\)\(^5\), which deaminates cytosine to uridine on single-stranded DNA (ssDNA)\(^1\). Mismatches created by these deaminated cytidines are processed into mutations or DSBs during SHM and CSR, respectively, through a process that employs activities of normal base excision or mismatch repair pathways\(^1\).

Within target sequences, AID cytidine deamination focuses on 3-4bp "SHM" motifs that are greatly enriched in S regions and in portions of variable region exons that encode antigen-binding sites\(^1\)\(^,\)\(^6\). Transcription is required for AID targeting during SHM and CSR\(^7\)\(^-\)\(^9\). In this regard, SHM of V(D)J exons in GC B cells begins about 150bp downstream of the transcription start site (TSS) and tapers off 1-2 kb downstream\(^10\). Likewise, each CH has a promoter upstream of the S region that upon induction by external signals generates transcription through the S region and, thereby, targets AID\(^3\)\(^,\)\(^11\). Mouse and human S regions also have a highly G-rich non-template strand that upon transcription forms stable R-loops that provide ssDNA to augment AID targeting\(^12\). RNA polymerase II (Pol II) has been implicated in directing AID to Ig gene SHM and CSR targets through a transcription coupled mechanism\(^13\) that involves AID association with the Spt5 transcription cofactor in the context of Pol II stalling\(^14\). R loops or other aspects of repetitive S region structure may augment AID access by promoting Pol II stalling\(^15\)\(^,\)\(^16\). Once AID is recruited to Ig targets, replication protein A (RPA) and the RNA exosome RNA degradation complex contribute to generating requisite ssDNA substrates\(^3\)\(^,\)\(^17\)\(^-\)\(^19\).

Beyond Ig gene targets, AID initiates recurrent mutations or DSBs in a small subset of non-Ig
genes collectively termed AID "off-target" genes\textsuperscript{20-23}. Off-target AID activity promotes translocations between Ig loci and cellular oncogenes, as well as SHMs of oncogenes associated with B cell lymphomas\textsuperscript{7,24,25}. Identification of AID off-targets has been facilitated by genome-wide translocation cloning methods\textsuperscript{21,22} and other large-scale approaches\textsuperscript{23,26}. In general, AID activity occurs at much lower levels on off-targets than on Ig genes\textsuperscript{10,21,22,26}, likely due to specialized AID-targeting features of the latter. AID off-target sequences are not enriched in AID hotspot motifs relative to the genome in general\textsuperscript{27}. Consistent with a role for transcription, AID off-target activity is most abundant on transcribed genes downstream of their TSSs\textsuperscript{20,21-23}. However, transcription \textit{per se} is not sufficient to target AID, as most transcribed genes are not AID off-targets\textsuperscript{7,10}. Next-generation sequencing studies revealed unexpected transcriptional features, including divergent sense and antisense transcription at TSSs\textsuperscript{28,29} and frequent promoter proximal Pol II pausing\textsuperscript{29}. But, divergent transcription ("DivT") from TSSs occurs in over half of all genes and does not map to sites of AID off-target activity\textsuperscript{21} (see below). Likewise, transcriptional pausing alone cannot explain AID off-targeting, since more than 30\% of transcribed genes have paused Pol II\textsuperscript{29}. Thus, mechanisms that lead to recurrent AID targeting may arise from previously unrecognized transcriptional or epigenetic determinants\textsuperscript{7}.

Global Run-on Sequencing (GRO-Seq) detects nascent transcripts generated by transcriptionally engaged RNA polymerases\textsuperscript{30}. GRO-Seq revealed that a large fraction of intergenic regions are transcribed, with a subset emanating from transcriptional enhancers\textsuperscript{31}. Enhancers are sequence-defined, cis-regulatory elements that influence target gene expression irrespective of orientation\textsuperscript{32}. Both enhancers within genes (intragenic) and intergenic enhancers may regulate target promoters locally and over long distances\textsuperscript{32}. Active enhancer sequences are commonly transcribed by RNA Pol II generating so-called "enhancer RNAs (eRNAs)"; and transcription arising from enhancers is often divergent, with both sense and antisense transcription emanating from enhancer elements\textsuperscript{31,33}. Various regulatory functions have been ascribed to eRNAs and other non-coding RNAs\textsuperscript{34}; however, much of non-coding RNA biology is not fully understood.

Enhancers are comprised of discrete or clustered transcription factor binding sequences. A common feature of active enhancers is chromatin that is characteristically modified by acetylation (e.g. histone 3 lysine 27; H3K27Ac) and methylation (e.g. histone 3 lysine 4 mono-methylation; H3K4me1)\textsuperscript{36}. 
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An unexpected asymmetry in the regional allocation of enhancer factors and enrichment for enhancer marks within and unique to each mammalian cell type studies revealed a subset of so-called super-enhancers (SEs) that feature clusters of highly hyperacetylated and actively transcribed enhancers that, on average, are 10-fold longer than other "typical" enhancers. Like locus control regions, SEs regulate genes involved in specialized cellular function and are found within or adjacent to lineage-specifying transcription factor genes. In cancer, SEs frequently enforce oncogene expression and, thereby, contribute to tumor pathogenesis. For example, translocations that juxtapose c-myc to the IgH 3' regulatory region, a known SE, promote B cell lymphoma by activating c-Myc over long distances. In this context, selectively blocking SE activity with bromodomain and extra-terminal domain (BET) inhibitors is a promising cancer therapeutic strategy.

Here, we report that the majority of detectable AID off-target activity in a variety of mouse and human lymphoid or non-lymphoid cell types occurs within focal regions of overlapping sense/anti-sense transcription within intragenic SEs.

Results
To elucidate transcriptional features that influence AID targeting genome-wide, we applied GRO-Seq to splenic naïve, GC and CSR-activated B cells at much greater depth than done previously. Naïve splenic B cells were purified and then cultured in the presence of αCD40 plus interleukin-4 (IL4) for 60 hours to stimulate AID induction and CSR to IgG1 and IgE (Supplementary Figure C.1A). Splenic GC B cells were purified from sheep red blood cell immunized mice (Supplementary Figure C.1A) and confirmed to be greater than 90% pure (Supplementary Figure C.1B-D). Three independent GRO-Seq biological replicates were performed for each cell type and gave highly reproducible results (Supplementary Figure C.1E). Transcription profiles of over 20,000 genes revealed distinct (but overlapping) gene expression patterns for each cell types that were further classified by gene ontology terms (Supplementary Figure C.1G). As expected, GRO-Seq revealed divergent sense and anti-sense transcription at TSSs of over 50% of the genes in each of the three cell types (Figure 5.1). In depth examination of sense transcription profiles of several “signature” genes illustrates the specificity of purified cell populations. For example, Aicda sense transcription reflects AID protein expression in the
three cell types, with high levels in GC B cells and activated B cells; but none detectable in naïve B cells (Figure 1). In contrast, several GC B cell-specific genes, including SLIP-GC \(^{44}\) and Bcl6 \(^{45}\), had high sense transcription through their gene bodies in GC B cells, but not in naïve or CSR-activated B cells (Figure 1). Finally, Bcl2, which is expressed in CSR-activated but not in GC B cells \(^{46}\), showed corresponding sense transcription patterns (Figure 1).

While \(\text{IgH } C_H\) exons were appropriately transcribed in the three cell populations (Supplementary Figure C.1H), transcription within core S regions could not be mapped due to their abundant repetitive sequence \(^{14}\). All analyzed mice had a clonal knock-in V\(_H(D)J_H\) exon \(^{47}\) (V\(_H\)B1-8), which showed active transcription at its upstream regions in all three cell types. However, detailed analyses of transcription through the body of the V\(_H\)B1-8 allele was not possible (Supplementary Figure C.1H); because it uses a member of the V\(_H\)J558 family, which contains many highly related, unexpressed upstream copies \(^{47}\).
Figure 5.1: GRO-Seq Profiles of Naïve, Germinal Center, and CSR-activated B Cells. GRO-Seq profiles of four representative genes are shown for different B cell types. The Y-axis indicates GRO-Seq counts normalized to number of reads per million. Gene sense and antisense transcription are displayed in blue and red, respectively. Gene exons are illustrated by squares along gene bodies at the top of each panel. Arrows indicate TSSs and direction of sense transcription. Genome coordinates (mm9/NCBI37) are labeled at the bottom. All the profiles were generated from merged data of three independent experiments, which individually showed similar patterns.
We developed High-Throughput Genome-wide Translocation Sequencing ("HTGTS") to map, at the nucleotide level, translocation junctions between bait I-SceI nuclease generated DSBs in \textit{c-myc} and other endogenous DSBs\textsuperscript{21}. Identification of DSB hotspots from a fixed chromosomal site is facilitated by ability of recurrent DSBs to dominate genome-wide translocation landscapes due to cellular heterogeneity in three-dimensional genome organization\textsuperscript{48}. Beyond expected Ig locus targets, our prior HTGTS studies revealed\textsuperscript{15} non-Ig genes that are recurrent targets of AID-initiated DSBs and translocations. To increase the depth of HTGTS AID off-target data and allow better comparison with deeper GRO-Seq transcription profiles, we further employed a modified, more sensitive HTGTS approach\textsuperscript{49}, coupled with Ataxia Telangiectasia Mutated (ATM)-deficient CSR-activated B cells\textsuperscript{50}. This combined approach identified highly clustered AID-dependent off-target DSB sites within 36 additional genes (Supplementary Figure C2.A). Overall, we now have identified 51 highly focal AID off-target DSB/translocation sites in \textalpha{}CD40 plus IL4-stimulated B cells. Nearly 90\% of the new off-target set was validated via in WT B cells by HTGTS and/or by an independent method (Qian et al, unpublished). As previously found for our more limited set of AID off-target sites\textsuperscript{21} many of our new AID off targets occurred within genes that have divergently transcribed TSSs; but their focal sites of HTGTS junctions again were downstream of and distinct from divergently transcribed TSSs. Thus, we were compelled to search for other factors that promote focal AID off-targeting. As we found no enrichment for known AID targeting motifs in these regions, we focused our search on potentially novel transcriptional and/or epigenetic features and, as described below, consistently identified both.
Figure 5.2: AID Off-Target Translocations Cluster Within Regions of ConT and SEs. (A) HTGTS, GRO-Seq, ConT and H3K27Ac profiles in the vicinity of Nsmce1, IL4ra, and IL21r genes. Top Panel: HTGTS junctions are indicated by black bars. Middle Panel (GRO-Seq): GRO-Seq-determined sense and antisense transcription is displayed in blue and red, respectively. ConvT regions are shown as green bars at the bottom with the darkest shades corresponding to highest levels of ConT as calculated by the geometric means of sense and antisense transcription reads. A scale bar is shown below the ConvT label. Bottom Panel (H3K27Ac and SE): The H3K27Ac ChIP-Seq profile is shown in orange and identified SEs depicted below with orange bars. (B) Profile of AICDA gene. Known AICDA enhancers are represented as E1-5 with solid circles. To represent lower level transcription of certain enhancers, a smaller scale is used for E1-3. Genome coordinates (mm9/NCBI37) are at the bottom of each panel. Other details are the same as for panel A.
With our present, substantially deeper, GRO-Seq data sets, we further analyzed potential relationships between sense/antisense transcription and AID off-target sites in αCD40 plus IL4 activated B cells. Initially, we visually inspected three linked AID off-target sites, including sites in the previously characterized IL4r and IL21r genes and a newly identified site in Nsmce1. In each of these linked genes, HTGTS translocation junctions were tightly clustered downstream of the TSS (Figure 5.2A). Moreover, in each, translocation clusters fell within sites that exhibited enriched, overlapping sense and antisense transcription to which we heretofore apply the term "convergent transcription" (ConvT) (Figure 5.2 and 5.3). We also found a robust AID off-target site within the AID gene ("Aicda") itself (Figure 5.2B). Aicda is associated with five enhancers that lie upstream, within, or downstream of the gene body (Figure 5.2B). Four of these enhancers showed both sense and antisense transcription, likely at least in part in the context of generating eRNAs. Notably, the major focal cluster of AID off-target sites in and around Aicda fell within a ConvT region associated with enhancer 4 downstream of the TSS (Figure 5.2B).

Visual inspection of AID off-target sites in additional genes revealed similar coincidence of regions of robust sense/antisense ("S/AS") ConvT downstream of the TSS with focal clusters of AID-dependent off-target translocations (Supplementary Figure C.2.), leading us to examine this potentially striking association genome-wide. While metagene profiles of GRO-Seq data from αCD40 plus IL4 activated B cells confirmed expected DivT at many TSSs, they did not reveal similarly abundant convergent transcription (Supplementary Figure C.1F). Thus, at least at robust levels, convergent transcription likely occurs in a much smaller fraction of genes. For further analyses, we developed a computational pipeline to specifically identify S/AS ConvT regions genome-wide using deep GRO-Seq data sets (Figure 5.3A). Strikingly, among the 51 AID off-target genes, 48 (94%) had their highly clustered AID off-target translocations within regions associated with S/AS convergent transcription (Figure 5.3B). We randomly sampled convergent transcription of regions of genes, in the top three transcription-level deciles, that were similar in size to those of AID off-target regions and found a much lower association with convergent transcription than for AID off-target regions (Supplementary Figure C.3A). This finding shows that AID off-targets are highly enriched at ConvT sites. Finally, concurrency between S/AS convergent transcription and AID off-target translocations was much higher in αCD40 plus IL4 activated B cells (94%) than in naïve (49%) or GC (63%) B cells, consistent the notion that not all AID off-targets
would be shared among three cell types with over-lapping, but clearly distinct, transcription profiles (Figure 5.3B).

To further examine the relationship between ConvT and AID targeting, we calculated the geometric mean of GRO-Seq sense and antisense transcription reads in regions of interest to quantify degree of convergent transcription, and divided the values into deciles displayed by different shades of green bars below the GRO-Seq profiles. For most AID off-targets, HTGTS junctions clustered in regions with the most abundant ConvT. Furthermore, ConvT associated with AID off-targets was substantially greater than that at other genomic loci (Supplementary Figure C.3C). In addition, within AID off-target ConvT regions, the highest density of translocations occurred at sites with the most robust ConvT (Figure 5.3C). We further evaluated this relationship by determining how variations in sequencing depth influenced identification of ConvT. Even with our current very deep sequencing depth (>306 million mappable reads), we did not reach saturation of the total length of ConvT regions (Supplemental Figure C.3D), consistent with (at least low-level) pervasive transcription of the genome. In contrast, we reached saturation of the concurrency of AID off-targets with ConvT regions at about 40% of our current GRO-Seq depth (120 million mappable reads; Supplementary Figure C.3D), confirming that most AID off-target DSB/translocation regions detectable by HTGTS in αCD40 plus IL4 stimulated B cells are associated with relatively strong convergent transcription (Figure 5.3C).
Figure 5.3: AID Off-targets Correlate with ConT in CSR-activated B Cells. (A) Pipeline for identification of ConvT regions. Raw GRO-Seq reads were aligned to the genome and transcripts were identified de novo. A "ConvT" region was defined as sense and antisense transcription overlaps that were longer than 100bp. See supplementary methods for details. (B) The percentage of the 51 AID off-target regions identified in CSR-activated B cells that were associated with ConvT regions in the three listed cell populations is indicated by the green bars. (D) Numbers of translocation junctions per kilobase (kb) (Y axis) plotted against ConvT levels (X axis) of all individual AID off-target regions except PVT1 (see Supplementary Methods). Pearson’s correlation coefficient and two-tailed p value are indicated.
ConvT of overlapping genes was first described in bacteriophage lambda\textsuperscript{53}, and has been associated with transcriptional gene silencing\textsuperscript{54} and RNA Pol II collision\textsuperscript{55}. Considering that intragenic antisense transcription associated with AID-off targets sequences may arise from enhancer elements, we explored whether intragenic SEs were enriched for AID off-targets compared to typical enhancers. Enhancer regions were identified by triplicate chromatin immunoprecipitation with massively parallel genome sequencing (ChIP-Seq) using an antibody to the active enhancer histone mark H3K27Ac in chromatin purified from αCD40 plus IL4 stimulated B cells. SEs were called based on outlier analysis for regions of asymmetric, high enrichment for H3K27Ac, as previously described\textsuperscript{37}. We found the \textit{Aicda} locus to be largely encompassed within a SE in CSR-activated B cells with robust H3K27Ac signals over E1, E2, E3 and E4 (Figure 5.2B), the active enhancers in CSR-activated B cells\textsuperscript{51}. Notably, E4 also corresponds in position to a cluster of HTGTS junctions and robust ConvT (Figure 5.2B). Likewise the \textit{Nsmce1}, \textit{IL4ra}, \textit{Il21r}, and many other AID off-target genes were each associated with SEs and again the peak of HTGTS junctions and regions of robust ConvT occurred within regions of robust H3K27Ac SE signals (Figure 5.2A).

We performed an unbiased association analysis between the 51 AID off-targets identified by HTGTS and the non-Ig 448 SEs that we identified in αCD40 plus IL4 activated B cells. These studies revealed that 50 of the 51 AID off-target genes in these cells are associated with SEs and that the discrete translocation clusters were within SEs (Figure 5.4A). Notably, the single AID off-target region not within SE (under the current cutoff for SE identification) was in a typical enhancer. In addition, 47 (92%) of the AID off-target translocation clusters were within regions of SEs that overlap with annotated gene bodies (Figure 5.4A). The other 3 HTGTS off-target translocation clusters occurred within transcribed regions of SEs that have not yet been assigned to a target gene. As a comparison, random samplings of transcribed genomic regions corresponding in size to those of AID off-targets yielded at most three (6%) that overlapped with SEs. Independent analysis of the relationship between HTGTS hotspots and H3K27Ac ChIP-Seq using an orthogonal computational method identified 41 AID off-targets within SE domains (Supplementary Figure C.4), including additional novel off-targets that correlated with robust ConvT. Finally, within a given AID off-target region, translocation junction frequency highly correlated with H3K27Ac abundance (Supplementary Figure C.4B). In this regard, SEs associated with AID off-target
sequences were more enriched for H3K27Ac, compared to other SEs (Figure 5.4B). Thus, the relative activity of SEs, estimated by regional histone acetylation, correlates with the frequency of AID off-targets within them.

The majority (30 of 51) of the AID off-target genes had a SE that overlapped with the region just downstream of the TSS that was enriched in AID off-targets, as represented by the CD83 gene (Figure 5.4C). In addition, a number (12 of 51) of the AID targets were relatively small genes, such as Pim1, that were located within large SEs and, correspondingly, off-target translocations tended to span the gene body (Figure 5.4D). Several AID off-target genes (3 of 51) were large genes, such as Pvt1, the well-known translocation target downstream of c-myc, in which translocations clustered in within SEs that occurred inside the gene body (Figure 5.4E). Finally, the remainder (6 of 51) fell into a heterogeneous set in which AID off-target translocations clustered into convergently transcribed SE domains that, for various reasons were not yet assignable to a specific gene (e.g. Gpr183).

Nearly all AID off-target clusters identified by HTGTS in αCD40 plus IL4 activated B cells are associated with SEs; yet, only a subset of SEs are AID off-targets. Motivated by the putative contribution of S/AS eRNA transcription to translocation frequency, we compared regions of AID off-target genes where SEs overlap with the gene body (intragenic SEs) to regions where SEs lie outside the gene body (intergenic SEs) and to regions of gene bodies that do not overlap with SEs ("non-overlapping gene region"), for translocation density (translocations per 1kb; Figure 5.5A) and for ConvT levels (geometric means; Figure 5.5A). We observed that translocation junction density and ConvT levels in AID off-target regions are highly enriched among intragenic SEs compared to both intergenic SEs and non-overlapping gene regions (Figure 5.5A; upper). Despite this enrichment, only about 10% of all intragenic SEs in the CSR-activated B cells are AID off-targets (Figure 5.4A) and other SE-gene overlap regions exist that are not enriched in AID off-target activity (Figure 5.5B; upper). Comparison of ConvT levels in each of the three regions outlined above (Figure 5.5A, B; lower panels) revealed that intragenic SEs featuring high levels of ConvT were more frequently AID off-target regions than intragenic SEs lacking high-level S/AS transcription (Figure 5.5A, B; lower panels).
Figure 5.4: AID Off-target ConvT Arising from Intragenic SEs. (A) Venn diagram showing the number of AID off-target regions that overlapped with total non-Ig SEs (448) and with non-Ig SEs overlapping with Gene Bodies (376). (B) H3K27Ac signals of AID off-target-associated SEs (orange) and the other SEs (cyan) are plotted. AID off-target associated SEs had a stronger H3K27Ac signal (Mann-Whitney U-test, p value =0.004). Representative AID off-targets are shown based on the SE location indicated in the diagram at the top of each panel. (C) Many AID targets locate downstream of TSSs where SEs and genes overlap. CD83 is shown as an example. (D) For some relatively small genes located within a larger SE, nearly the whole gene body is an AID off-target, as shown for Pim1. (E) SEs inside of very long genes, like Pvt1 also provide focal AID off-targets. HTGTS, GRO-Seq and H3K27Ac/SE data is illustrated for each panel as described in Figure 2A. The relatively high HTGTS background in Pvt1 results from long resections downstream of the HTGTS bait DSB in c-myc.
Figure 5.5: Convergently Transcribed Intragenic SEs are Preferred AID off-targets. (A) Upper and Lower: Each SE associated with an AID off-target region and its overlapping gene body were divided into intergenic SEs, intragenic SEs, and non-overlapping gene regions as described in the text and outlined at the top of the Panels. For all AID off-targets, the number of translocation junctions per kb in each of the 3 regions (upper panel) and convergent transcription levels of each region (lower panel) are plotted. (B) Upper and Lower: Each SE that was not associated with an AID off-target region and its overlapping gene body were divided into regions as described for panel C and translocation junction numbers per kb (upper panel) and convergent transcription levels (lower panel) plotted for each region. A Mann-Whitney U-test was performed to compare two classifications of SEs for convergent transcription.
Figure 5.5 (Continued)

ratios within each of the 3 regions; the only significant difference found was that the AID-off-target intragenic SEs has a significantly higher convergent transcription ratio than non- AID off-target intragenic SEs (p value =1.1e-7). (C) All intragenic SEs were grouped into deciles based on the ConvT levels. The fraction of AID off-targets in each decile is indicated by grey bar. (D) Intragenic SEs in the top 2 deciles are divided into those associated with AID off-targets (60%) and those that are not (40%). Length of ConvT regions was plotted and found to be significantly longer in the AID off-target associated intragenic SEs (Mann-Whitney U-test, p value =0.01).
Finally, to further address why some SEs are AID targets and others are not, we grouped all intragenic SEs into deciles based on low to high convergent transcription (Figure 5.5C). We then calculated the percentage of the 228 unique AID off-targets revealed by HTGTS (this study) and RPA-ChIP (Qian et al; personal communication) in CSR-activated B cells in each decile. Strikingly, 60% of all SEs within the top 2 deciles (highest convergent transcription) were sites of clustered AID off-target DSBs and translocations. Analysis for SEs in these top two deciles that were AID off-targets versus those that were not did not reveal any obvious sequence differences (e.g. GC content or WRCH and AGCT motifs density). However, ConvT regions associated with SEs in the top two deciles that were AID off-targets were significantly longer than those that were not (Figure 5.5D). These studies strongly provide strong evidence that ConvT from intergeneic SEs generates a major class of focal AID off-target regions.

Prior studies of a selected set of AID off-targets divided them into three groups in GC B cells based on mutation frequency in Ung/Msh2 double deficient B cells versus AID-deficient B cells, including 15 Group A genes that had high levels of mutation, 21 group B genes that had substantially lower levels, and 47 group C genes that were infrequently mutated. Our GRO-Seq analyses of GC B cells revealed that nearly 70% of the highly mutated Group A gene off-target regions, including Pim1, Ebf1, CD83 and Ocab, overlapped with ConvT regions (Figure 5.6A, C) that were well above simulated background levels expected for the most highly transcribed genes (Supplementary Figure C.5A). In contrast, regions reported to have low level mutation frequency (Group B and C genes) showed low correlations with convergent transcription (33% and 32%, respectively; Figure. 5.6A) that were not above simulated background concurrency. Finally, of the five Group A genes that did not associate directly with convergent transcription, SHMs in four occurred quite proximal to ConvT regions (Supplementary Figure C.5C). We identified the SEs by using H3K27Ac ChIP-Seq in GC B cells, and that some were shared between GC and CSR-activated B cells while many others were distinct, consistent with overlapping but distinct GRO-Seq profiles. Of the highly mutated Group A gene regions, nearly half associated with SEs (Figure 5.6B), and all were associated with H3K27Ac peaks (Figure 5.6C). For Group B and C gene regions, concurrences with SE were 20% and 2%, respectively. Thus, under physiological conditions in the GC, AID also tends to target the convergently transcribed intragenic SEs or, occasionally, typical enhancers.
Figure 5.6: Transcription of AID off-targets in GC B Cells. Regions of genes containing SHMs in Ung/Msh2 double deficient GC B cells were analyzed for convergent transcription as determined by GRO-Seq and outlined in Figure 3. GC AID off-target Group A, B and C genes include gene regions with high, intermediate, and low frequencies of AID-dependent mutations, respectively. (A): Concurrency of Group A, B and C gene ConvT regions in GC B cells. (B): Venn diagram showing the number of Group A gene regions that overlapped with SEs and ConvT. (C): Examples of Group A gene regions are shown. Approximately 2-3 kb regions around the TSSs of the indicated genes are shown. The "SHM" diagram at the top of each sub-panel indicates regions of these genes included in the prior SHM analyses with a black bar. GRO-Seq profile, ConvT, H3K27Ac ChIP-Seq profile, and SEs are shown as in Figure 2A.
Ectopic manipulation of endogenous SEs and ConvT regions to assess affects on AID targeting would be problematic since these regions are the actual AID targets. As an alternative approach, we performed GRO-Seq on mouse embryonic fibroblasts (MEFs) in which ectopic AID expression revealed a set of 29 AID off-target sequences, most of which were novel (Wang et al., unpublished). Remarkably, we found that the great majority of these clustered MEF translocations occurred in ConvT regions (Figure 5.7A) that also were mostly also associated with SEs (Qian et al., unpublished data). We also tested the generality of our ConvT findings with respect to AID off-target events observed during SHM in the human Ramos Burkitt's lymphoma cell line. Strikingly, the majority of fifty-four AID off-targets identified in this line were associated with SEs (Qian et al., unpublished data) and we found that most were clustered in regions of strong ConvT (Figure 5.7B). As discussed below, we have also extended our finding to human B cell lymphoma translocations.
Figure 5.7: Model of AID Targeting at Off-targets. (A) Venn diagram showing the number of AID off-target regions that overlapped with SEs and ConvT in MEFs with ectopic AID overexpression. (B) Venn diagram showing number of AID off-target regions that overlapped with SEs and ConvT in Ramos Human Burkitt’s lymphoma cell line. (C) Model of AID "off-targeting". Left: At AID off-targets, SEs overlap with gene bodies and this combination generates regions of sense/antisense convergent transcription due to sense gene transcription encountering the enhancer antisense transcription. Right: Stalled RNA polymerase with the help of Spt5 recruits AID and generates regions of ssDNA. RNA Exosome or other RNases degrade the aborted sense and antisense transcripts, and works together with RPA to help AID access to the ssDNA substrates. Some aspects adapted from Basu et al., 2011; See Discussion for other details. See also Figure S6 and Table S4.
Discussion

We report that most AID off-target DSBs and translocations in αCD40 plus IL4 CSR-activated B cells occur in and around ConvT regions within genes (Figure 5.3). Furthermore, most of these AID off-target sites in CSR-activated B cells occurred within portions of genes that overlapped with enhancers, the vast majority of which were SEs (Figure 5.4; Casellas et al., unpublished data). Together, these findings implicate a role for SEs within genes in generating robust ConvT and, thereby, in creating susceptibility to AID off-target activity. Notably, we also found that the majority of the regions with highest levels of off-target AID activity in GC B cells or in human Ramos cells undergoing SHM are in focal areas of target genes that contain SEs and undergo robust ConvT. Even in a non-lymphoid cells (MEFs) in which AID was ectopically expressed, we found that the great majority of 29 AID dependent translocation clusters occurred in regions that underwent robust ConvT, confirming our findings for a totally different set of genes in a different cell type. Together, these findings strongly support a mechanistic link between AID off-target sequences and S/AS convergent transcription.

RNA polymerase II (Pol II) transcriptional pausing or stalling contributes to directing AID to Ig gene SHM and CSR targets via a process thought to involve AID association with the Spt5 transcription cofactor. Ig gene V(D)J exons and S regions likely evolved specific features to promote AID targeting. As AID off-target genes lack consistent sequence features of Ig gene AID targets, the question of how they attract AID has been long-standing. Our current findings implicate a mechanism that answers this question for the majority of AID off-targets (Figure 5.7C). Thus, most robust AID off-target DSBs, SHMs and translocations occur within intragenic SEs, where we find ConvT that includes sense gene transcription and antisense transcription emanating from the SEs. In such AID off-target regions, antisense eRNA transcription generally occurs at lower levels than sense transcription (Figures 5.2 and 5.4). Thus, most genic sense transcription likely proceeds unimpaired to generate full length mRNAs with only a small fraction encountering antisense transcription, consistent with ability of cells to generate products of these gene. Prior yeast studies showed that, within convergently transcribed sequences, Pol II elongation complexes proceeding in opposite directions cannot bypass each other, and that consequential Pol II collisions lead to stalling or stopping. We propose that such Pol II stalling due to
convergent transcription leads to AID recruitment and further downstream events similar to those implicated in specialized Ig targets (Figure 5.7C)\textsuperscript{14,17}. Beyond AID recruitment, convergent transcription could also generate ssDNA substrates for AID. Thus, following Pol II collisions, RNA exosome or other RNase activities could remove nascent transcripts to provide local ssDNA targets (Figure 5.7C).

AID activity generally occurs at much higher levels on specialized Ig gene targets than on off-targets\textsuperscript{10,21,22,26}. Whether or not the ConvT mechanism we propose for off-targets can be applied to on-targets remains to be determined. In CSR-activated B cells, we observed ConvT within the very 5′ S\textsubscript{γ} region (Supplementary Figure C.1H). However, the transcription profile of core S regions cannot be obtained due to poor mappability of repetitive S regions. Clearly, S regions evolved specialized structural features that facilitate AID recruitment and access to the ssDNA substrates\textsuperscript{7}. However, mechanisms by which AID specifically targets Ig variable region exons for SHM in GCs may be a more relevant. In this regard, a long- standing paradox involves that fact that SHM of variable region exons occurs only in GC B cells and not in CSR-activated B cells, even though the variable region exons are transcribed in both\textsuperscript{10}. Our preliminary analyses reveal potentially higher relative levels of antisense to sense transcription on the downstream edge of the KI V(D)J (VB1-8) exon in GC versus naive or CSR activated B cells (Supplementary Figure C.1H). However, as we cannot map transcription within the main body of the KI VB1-8 due to many highly related unexpressed, upstream V\textsubscript{H}J558 sequences, final testing of this potential mechanism for specific AID targeting of VI(D)J exons will require additional mouse models that eliminate sequence redundancies.

SEs are important for establishment of cell lineage and expression of cell lineage- specific genes\textsuperscript{37,40}. Correspondingly, SEs are associated frequently with genes highly expressed in activated B cells. Many of the 51 genes that we have shown to have SEs that are AID off-targets are B cell-specific genes and a notably high proportion (25%) are known oncogenes. In this regard, many human B cell lymphomas contain translocations or mutations of oncogenes that are initiated by off-target AID activity\textsuperscript{24,25}. Reminiscent of the AID off-targeting pattern in mouse CSR-activated and GC B cells, human B cell oncogene translocation sites that often occur several kb downstream the TSS\textsuperscript{56,57}. Indeed, we have analyzed SEs in human tonsil B cells (enriched in GC B cells) and now found many to be sites of oncogene translocation in human B cell lymphoma, including those in c\text-superscript{-}myc, Pax5, Bcl6, Bcl2, Pim1,
Ocab, Lcp, and Bcl7a, occur in regions where SEs overlap with the gene bodies tonsil B cells (Supplementary Figure C.6C). Thus, beyond contributing to de-regulated oncogene expression\textsuperscript{42}, our findings suggest that SEs may target oncogenes for translocations in B cell lymphoma. Finally, AID has also been implicated in genomic instability and translocations in cells beyond those of the immune system\textsuperscript{56,59}. Our MEF studies suggest ConvT from SEs could play a role in such settings.
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Materials and Methods

B Cell Purification.

Splenic naïve B cells were purified from V_{H}B1-8 heavy chain knock-in mice as described.\textsuperscript{60} Naïve B cells were activated with αCD40 plus IL4 for 60 hours to generate CSR-activated B cells. V_{H}B1-8 knock-in mice were immunized with 5 x 10\textsuperscript{8} sheep red blood cells (SRBCs) for 9 days. Splenic GC B cells were purified as described.\textsuperscript{60}

GRO-Seq and ChIP-Seq.

GRO-Seq\textsuperscript{30} and H3K27Ac ChIP-Seq\textsuperscript{42} were performed as described. Three biological replicates of each mouse B cell type were performed. Two biological replicates of mouse MEF experiments and one biological replicate of Ramos experiments were performed.

AID Off-targets.

HTGTS was performed with αCD40 plus IL4 or RP105 activated ATM deficient CSR-activated B cells as described (Hu et al., 2014) and also with a new HTGTS method.\textsuperscript{49} AID off-target coordinates were retrieved via a new HTGTS pipeline\textsuperscript{49}.

Data Analysis.

GRO-Seq and ChIP-Seq data sets were aligned using Bowtie\textsuperscript{61} to mouse genome build mm9/NCBI37 or human genome build hg19/NCBI37. Uniquely mapped, non-redundant sequence reads were retained. We used Homer\textsuperscript{63} to de novo identify transcripts from both strands of the genome in the context of the GRO-Seq data, and considered broad sense/antisense overlap regions (>100bp) as ConvT regions. We used the MACS1.4 software\textsuperscript{62} to identify regions of ChIP-Seq enrichment over background with a P value threshold of 10\textsuperscript{-5}. We used ROSE software to identify SEs\textsuperscript{37}. 
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Chapter 6

Models of Transcriptional Regulatory Circuits in Mammalian Cells


* Denotes equal contribution

At the time of publication, this chapter has been submitted to The Proceedings of the National Academy of Sciences
Introduction

The pathways involved in some complex biological processes, such as those that describe the series of chemical reactions and the accompanying energy flow in metabolism, have been mapped through the efforts of many laboratories over many years and have proven exceptionally valuable for much basic and applied science\textsuperscript{1-5}. The control of gene expression programs is a complex biological process that also involves a series of reactions\textsuperscript{6-11}, but we have limited understanding of the pathways by which key transcription factors (TFs) control the gene expression program of each mammalian cell. These gene control pathways are important to decipher because they have the potential to define cell identity, enhance cellular reprogramming for regenerative medicine and improve our understanding of transcriptional dysregulation in disease.

There is considerable evidence that the control of cell-type specific gene expression programs in mammals is dominated by a small number of the many hundreds of TFs that are expressed in each cell type\textsuperscript{12-16}. These master, or core, TFs are generally expressed in a cell-type specific or lineage-specific manner and have a powerful ability to reprogram cells from one cell type to another. In embryonic stem cells (ESCs), where transcriptional control has been most extensively studied, the master TFs Oct4/Pou5f1, Sox2 and Nanog have been shown to be essential for establishment or maintenance of embryonic stem cell identity and are among the factors capable of reprogramming most any cell into ESC-like induced pluripotent stem cells (iPSCs)\textsuperscript{17-20}. These core TFs bind to their own genes and those of the other core TFs, forming an interconnected autoregulatory loop (Figure 6.1A)\textsuperscript{21}, a property that is shared by the core TFs of other cell types\textsuperscript{22-24}. The core TFs and the interconnected autoregulatory loop they form have been termed “core regulatory circuitry” (CRC)\textsuperscript{21-24}. Because the ESC core TFs also bind to a large portion of the cell-type specific genes expressed in these cells, we can posit that regulatory information flows from the CRC to this key portion of the cell’s gene expression program, thus forming a map of information flow from CRC to cell-type specific genes\textsuperscript{20}.

With limited knowledge of core TFs in most cell types, efforts to map the control of gene expression programs have thus far been dominated by efforts to integrate global information regarding gene-gene, protein-protein, gene-protein and regulatory element interactions nested in these networks (Figure 6.1B)\textsuperscript{25-37}. These global studies have provided foundational resources and important insights into
basic principles governing transcriptional regulatory networks, including the presence of recurring motifs of regulatory interactions\textsuperscript{38-40} and of gene modules that participate in common biological processes\textsuperscript{41-44}. However, these global network maps do not generally capture the notion that key control information flows from a small number of core TFs. Recent studies have revealed that core TFs bind clusters of enhancers called super-enhancers and that the super-enhancer associated genes include those encoding the core TFs themselves\textsuperscript{45-46}. The ability to identify super-enhancer associated TF genes, and thus candidate core TFs, should permit modeling of CRCs for all the human cell types for which super-enhancer data is available.

Here we describe a method to reconstruct cell-type specific CRCs based on the two properties of core TFs identified in ESCs and several other cell types: they are encoded by genes whose expression is driven by super-enhancers and they bind to each other’s super-enhancers in an interconnected autoregulatory loop. We report CRC models for 75 cell and tissue types throughout the human body. These models recapitulate and expand on previously described CRCs for well-studied cell types and provide core circuitry models for a broad range of human cell types that can serve as a first step to further mapping of cell-type specific gene expression control pathways.
Figure. 6.1: Examples of methods commonly used to map transcriptional networks. (A) ESC Core regulatory circuitry model, (B) A summary of approaches used to construct cell regulatory networks and the model systems used for the methodology.

<table>
<thead>
<tr>
<th>Method</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetic perturbation</td>
<td>Yeast</td>
</tr>
<tr>
<td>Chromatin conformation</td>
<td>Human</td>
</tr>
<tr>
<td>Co-expression</td>
<td>Yeast, Fly, Human</td>
</tr>
<tr>
<td>Protein interactions</td>
<td>Human</td>
</tr>
<tr>
<td>ChIP-seq + expression</td>
<td>Human</td>
</tr>
<tr>
<td>DNAse hypersensitivity</td>
<td>Human</td>
</tr>
<tr>
<td>Mass spectrometry</td>
<td>Human</td>
</tr>
<tr>
<td>eQTL</td>
<td>Human</td>
</tr>
</tbody>
</table>
**Results**

To construct maps of core regulatory circuitry (CRC) of human cell types, we used the logic outlined in Figure 2. Detailed studies of the transcriptional control of cell identity in ESCs and a few other cell types have shown that core TFs are 1) encoded by genes associated with super-enhancers (SEs) 2) bind their own SE\(^45\) and 3) form fully interconnected autoregulatory loops with the other core TFs by binding enhancers together with the other core TFs\(^{21-24}\) (Figure 6.2A). Candidate core TFs were predicted for multiple cell and tissue types using these three criteria. SE-assigned TFs were first selected from the set of TFs expressed in each cell type using H3K27ac ChIP-seq data. Those SE-assigned TFs predicted to bind their own SE due to the presence of DNA sequence motifs at the SE were next identified. From these TFs, the subset predicted to also bind the SE of every other TF in the subset were selected as the core regulatory circuitry (Figure 6.2B).

For 75 human cell and tissue types, we first identified the set of genes that were expressed, encoded TFs and associated with SEs. SEs were defined as previously described\(^46\). Briefly, genomic regions with exceptionally high levels of signal density from chromatin immunoprecipitation against the enhancer-associated H3K27Ac histone modification were identified as SEs. These regions commonly comprised clusters of enhancers and these individual enhancers were termed SE constituents. SEs were assigned as regulating the closest expressed gene. Recent chromatin conformation data indicates that SEs indeed loop to the promoter of the closest expressed gene in the wide majority of cases, supporting the use of closest expressed gene as the regulatory target of the SE.
Figure 6.2. A method to build Core Regulatory Circuitry. (A) Graphical description of the method used to create Core Regulatory Circuitry (CRC) models. 1. Identification of SE-associated TFs. 2. Identification of the TFs that are predicted to bind their own SE and considered as autoregulated. 3. CRCs are assembled as the most representative set of fully inter-connected auto-regulated TFs. (B) Cartoon showing 1. TF associated SE constituents defined by H3K27ac ChIP-seq peak signals. 2. TFs having at least 3 DNA binding sequence motif instances in the sum of their SE constituents are considered autoregulated. 3. SEs having at least 3 DNA binding sequence motif instances for each other predicted autoregulated TFs are associated to genes that together form an interconnected autoregulatory loop. (C) Metagenes of H3K27ac and of the average ChIP-seq signal for Oct4/Pou5f1, Sox2 and Nanog in H1 hESCs on SE constituents +5kb. (D) Average percentage of DNA binding motifs that are actually bound by the TFs from ChIP-seq data for Oct4/Pou5f1, Sox2 and Nanog in H1 hESCs, in either SE constituents or sets of random genomic sequences of the same size. (E) Venn diagram showing the average numbers, for 84 samples, of: 1. TFs having motifs that are expressed (445), 2. TFs having motifs, being expressed and that are assigned to an SE (61), 3. TFs having motifs, being expressed and assigned to an SE that are predicted to bind their own SE (39), 4. TFs that are part of the CRC (15).
Previous studies have shown that core TFs bind their own enhancers\textsuperscript{48-50} so the set of SE-assigned TF genes whose products were predicted to bind their own SEs were next identified. Binding was predicted by searching SE constituents for DNA sequence motifs corresponding to the product of the gene assigned to that SE. DNA-binding sequence motifs for 695 TFs were compiled from multiple published sources\textsuperscript{51-55} and SE constituent sequences were scanned for the presence of the TF binding motifs, using the FIMO software package from the MEME suite\textsuperscript{56}. SE constituents, as opposed to full SEs, were used as TF binding distributions peak on the SE constituent sequences defined by H3K27ac ChIP-seq peak signal (Figure 6.2C). Furthermore, the presence of multiple DNA sequence motifs at SE constituents is predictive of the binding of a TF, whereas this is not the case on average across the genome (Figure 6.2D). SE-assigned TF genes that were predicted to bind their own SE were considered autoregulated, as prior evidence in ESCs indicates that such genes do regulate their own expression\textsuperscript{21,49,57-61}.

In ESCs and a few other cell types, the core TFs occupy both the enhancers of their own genes and those of other core TFs, forming an interconnected autoregulatory loop\textsuperscript{21,23,62-63}. From the set of TFs considered autoregulated, we identified those that are predicted to bind the other autoregulated TFs based on the presence of motifs in SE constituents sequences, and assembled candidate interconnected autoregulatory loops. For each cell or tissue type, we selected the loop containing the set of TFs most often represented across the possible loops as the representative model of CRC (Supplementary Figure D.1). On average, across 75 cell types, 15\% of the genes considered expressed and encoding TFs were assigned to an SE, 9\% were predicted to be autoregulated, and 3\% were identified as core TF candidates (Figure 6.2E).

The CRC predicted for human H1 ESCs (Figure 6.3A, left panel) indicates that the approach described here captures the previously described TFs of ESC core regulatory circuitry and suggests that additional TFs contribute to this circuitry. The H1 ESC CRC contains three factors - OCT4/POU5F1, SOX2, and NANOG - that are considered the foundation of the core regulatory circuitry in ESCs\textsuperscript{66-69}. All three factors are essential for the pluripotent state\textsuperscript{70-77}, regulate their own genes and those encoding the other two factors\textsuperscript{21,49,60,78-79}, and can be used to reprogram fibroblasts to an induced pluripotent state\textsuperscript{17-19,80}. 
The results of the algorithm we developed suggest that seven additional TFs contribute to the ESC CRC (Figure 6.3A); most of these factors have previously been implicated in control of stem cell state, and there is ChIP-seq evidence indicating that their super-enhancers are bound by Oct4/Pou5f1, Sox2 and Nanog (Figure 6.3B). FOXO1 and ZIC3 have previously been shown to be essential for the maintenance of pluripotency\textsuperscript{42,81-82}. In hESC, Foxo1 regulates OCT4/POU5F1 and SOX2 expression\textsuperscript{81}. In mESCs, ZIC3 directly activates Nanog expression and can contribute to reprogramming of human fibroblasts into an induced pluripotent state\textsuperscript{82}. NR5A1/SF1 can influence the pluripotent state\textsuperscript{83}. NR5A1 and RARG both bind to regulatory regions of the OCT4/POU5F1 gene and regulate its expression\textsuperscript{84-87}. The other three TFs - MYB, RORA and SOX21 - are best known for their roles in other stem cells. MYB and RORA have roles in establishing or maintaining self-renewing populations of hematopoietic cells\textsuperscript{88-92}, while SOX21 is involved in regulating pluripotency in intestinal stem cells, where its expression is influenced by Sox2\textsuperscript{93}. Thus, there are multiple lines of evidence that support the inclusion of OCT4/POU5F1, SOX2, NANOG, FOXO1, ZIC3, NR5A1, RARG, MYB, RORA and SOX21 in a model of hESC core regulatory circuitry.
Figure 6.3: H1 core and extended circuitry. (A) Left: CRC map for human embryonic stem cells (H1). The role of each TF in ESC pluripotency and self-renewal is listed in Table 1. Right: H1 hESC extended regulatory circuit. Example of SE-assigned genes that are predicted to be bound by each of the TFs in the
Figure 6.3 (continued)

CRC. (B) ChIP-seq data for H3K27ac and Oct4/Pou5f1, Sox2 and Nanog showing binding of each TF to each of the SE of H1 CRC. SE genomic locations are depicted by red lines on top of the tracks. (C) Diagram showing transcriptional regulation of mir371-373 on Sox2 core TF expression and on Dnmt3b expression through regulation of Rbl2. (D) Pie-charts showing the percentages of SE-assigned genes (up) or expressed genes (bottom) whose regulatory sequences are predicted to be bound by increasing fractions of candidate core TFs. P-values were calculated using random sampling on the set of TFs that are expressed in H1. P-values < 1.e-2 and < 1.e-3 are represented by * and ** respectively.
OCT4/POU5F1, SOX2 and NANOG contribute to the formation of SEs at hundreds of active ESC genes that play prominent roles in cell identity, suggesting that a simple extended model of regulatory information can be constructed to include these additional SE-assigned genes downstream of the core TFs (Figure 6.3A, right panel). This model of extended hESC regulatory circuitry contains many genes that are known to play prominent roles in ESC biology. These include the TFs PRDM14, SALL4 and ZNF281, the chromatin regulators DNMT3B, JARID2 and SETDB1 and the miRNA cluster miR-371-373, all of which have established roles in pluripotency, self-renewal or differentiation. We therefore suggest that the ESC gene expression program is controlled by a CRC consisting of ten key TFs that 1) bind the SEs of their own genes and autoregulate their own expression and 2) co-bind the SEs of many other genes important for ESC identity and regulate their expression.

Among the SE-assigned genes, some transcription regulators may create feedforward or feedback loops of regulation with the genes in the extended CRC to modulate the direct effect of core TFs. This could be the case, for example, of miR371-373, which may fine-tune the expression of Sox2 hESC core TF. Indeed, Sox2 is given as a highly probable target of miR371-375 by the TargetScan software. miR371-375 may also up-regulate Dnmt3b DNA methylase through Rbl2 expression inhibition, as does its murine homolog in mESCs (Figure 6.3C).

The regulatory regions of SE-assigned genes are predicted to be co-occupied by most of the candidate core TFs. SE-assigned genes have motifs in their enhancers and promoters predicting the binding of higher fractions of candidate core TFs than the average expressed genes (Figure 6.3D). 68% of the SE-assigned genes are predicted to be bound by each of the core TFs. This is not the case when random sets of expressed TFs are used instead of the set of candidate core TFs (permutation test p-value = 4 e-4), showing that co-occupancy of SE-assigned gene is a feature of candidate core TFs. Experimental evidence shows that Oct4/Pou5f1 contributes to the regulation of at least 30% (proportion test p-value < 2.2 e-16) of these downstream SE-assigned target genes. Thus, in the model of extended ESC regulatory circuitry, the core TFs co-occupy and likely regulate the SEs of a large portion of genes that are key to ESC identity.
Figure 6.4: Core and extended regulatory circuitry maps for multiple cells and tissue types. Core and extended circuitry maps for A) brain (hippocampus middle), B) adipocytes (adipose nuclei), C) heart (left ventricle), and D) pancreas. The number of SE-assigned genes predicted to be co-occupied by the candidate core TFs and 15 examples of those are displayed on the right part of the maps.
A model of CRC and extended regulatory circuitry was predicted for each of 75 human cell and tissue types (Figure 6.4). The predicted CRCs contain key transcriptional regulators of cell identity that have been previously identified (Supplementary Figure D.2). This includes, for example, TBX5 in the heart CRC (left ventricle)\textsuperscript{97}, PDX1 in the pancreas CRC\textsuperscript{98}, and SOX2 in the brain CRC\textsuperscript{99} (hippocampus middle). ChIP-seq data for TFs in the CRCs are available for 3 cell types and support the predicted binding interactions (Supplementary Figure D.3). This indicates that the CRC models capture much existing knowledge of TFs that play key roles in control of cell identity across cell and tissue types.

The candidate core TFs identified across a wide range of cell types are cell-type-specific or lineage-specific. Analysis of the TF composition of the CRCs across samples shows that the majority (2/3) of the core TFs are cell-type specific, but a substantial fraction are expressed in multiple cell types, typically within a lineage (Supplementary Figure D.4). This feature of shared core TFs in lineages is evident in hierarchical clustering of candidate core TFs (Figure 6.5A).

Models for extended regulatory circuitry were generated for 75 cell and tissue types using the same process described above for the hESC extended regulatory circuitry (Figure 6.4). The features of these extended circuitries are consistent with those observed for hESCs. On average, across samples, 73\% of the SE-assigned genes are predicted to be co-occupied by each of the core TFs (Figure 6.5B) and these SE-assigned genes play prominent roles in specific cell identities. The CRC and extended regulatory circuitry models provide the foundation for further study of the transcriptional regulation of human cell identity.
Figure. 6.5: Properties of CRCs of multiple human cell and tissue types. (A) CRCs cluster according to cell type similarities. Hierarchical clustering of candidate core TFs for 80 human samples. The matrix of correlation based on Pearson coefficients identifies specific clusters for Hematopoietic Stem Cells (HSC), blood cancer cells, blood cells, epithelial normal and cancer cells, cardio-pulmonary system cells, upper gastro-intestinal system and brain cells. Correlation values range from -1 to 1 and are colored from blue to red according to the color scale. (B) Pie-charts showing the average percentages, on 84 samples, of SE-associated genes (up) or of all expressed genes (bottom), whose regulatory sequences are predicted to be co-occupied by more than half or by each of the TFs in the CRC. P-values were calculated using random sampling on the set of TFs expressed in each cell or tissue type. P-values < 1.e-2 and < 1.e-3 are represented by * and ** respectively.
Discussion

We describe here the first maps of core regulatory circuitry of cell identity for 75 human cell types and tissues. Identifying the small number of TFs responsible for establishment and maintenance of cell identity is critical to decipher the transcriptional pathways that have the potential to define cell identity in the hundreds of cell types of the human body. The CRCs we predict include known master TFs and reprogramming TFs that have been previously identified in a few cell types through extensive genetic studies. In particular, the CRC predicted for hESCs recapitulates and expands on the previous model of hESC CRC, and may be critical towards realizing their therapeutic potential. Most importantly, these models predict novel putative regulators of cell identity in many cell types for which no core factors have yet been characterized.

Key target genes of the CRC were identified in a first step towards understanding how the information flows from the core TFs to all expressed genes. Across all cell and tissue types, the candidate core TFs were predicted to preferentially co-occupy the regulatory sequences of SE-assigned genes, compared to the ones of the average expressed genes. As SE-assigned genes are typically key for cell identity\textsuperscript{45,46,100-101}, this shows that the concerted action of candidate core TFs may be preferentially targeted to those key cell identity genes. A small number of core TFs organized into an interconnected autoregulatory loop, and able to bind most of the key cell identity genes, thus appears to be a common theme for the regulation of cell-type-specific gene expression programs. This topology of interactions may provide regulatory mechanisms by which cell identity can be robustly maintained, while allowing cells to respond to developmental cues. This led us to envision a model whereby the core TFs promote hallmarks of cell identities through 1) co-binding the SEs of their own genes and regulating their own expression, and 2) co-binding of the SEs of many other genes important for cell identity and regulating their expression. The maps of CRC were thus extended to include the SE-assigned target genes of the CRC. Those maps of extended regulatory circuitry are founding models for the description of more comprehensive networks. These may include more complex feed-forward and feedback loops of regulation and their relationship to signaling pathways.

The circuitry maps for many cell types, along with the possibility of predicting the circuitry of any cells for which SE data can be generated, should provide guidance for reprogramming studies.
Identification of CRC in ESCs has largely contributed to the success of reprogramming of differentiated cells into undifferentiated cells. Better knowledge of the core TFs of more differentiated cells will help with reprogramming differentiated cells into other cell types, which has high potential for clinical applications. Hierarchical clustering of candidate core TFs shows that CRCs of cell-types from the same lineages share candidate core TFs. This may result from the sequential activation and repression of TFs during the course of differentiation\(^{102}\) and indicates that specific combinations of TFs may be required to control complementary aspects of cell identity. It also suggests that minor changes in core TFs might enable trans-differentiation between similar cell-types in reprogramming experiments.

The circuitry maps may also prove particularly valuable for better understanding transcriptional dysregulation in disease. Previous studies have shown that mutations in the binding sites of a core TF could mediate the formation of a SE involved in regulating the expression of its associated gene\(^{103-104}\). SEs are hotspots of non-coding disease-associated sequence variation\(^{105-106}\) and some of these variants may modify the binding sites for core TFs and lead to such gene expression dysregulation mechanisms. Because of the cell-type specific usage of SEs, these disease-associated variants should have phenotypic consequences in the tissue in which the SEs are functional only, which may help explain the cell-type specificity of diseases. Extended regulatory circuitry maps integrating candidate core TFs and their SE-assigned target genes for many human cell-types, may thus help better understand disease-associated genetic variation function and the transcriptional pathways that lead to pathologies.

**Methods**

**ChIP-seq data**

H3K27ac ChIP-seq sequence reads were either downloaded from GEO or generously shared by the NIH Roadmap Epigenome project and were aligned to the hg19 version of the human genome using Bowtie 0.12.9 with parameters –k1 –m1 --best.

**Identification of H3K27ac ChIP-seq peaks and super-enhancers**

**CRC Mapper**

SEs identified with ROSE are assigned to the closest expressed transcript, considering the distance of the transcription start site (TSS) to the center of the SE. H3K27ac read density at TSS+1kb is
used to rank the transcripts in each sample and the top 2/3 genes ranked by the highest value of any of their transcripts define a threshold value of read densities to select for expressed genes. The ratio of top 2/3 genes was determined as the ratio that allows recovering the highest percentage of expressed genes, minimizing false negatives, based on comparisons with micro-array and RNA-seq data in ESC (data not shown). This ratio of expressed genes is consistent with the ratio of genes considered expressed across cell types. Transcripts that have a signal at their promoter above this threshold were selected for subsequent analysis.

SE-associated transcription factors (TF) are then selected from the lists of SE-associated genes using a list of 1253 TFs consisting in the intersection of AnimalTFDB and TcoF lists of TFs minus CTCF, GTF2I and GTF2IRD1 that are usually not considered as TFs.

Motif analysis

For each TF encoded by a gene assigned to a SE, we identified whether sequence-specific binding motif information has been predicted for these proteins. We compiled a database of DNA sequence motifs for 695 TFs – about 60% of known TFs in vertebrates - from multiple sources. The database of motifs used is composed of the TRANSFAC database of motifs and the vertebrate motifs from the MEME database (January 23rd 2014 update): JASPAR CORE 2014 vertebrates, Jolma 2013, Homeodomains, mouse UniPROBE, mouse and human ETS factors. For TFs with previously identified sequence-specific binding motifs, the motif linked to the TF was searched for in the SE sequences assigned to the gene encoding that TF. For the motif search, the search space in SEs was restricted to SE constituents, as these are the regions that capture most of the TF binding in SEs. SE constituent DNA sequences from all the identified SEs in a given sample were extracted and extended on each side (500 bp by default) to allow for TF binding motif identification using FIMO (Find Individual Motif Occurrences) from the MEME (Multiple Em for Motif Elicitation) suite with p-value threshold of 1e-4, specific background, and our compiled library of motifs.

Identification of fully interconnected auto-regulatory loops

The SE constituents that have motifs for their associated TF are then identified from the FIMO output. From this list of genes, the TFs that have at least 3 DNA sequence motif instances for their own protein products in the sum of their assigned SE constituents are defined as autoregulated TFs. All
possible fully interconnected autoregulatory loops are then identified using an algorithm based on the recursive identification of all possible cliques from a graph. When multiple possibilities of fully interconnected autoregulatory loops were identified for a sample, their composition in TFs highly overlapped between the loop possibilities, there were not multiple independent fully interconnected autoregulatory loops. In those cases, in order to select a representative CRC, we selected the most representative fully interconnected autoregulatory loop as the one containing the TFs that appeared the most often across all possible loops. For each TF in the cliques, its number of occurrences across all possible fully interconnected autoregulatory loops was calculated. The loops were ranked based on the sum of the scores of each TF in the loop, divided by the number TFs in the loop. The best ranked loop was selected as the CRC.

Metagenes

 Genome-wide meta-representations of ChIP-seq density were created by mapping aligned reads to SE constituents +- 5kb. Each SE constituent and flanking region was split into equally sized bins and the average ChIP-seq density in each bin was calculated.

Transcription factor binding to motif in SE constituents

H1 human embryonic stem cells Oct4/Pou5f1, Sox2 and Nanog ChIP-seq data were used to quantify the binding of TFs to their cognate motifs +-1kb in SE constituents extended 500 bp on each side or on the same number of random genomic regions of the same size. We quantified the number of sequences containing motifs that overlapped with the ChIP-seq peaks identified by MACS ran with parameter -p 1e-9 keep-dup=auto -w -S -space=50. The true positive rates of TF binding was calculated by dividing the number of motif containing sequences that were bound by the TF from the ChIP-seq data analysis, over the total number of motif containing sequences.

ChIP-seq tracks

H1 hESC ChIP-seq data for Oct4/Pou5f1, Sox2 and Nanog were downloaded from GEO and processed similarly to H3K27ac ChIP-seq data. Chip-seq data for Creb1, Ebf1, Elf1, Ets1, Ikzf1, Pax5 and Pou2f2 in GM12878 lymphoblastoid B cells; for Tcf7L2 in HCT-116 colon cancer cell line; and for Esr1 in T-47D breast cancer cell line; were downloaded from ENCODE and processed similarly to H3K27ac ChIP-seq data.
CRC target gene analysis

For the CRC target gene analysis two groups of target genes were considered: expressed genes and SE-assigned genes. Expressed genes correspond to the top 2/3 genes ranked based on H3K27ac signal at their TSS+-1kb. SE-assigned genes were identified from the list of expressed genes as described above. In each group, genes that have motifs instances predicting the binding of a defined number of candidate core TFs in the sum of their enhancer + promoters sequences were quantified. TSS+-1kb and associated super or typical enhancer constituents extended 500bp on each side were used for the motif search when all expressed genes were considered, and SE constituents extended 500bp on each side + corresponding TSS+-1kb sequence of the SE-assigned gene were used for the motif search when SE assigned genes were considered. The same analysis was done with random sampling selection of the same number of expressed TFs that have motifs in our database to calculate p-values of significance. In H1 hESC, 888 TFs of the list of 1253 vertebrate TFs (71%) are expressed in H1 and 389 of these 888 (44%) have motifs in our database.

Lineage clustering

Hierarchical clustering on candidate core TFs was done in R. A matrix of distances was calculated based on Pearson correlations between the candidate core TF lists and plotted using the R image function. For a better robustness of the clustering, only the 80 samples that had more than 7 TFs in their CRC were used for this analysis.
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Medulloblastoma regulatory circuitries reveal subgroup-specific cellular origins
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Introduction

Medulloblastoma is a highly malignant paediatric brain tumour consisting of four biologically and clinically distinct molecular subgroups\(^1,2\). Transcriptional diversity underlying WNT, SHH, Group 3, and Group 4 subgroup medulloblastoma is partially explained through activation of discriminatory signaling pathways, including the Wingless/WNT and Sonic hedgehog/SHH developmental cascades inherent to WNT and SHH medulloblastomas, respectively. Recurrent, somatically altered driver genes such as \textit{MYC} (Group 3), \textit{KDM6A} (Group 4), the recently implicated \textit{GFI1/GFI1B} (Group 3 and Group 4), and others are likewise suspected to be responsible for diversity between medulloblastoma subgroups\(^3\,^5\). Furthermore, distinct cellular origins have been experimentally substantiated for WNT\(^6\) and SHH\(^7\,^9\) tumours, whereas clues into the origins of Group 3 and Group 4 remain elusive. Understanding the molecular, cellular, and biological diversity underpinning medulloblastoma subgroups is of paramount interest to the paediatric neuro-oncology community as current treatment regimens involving invasive surgery, cranio-spinal irradiation, and cytotoxic chemotherapy too often impose serious detrimental consequences on the developing child. Development of more effective therapies with reduced toxicity will necessitate a more complete understanding of medulloblastoma, with the expectation that in the future it will be treated not as a single disease but more aptly as four distinct diseases according to subgroup.

Recent next-generation sequencing (NGS) studies of medulloblastoma have improved our perspective of recurrently mutated genes and pathways, the proportion of cases affected by such alterations, and their respective subgroup distribution\(^3\,^10,\,^11\). The bulk of these efforts have thus far been focused on somatic, DNA-level genomic alterations, especially non-synonymous single nucleotide variants (SNVs), indels, and focal copy-number aberrations. Recurrent targeting of genes involved in chromatin modification has been the most consistent theme to emerge from these studies, strongly suggesting deregulation of the epigenome as a critical step during medulloblastoma pathogenesis. Still this hypothesis has yet to be substantiated and knowledge pertaining to how the medulloblastoma epigenome influences subgroup-specific transcriptional programs remains in its infancy. Recent DNA methylome-based analyses\(^12\) have shed some light in this realm, but mostly without the added information gained from studying histone modifications, especially those that demarcate active regulatory elements such as enhancers that drive transcription.
Enhancers are distal cis-acting regulatory elements that serve as sites of recruitment for transcription factors and the associated chromatin machinery, potentiating transcriptional control of target gene(s)\textsuperscript{13}. Massive catalogues of genome-wide enhancers have been inferred and published by large consortia such as ENCODE\textsuperscript{14,15} and Roadmap\textsuperscript{16}, dramatically advancing our understanding of enhancer-gene regulation across a comprehensive spectrum of cell lines and tissues from different species. However, since enhancers exhibit extensive diversity between cell types, such enhancer ‘encyclopaedias’ may have context-specific utility and share limited overlap with regulatory elements specific to cell types and entities that are currently underrepresented in these large consortia-based studies. Herein, we used histone ChIP-sequencing to describe the enhancer landscape of medulloblastoma across a series of 28 primary tumour tissue specimens and 3 additional cell lines representative of the molecular subgroups. Our approach to studying enhancers genome-wide in a large set of primary tissue samples led to the identification of a wealth of previously unknown regulatory elements, including a large proportion that are medulloblastoma subgroup-specific. Moreover, our data provide novel insight into potential targetable oncogenic pathways and medulloblastoma cellular origins, especially for the poorly characterized Group 3 and Group 4 subgroups.

Results

Large-scale efforts aimed at systemically annotating active regulatory elements genome-wide (e.g. through DNase I hypersensitivity, H3K27ac and BRD4 ChIP-seq) have recently been published by large consortia\textsuperscript{14,16}. Although incredibly comprehensive in scope, these studies have primarily utilized high passage cancer cell lines, immortalized non-neoplastic cell lines, or bulk normal human tissues for cataloguing active enhancers. Medulloblastoma has been severely under-represented in such reports, with only a single long-term culture cell line (D721; first reported in 1997) included amongst 125 cell types initially studied by ENCODE\textsuperscript{15}.
Figure 7.1: The enhancer landscape of primary medulloblastoma. (a) Experimental workflow for studying enhancers and super-enhancers in primary medulloblastomas. (b) H3K27ac ChIP-seq data showing a highly active enhancer at the OTX2 locus across all 28 primary medulloblastoma samples from our series. (c) Scatter plot comparing the enrichment (log2) of H3K27ac signal versus BRD4 signal at medulloblastoma enhancers (n=78,516) as determined by ChIP-seq. (d) Scatter plot comparing the enrichment (log2) of H3K27ac signal versus DNA methylation at medulloblastoma enhancers (n=78,516) as determined by ChIP-seq and WGBS, respectively. (e) RNA-seq data showing Group 3-specific enhancer RNA (eRNA) expression (lower left) overlapping a Group 3-specific MYC enhancer (upper left) in a subset of Group 3 and Group 4 medulloblastomas. MYC gene expression (RPKM) is also shown for the same subset of cases (lower right). (f) Venn diagram showing the overlap of medulloblastoma enhancers with those reported by ENCODE and Roadmap.
Cancer cell lines often exhibit drastic genomic and transcriptional divergence from their corresponding primary tumour tissues. This is exemplified in Non-Hodgkin’s lymphoma where there were stronger epigenomic similarities between primary tumour samples and normal tissues than between tumours and cell lines\textsuperscript{17}. Given the apparent limitations of using cell lines to faithfully study the tumour epigenome, and the recognized subgroup-dependent heterogeneity of medulloblastoma, we collected a series of 28 treatment-naïve, fresh-frozen medulloblastoma tumour specimens for studying the active enhancer landscape by H3K27ac ChIP-Seq (Figure 7.1a,b). The cohort was selected to be inclusive of all four medulloblastoma subgroups (WNT, $n=3$, SHH, $n=5$, Group 3, $n=9$, Group 4, $n=11$). Three additional Group 3 cell lines (MED8A, D425, and HD-MB03) were also included in our experimental workflow. Parallel ChIP-Seq was performed for \textit{Bromodomain Containing 4} (BRD4), a chromatin reader and transcriptional coactivator required for enhancer activity\textsuperscript{18,19}, in 27/31 cases (Figure 7.1c). Enrichment of H3K27ac and BRD4 ChIP-Seq signals was highly correlated (Pearson correlation, $r=0.949$) at putative enhancer loci, suggesting that the regions we have inferred are indeed active enhancers (Figure 7.1c)\textsuperscript{18,19}. In contrast, regions enriched for H3K27ac were strongly anti-correlated with DNA methylation (Pearson correlation, $r=-0.577$; Figure7.1d). Finally, analysing strand-specific RNA-Seq data generated from the same tumour samples subjected to ChIP-Seq, we observed notable short, unspliced, bidirectional RNA transcripts overlapping active enhancers (Figure 7.1e), in accordance with recently described enhancer RNAs (eRNAs) associated with active enhancers\textsuperscript{20}. Using MACS\textsuperscript{21} to identify significantly enriched H3K27ac peaks, we inferred 78,516 medulloblastoma enhancers, which mainly (~80%) covered introns and intergenic regions. Comparison of predicted medulloblastoma enhancers with those reported using analogous methods by ENCODE and Roadmap revealed 19,850 novel regions, indicative of potentially cerebellar cell type- or medulloblastoma-specific enhancers in our dataset (Figure 7.1f, g). Importantly, primary medulloblastoma enhancer landscapes exhibited poor overlap and correlation with those generated from medulloblastoma cell lines, further emphasizing the importance of profiling regulatory elements in primary tumours.
Figure 7.2: Differentially regulated enhancers and enhancer-gene assignments in medulloblastoma subgroups. (a) ANOVA classification of medulloblastoma enhancers displayed as a pie chart. (b) Pie chart showing the distribution of differentially regulated enhancers among medulloblastoma enhancer classes. (c) K-means clustering of differentially regulated medulloblastoma enhancers (n=20,406). (d) Bar plot showing the proportion of enhancer-gene assignments to N enhancers. (e) Bar plot displaying the proportion of enhancer-gene assignments to N genes. (f) Bar plot summarizing the proportion of enhancer-gene assignments to N subgroups. (g) WNT (E2) and SHH (E3) subgroup-specific enhancers inferred to regulate ALK. (h,i) Scatter plots correlating sample-matched gene expression (RPKM, x-axis) of ALK with H3K27ac enrichment (log2; y-axis) for the WNT-specific (E2) and SHH-specific (E3) enhancers shown in (g).
Since medulloblastoma subgroups were first described based on their transcriptional diversity\textsuperscript{22}, we sought to explore subgroup-specific enhancers potentially driving inter-subgroup heterogeneity in anticipation of gaining insight into the regulatory landscape responsible for subgroup identity. ANOVA was used to identify sets of enhancers differing according to known molecular subgroup, revealing 20,406 differentially regulated enhancers (26\% of all inferred medulloblastoma enhancers; Figure 7.2a, b). The remaining 74\% (n=58,110) displayed activity across all groups suggesting a general role in medulloblastoma or cerebellar identity (Figure 7.2a). K-means clustering of differentially regulated enhancers delineated six distinct medulloblastoma enhancer classes, including one for each subgroup (i.e. WNT, SHH, Group 3 and Group 4) as well as WNT-SHH and Group 3-Group 4 shared classes (Figure 2b, c). Group 3 and Group 4 subgroups are known to exhibit some degree of transcriptional similarity\textsuperscript{23-25}, consistent with the enhancer clustering results. In contrast, WNT and SHH subgroups tend to be mostly dissimilar from a transcriptional perspective, and thus the WNT-SHH set of shared enhancers identified here is unexpected but intriguing.

We next sought to assign enhancer elements to target genes, a process typically hindered by the fact that enhancers may regulate multiple genes, and that a majority of enhancer/promoter interactions occur at distances > 50kb\textsuperscript{26}. To overcome challenges in enhancer/gene assignment, we leveraged sample-matched RNA-Seq gene expression data to identify enhancer/gene pairs contained in the same topologically associated domain (TAD\textsuperscript{27}) that exhibit strong positive correlations between enhancer H3K27ac levels and mRNA expression (\( \rho > 0.6 \) and FDR <0.05). This approach assigned 8,775 enhancers (including 43\% of all medulloblastoma differential enhancers) to at least one protein-coding target gene. The majority (44\%) of inferred target genes were assigned to a single enhancer, but in many cases, several enhancers were predicted to converge on the regulation of a single gene (Figure 7.2d). Likewise, 73\% of enhancers were assigned to only a single gene target and rarely was a given enhancer assigned to more than two candidate genes (Figure 7.2e). Compelling subgroup-related diversity with respect to inferred enhancer-target gene regulation was prevalent in our dataset (Figure 7.2f-i), with numerous genes exhibiting convergent regulation by distinct subgroup specific differential enhancer loci. For example, we identified alternative subgroup-specific enhancers predicted to regulate known oncogenes, including WNT-specific and SHH-specific enhancers inferred to target ALK, and WNT-specific
and Group 3-specific enhancers inferred to target MYC (Figure 7.2g-i). These data provide a rational, computationally robust approach for assigning medulloblastoma enhancers to their potential targets and underscore the apparent complexity inherent to enhancer-gene regulation across medulloblastoma subgroups.

Group 3 and Group 4 medulloblastoma remain the least well understood subgroups of the disease, despite collectively accounting for ~60% of all diagnoses. Group 3 patients have a dismal prognosis, are frequently metastatic, and are restricted to infancy/childhood, whereas survival rates for Group 4 can be quite heterogeneous and diagnoses occur across all age groups. Molecularly, Group 3 and Group 4 are only crudely defined, with aberrant MYC amplification and over-expression characteristic of Group 3 but not Group 4, a signature feature discriminating these subgroups. In contrast to WNT patients (who almost universally survive current treatment regimens), and SHH patients (who represent rational candidates for SHH pathway inhibitors such as SMO inhibitors), novel treatment options remain scarce for Group 3 and Group 4 patients.

We hypothesized that enhancer-driven functional pathways distinguishing Group 3 from Group 4 medulloblastoma might better characterize the more aggressive nature of tumorigenesis in Group 3 and potentially provide novel therapeutic insights. We first validated that Group 3 or Group 4 differential enhancer target genes showed reciprocal patterns of H3K27ac enrichment. We ranked the top 1,000 enhancers (by H3K27ac signal) in either Group 3 or Group 4 by fold change in acetylation and found a strong leading edge enrichment of Group 3 and Group 4 specific target genes (Figure 7.3a). Functional pathway analysis performed on Group 3 and Group 4 enhancer-gene target assignments identified prominent neuronal gene sets enriched in both subgroups (Figure 7.3b, c), consistent with published transcriptional studies and validating the computational approach implemented to assign enhancers to target genes. Neuronal development driven by transcriptional regulators dominated the Group 4 functional annotation, whereas Group 3 enhancer target genes prominently included thematic pathways associated with TGFβ signaling (Figure 7.3b,c). Group 3 specific enhancers included the TGFβ family type I and II membrane receptors (ACVR2A and TGFBR1) as target genes (Figure 7.3c), whereas enhancers regulating SMAD5, TGFB1, and TGFB3 showed equivalent acetylation between Group 3 and Group 4. Overall components of the TGFβ signaling pathway showed a strong enrichment for enhancer...
regulation in Group 3 (Figure 7.3d). Notably, we uncovered a ~450kb focal amplification at the ACVR2A locus in one of the Group 3 samples that encompassed both the gene and the upstream enhancer regions. These data, combined with our prior observations that TGFB receptor genes are recurrently amplified at low frequency in Group 3\(^4\), implicate TGFβ signalling as an important oncogenic driver in Group 3 medulloblastoma.

The Group 3-specific presence of large enhancer clusters at TGFβ signalling pathway components prompted a consideration that super-enhancers (SEs), broad spatially co-localized enhancer domains\(^{28-31}\), might play an essential role in establishing subgroup-specific identity. SEs are established by cell state-defining transcription factors and transcription factors at the termini of signalling pathways\(^{29,31}\). In multiple tumour types, SEs have been shown to drive oncogenes, genes required for maintenance of tumour cell identity, and genes associated with cell type-specific functions. As catalogues of these gene categories in medulloblastoma subgroups are poorly understood, we undertook a systematic mapping of SEs across all 28 medulloblastoma samples. SE maps revealed massive (>50kb) SE domains at the cerebellar-specific transcription factors ZIC1 and ZIC4\(^{32,33}\) (Figure 7.4b), and at 70% of a queried set of established medulloblastoma driver/signalling pathway genes, including GLI2, MYC, and OTX2\(^4\).
Figure 7.3: Functional characterization of enhancer-gene targets in medulloblastoma subgroups. (a) Waterfall plot discriminating the top 1,000 Group 3 and Group 4 subgroup-specific enhancers as defined by total H3K27ac signal. The distribution of assigned targets in Group 3, Group 4, and shared Group 3-4 targets are shown below the waterfall. (b,c) Functional annotation of target genes assigned to Group 3 and Group 4 subgroup-specific enhancers based on their significant overlap with gene sets annotated in Gene Ontology (GO Biological Process) and pathway databases (KEGG, Reactome). (d) Convergence of Group 3-specific enhancers on TGFβ pathway genes. Subgroup-specific enhancers are summarized as nodes according to their respective medulloblastoma enhancer class – Group 3, Group 4, and shared Group 3-4 – with edges representing individual enhancer-TGFβ pathway gene assignments.
To map SEs in a subgroup specific manner, we determined and ranked the average H3K27ac occupancy across samples of a subgroup at the union of all enhancer regions identified in samples of that subgroup. Subgroup SEs were identified from this meta H3K27ac signal using previously established methods\(^3\), resulting in ~3,000 distinct SE containing loci with ~600-1,100 SEs identified per subgroup (Figure 7.4a). Compared to typical enhancers, subgroup SEs showed higher occupancy of BRD4 and greater enhancer signal dynamic range between subgroups. Targets of differential enhancers contained within SEs (i.e. SE target genes) included numerous exemplar medulloblastoma signature genes as well as novel candidates including *NKD1/NKD2* (WNT subgroup), *PCNT* (SHH subgroup), *HLX* (Group 3), and *SNCAIP* (Group 4) (Figure 7.4d-f). Medulloblastoma SEs were inferred to regulate known cancer genes, including *ALK* in WNT, *SMO* and *NTRK3* in SHH, *LMO1*, *LMO2*, and *MYC* in Group 3, and *ETV4* and *PAX5* in Group 4, among others. Furthermore, several actionable, SE-regulated genes were revealed in our analysis including several kinases (*NTRK1, SGK1*) and chromatin modifying enzymes (*PNMT, HDAC4*), which have available small molecule inhibitors.

Rank transformation of subgroup SE elements across all samples enabled a systematic identification of SEs displaying either conserved SE activity across samples, or highly subgroup specific patterns of activity (Figure 7.4b-f). Importantly, subgroup-specific SEs were predicted to regulate a large fraction of established medulloblastoma signature genes (32%), suggesting that SEs might play an important role in driving subgroup-specific identity. Consistent with this hypothesis, patterns of SEs across all primary medulloblastoma samples were sufficient to recapitulate transcriptional subgroupings in an unbiased hierarchical clustering using no prior knowledge of subgroup status (Figure 7.4a). As shown with all enhancer elements, SEs from established Group 3 medulloblastoma cell lines clustered with one another, but failed to show similarity to primary samples from any subgroup.

Among subgroup-specific SE target genes, we observed an enrichment of transcription factors (TFs) involved in neuronal development (p-Value ~ 0.0001, Fisher’s exact test; Extended Data Figure 6). XX\% of these SEs are previously uncharacterized suggesting a tissue or cell type-specific role. Overall, subgroup-specific TFs showed similar patterns of expression, enhancer motif enrichment, and strong overlap of target gene pathways. TFs were also enriched in subgroup-specific SE targets as compared to subgroup-specific non-SE targets (p-Value ~ 0.002, Fisher’s exact test), consistent with prior observations.
in other cancers that SEs regulate key TFs required for tumour identity and maintenance\textsuperscript{17,19,29}. Given prior evidence in embryonic stem cells that pluripotency master regulator TFs (OCT4, SOX2, NANOG) are driven by SEs and themselves bind to and establish SEs\textsuperscript{31}, we hypothesized that a \textit{reverse} analysis of SEs in medulloblastoma might enable a \textit{de novo} reconstruction of tumour identity-defining TFs and their associated regulatory circuitry, thereby providing novel insights into medulloblastoma origins.
Figure 7.4: Medulloblastoma super-enhancers define subgroup-specific identity. (a) Unsupervised hierarchical clustering of primary medulloblastomas and cell lines using H3K27ac signal calculated at all SEs identified in each individual sample. (b) Meta tracks of H3K27ac ChIP-seq signal for the conserved ZIC1/ZIC4 SE locus. Expression (mean RPKM) for both ZIC4 (left) and ZIC1 (right) is displayed as bar graphs to the right of each H3K27ac track. (c) Line plot showing the enhancer rank for the conserved ZIC1/ZIC4 SE locus across all samples according to subgroup. (d) Ranked plots of enhancers defined across composite H3K27ac landscapes of WNT, SHH, Group 3, and Group 4 medulloblastomas. Enhancers are ranked by increasing group average H3K27ac signal (rpm). The cut-off discriminating typical enhancers (TEs) from super-enhancers (SEs) is shown as a dashed line. Select genes associated with SEs in each subgroup are highlighted and shaded according to enhancer class specificity. (e) Line plots showing the enhancer rank for candidate SE loci across all samples according to subgroup.
Figure 7.4 (Continued)

Examples of subgroup-specific (WNT=\textit{NKG2}, SHH=\textit{PCNT}, Group 3=\textit{HLX}, Group 4=\textit{SNCAIP}) SEs are shown. (f) Meta tracks of H3K27ac ChIP-Seq signal across medulloblastoma subgroups for the loci described in (e). The y-axis shows ChIP-Seq signal (rpm/bp) for each individual sample (shaded regions) with the average signal across the group shown in a line. The x-axis depicts genomic position with SE boundaries demarcated as rectangles. Bar graphs shown to the right of each H3K27ac track summarize the expression (mean RPKM) of the relevant candidate genes as determined by RNA-seq.
Pursuant to this idea, we proposed a set of criteria for TF inclusion into the core regulatory circuitry of medulloblastoma. Specifically, (1) core regulatory circuitry TFs are SE-regulated and (2) the TFs themselves bind to SEs of one another (Figure 7.5a). For each SE regulated TF, these criteria can be quantified through a measurement of the in and out degree of regulation, whereby the in degree represents the total number of SE regulated TFs that bind to a TF’s SE, and the out degree represents the total number of other TF SEs bound by a given TF (Figure 7.5a). Using these criteria in the poorly characterized Group 4 medulloblastoma, we observe interconnected binding at the SEs of three neuronal TFs, LMX1A, LHX2, and EOMES (Figure 7.5b). Inspection of their respective gene loci revealed large SEs containing clustered binding sites for these factors present only in Group 3 and Group 4 (Figure 7.5b,c). Additionally, Group 4-specific enhancers for LMX1A, LHX2, and EOMES binding sites linked those TFs with Group 4-specific target genes. Extending regulatory circuitry reconstruction across all SE associated TFs in medulloblastoma, we identified regulatory cliques of TFs with similar patterns of in/out degree, strong interconnectivity via motif binding, and higher likelihoods of pairwise protein/protein interaction and motif co-occurrence at enhancers (Figure 7.5d). This reconstruction creates for the first time a candidate core regulatory circuitry in each subgroup, and implicates specific sets of TFs in establishing medulloblastoma subgroup identity (Figure 7.5d).

Cellular origins for WNT and SHH medulloblastomas have been experimentally established using mouse models genetically engineered to aberrantly activate the WNT and SHH signaling pathways, respectively, in distinct cerebellar stem/progenitor cells during development6-9. The origins of Group 3 and Group 4 medulloblastoma, however, are unknown and yet essential to define as these tumours account for ~60% of all diagnoses, lack targeted therapies, and are frequently associated with a poor clinical outcome secondary to current standard of care2.

Cell identity is most essentially defined by the activity of master regulator TFs. In reprogramming and trans-differentiation studies, the activity of these TFs (e.g. OCT4, SOX2, and NANOG in embryonic stem cells, MYOD in myoblasts, Pu.1 in B cells) is sufficient to induce transitions between cell states34,35. As such, we hypothesized that the regulatory SE regions governing endogenous expression of candidate master TFs and embedded in the core regulatory circuitry of medulloblastoma subgroups might inform the cellular origins of the disease via their cell type-specific activity. Examination of the expression of Lmx1a,
Eomes, and Lhx2 in the developing mouse cerebellum (e13.5) using the Mouse Allen Brain Atlas database showed spatiotemporal patterns of restricted expression in the nuclear transitory zone (NTZ) located below the pial surface at the rostral end of the cerebellar plate and serving as an assembly point for immature deep cerebellar nuclei (DCN). DCN residing in the NTZ at this time point are predominantly glutamatergic projection neurons that originate from earlier progenitors of the rhombic lip, a transient structure producing progenitors with distinct cellular fates, including DCN and cerebellar granule neurons.\(^{36}\) Immunohistochemical staining for Lmx1a and Eomes at the same time point (e13.5) recapitulated these findings (Figure 7.5f). To validate the spatiotemporal expression pattern observed for these predominantly Group 4-specific TFs, we cloned constituent regions of the Lmx1a SE into a LacZ reporter construct, introduced the reporter into the e11.5 developing mouse hindbrain by \textit{ex utero} electroporation, and assayed enhancer activity via x-gal staining at 48 hours post-transfection (Figure 7.5h). X-gal staining revealed spatially restricted activity of the Lmx1a SE reporter in the developing cerebellum (Figure 7.5i). These findings validate the specific activity of the Lmx1a SE observed in Group 4 medulloblastoma and implicate precursors of glutamatergic DCN as potential cells-of-origin for this subgroup. Finally, these findings establish SE core regulatory circuitry as a novel method to infer cell of origin for poorly classified primary tumours.
Figure 7.5: Super-enhancers define medulloblastoma regulatory circuitry and identify putative cellular origins. (a) Methodology for inferring transcriptional regulatory circuitry driven by medulloblastoma SEs. (b) Subset of the Group 4-specific transcriptional network predicted to be driven by LMX1A, LHX2, and EOMES.
Figure 7.5 (Continued)

(c) H3K27ac ChIP-seq meta tracks for the SE-regulated transcription factors *LMX1A*, *LHX2*, and *EOMES*. Locations of enriched motifs for each of the respective transcription factors are highlighted at the top of the panel. (d) Subgroup-specific TF circuitry. Nodes are TFs associated with a SE in a subgroup-specific context. Edges indicate co-regulating TFs as defined by enrichment of TF binding motifs in respective regulatory regions. (e) In situ hybridization data showing highly localized expression of Lmx1a (upper panel) and Eomes (middle panel) in the embryonic cerebellum at e13.5. Red arrows indicate highly localized expression of both TFs in deep cerebellar nuclei (DCN) of the nuclear transitory zone (NTZ). Atoh1 expression (lower panel) is shown at the same developmental time-point to serve as a marker of the external granule layer (EGL). (f) Immunofluorescence microscopy for Lmx1a (upper panel) and Eomes (middle panel) performed on sagittal sections of the e13.5 murine cerebellum. Red arrows indicate highly localized expression of both TFs in DCN of the NTZ. Atoh1 staining (lower panel) is shown at the same developmental time-point to serve as a marker of the EGL. (g) Atlas (sagittal) of the e13.5 murine cerebellum, highlighting the main cell types and compartments contributing to the cerebellar anlage at this time point in development. (h) Strategy for validating medulloblastoma subgroup-specific enhancers *in vivo*. (g) X-gal staining of an embryonic cerebellum (e13.5) transfected with the reporter construct shown in (h) containing constituents of the Group 4-specific *Lmx1a* SE. Red arrow indicates cells positive for *in vivo* enhancer activity driving LacZ expression.
Discussion

Recent, large-scale epigenome classification studies have effectively integrated ChIP-Seq data for core histone modifications, DNA methylation, transcriptome, and other complementary data to comprehensively ascribe function to the mammalian epigenome across cell types\textsuperscript{37,38}. Vast catalogs of active enhancers, including SE’s, have been generated for 100’s of different cell types and tissues, including both non-neoplastic and disease-derived entities\textsuperscript{29}. In most cases, largely due to logistical and technical limitations, these data have been generated using immortalized, cultured cell line material. Herein, we describe the medulloblastoma enhancer landscape across a series of 28 fresh-frozen, treatment-naïve tissue samples and 3 cultured cell lines, demonstrating dramatic divergence between primary tumour and tumour cell line material. Moreover, by studying an unprecedented cohort from a single cancer entity, we uncover considerable regulatory element heterogeneity between subgroups of the disease that would be overlooked and unsubstantiated in series limited to just a few cases.

Clinically relevant medulloblastoma subgroups are principally defined based on their underlying transcriptional profiles. Differentially regulated medulloblastoma enhancers and SEs are likewise capable of recapitulating these subgroups. Biological themes and signalling networks extracted from transcriptional data have served as the primary source of annotation for medulloblastoma subgroups, with WNT and SHH subgroups characterized by activation of their respective signalling pathways, and Group 3 and Group 4 recognized for their GABAergic and glutamatergic expression phenotypes, respectively. Although these data provide a functional and phenotypic annotation of medulloblastoma, they fail to articulate the cell of origin and developmental identity of individual subgroups. Using a reverse analysis of the medulloblastoma chromatin landscape starting at the level of differentially regulated enhancers and SEs, we have reconstructed the core regulatory circuitry inherent to medulloblastoma subgroups, and inferred master transcriptional regulators responsible for subgroup-specific transcriptional programs. The majority of these master regulator TFs were not previously implicated in medulloblastoma developmental biology, nor were they visible amongst transcriptionally-derived gene sets dominated by aberrant signalling and overwhelming phenotypic signatures. Through tracing the spatiotemporal activity of a subset of Group 4 master TFs, these studies identified DCN of the cerebellar NTZ, or plausibly their earlier precursors originating from the rhombic lip, as putative cells-of-origin for this large subgroup of
patients. Together these approaches establish a framework for the inference of tumour cell of origin through enhancer core regulatory circuitry mapping.

In medulloblastoma, knowledge of tumour cell of origin has broad implications for the understanding and treatment of the disease. Numerous cancers, especially those of the immune compartment are treated through targeting of the lineage (e.g. anti-B cell therapies). As medulloblastoma arises from cell populations that normally exist ephemerally during development, targeting the aberrant persistence of tumour cells from these lineages may represent a novel therapeutic strategy. Consistent with this approach, we note that many of the subgroup specific master TFs identified in our core regulatory circuitry show minimal enhancer activity in bulk adult cerebellum. Additionally, we demonstrate that core circuitry TF-regulating SE elements can drive spatiotemporal patterns of expression when inserted into reporter constructs. As such, use of these elements in Cre-inducible knockout/over-expression systems may accelerate the development of more faithful mouse models recapitulating medulloblastoma subgroups. Finally, elucidation of core regulatory circuitry implicates upstream signalling dependent regulators of these TFs, their co-activators, and their downstream effectors as potential subgroup-specific therapeutic targets. These insights demonstrate the critical importance of epigenetic analyses of primary tumours as opposed to cell line model systems and highlight the broad utility of core regulatory circuitry inference especially in poorly characterized and clinically diverse tumours.

Methods

All patient material included in this study was collected after receiving informed consent from the patients and their families. Medulloblastoma samples were collected at first resection, before adjuvant chemotherapy or radiotherapy. Subgroup assignments were made using the Illumina 450K DNA methylation array as described\textsuperscript{39}. Chromatin extraction and library preparation for ChIP-seq of H3K27ac and BRD4 were performed at ActiveMotif (Carlsbad, CA) using proprietary protocols. Alignment and filtering of ChIP-seq data was performed as described\textsuperscript{5}. H3K27ac enhancer peaks were called using MACS\textsuperscript{21}. H3K27ac peaks were classified as being subgroup-specific or as common enhancers by first calculating H3K27ac enrichment on the merged peaks followed by ANOVA and k-means clustering. Target gene identification of enhancers was performed by correlating H3K27ac enrichment at the
enhancers with expression levels of genes located in the same topologically associated domain\textsuperscript{27} as the enhancers. Candidate gene(s) showing the highest correlation were selected as the putative target(s) of the enhancer. Gene Ontology/Pathway analysis of enhancer-gene targets was performed using the ClueGO plugin for cytoscape\textsuperscript{40}. Super-enhancers (SEs) were called using ROSE2\textsuperscript{31} and subgroup specificity of super-enhancers were assigned via ranking average H3K27ac signal across the subgroups. Medulloblastoma core-transcriptional circuitry analysis was performed by calculating inward and outward degree regulation of SE-regulated transcription factors. Reporter assays for validating enhancers \textit{in vivo} were performed by \textit{ex utero} electroporation of reporter constructs into the hindbrain of murine CD1 embryos (e11.5). Enhancer activity was measured by X-gal staining of transfected cerebella. Endogenous expression of candidate transcription factors was determined by querying the Allen Brain Atlas Data Portal (http://developingmouse.brain-map.org) or by immunohistochemistry performed on embryonic cerebella.
Chapter 8

Modeling of Cellular Networks to Enable Systems Pharmacology
Conclusion

In this dissertation, two high-quality small molecule probes were used to interrogate the role of their protein targets (DOT1L and BETs) in mammalian gene regulation. Both targets also have critical roles in cancer biology, and their respective chemical inhibitors will serve as templates for further therapeutic development. Moreover, insights gained through the use of these probes uncovered a rationale to consider enhancer-linked systems-level models of transcription factor networks. These networks are being built with enhancer landscapes of many healthy and diseased tissues, and have already uncovered developmental transcriptional signatures that define a putative cell-of-origin for Group 4 medulloblastoma.

In Chapter 2, a structural biology effort was initiated concurrently with medicinal chemistry for the DOT1L methyltransferase. A previously reported small molecule inhibitor proved difficult to crystallize, so the newly synthesized near chemical derivatives were critical for obtaining a first useful structure. The molecular binding pose revealed regions of the molecule amenable to modification towards improving potency and pharmacokinetics. Moreover, a dynamic loop in the enzyme was identified that may explain the compound's extraordinary potency and selectivity for DOT1L. Alternative biophysical methods like HX-MS were utilized to confirm this observation.

These efforts were critical for Chapter 3, where structural information of the DOT1L inhibitor-binding pose allowed the design of ligand-affinity probes for use in biochemical assays. The suite of assays presented in this chapter will be critical for continued DOT1L therapeutic development, both for supporting iterative medicinal chemistry on the Epizyme scaffold, as well as for high-throughput screening efforts to find scaffolds with better pharmacokinetic properties and in vivo stability.

The remaining chapters in the thesis built off of observations made about JQ1, an inhibitor of the BET family of bromodomains. JQ1 has exquisite cell-type specificity in its phenotype resulting from its ability to disrupt the function of super enhancers, large cis-domains driving lineage gene expression programs.

Chapter 5 considered a long-standing problem in immunology and oncogenesis – defining genomic features that cause off-target activity of the AID antibody diversification enzyme. Using an engineered system to generate in high throughput large numbers of AID-mediated break sites, AID hotspots were
identified genome wide. These hotspots almost all occurred within super enhancers, more specifically super enhancers that were intragenic. Measurements of nascent RNA generation allowed even more precise definition of these hotspots, as they tend to occur in intragenic super enhancer regions also displaying a pattern of convergent transcription. The mechanism by which these genomic features contribute to AID-dependent DNA cutting is currently under investigation.

Super enhancers were also used as a lens in Chapter 6, here to better predict the transcription factor interactions that maintain the gene expression program of the cell. Enhancer topology was used to predict sites of TF binding. The underlying DNA sequence of these regions was then used as a template to search for known TF operator sequences, allowing the prediction of which TFs can regulate each super enhancer. From this information, the enhancer-connected transcriptional network can be constructed for a given cell type. These algorithms were used in medulloblastoma in Chapter 7. This led to the identification of medulloblastoma subgroup-specific transcriptional regulators. A novel set of regulators was predicted for Group 4 medulloblastoma, pointing to a potential cell of origin for this cancer. Current efforts are underway to further validate this prediction and use these regulatory elements to breed the first mouse model of group 4 medulloblastoma.

*Systems pharmacology*

As outlined in Chapter 6, there is longstanding interest in understanding the network architecture of complex biological processes. *Systems pharmacology* is an emerging field that attempts to unite complex, quantitative biological models with tools from chemical biology and pharmacology to innovate therapeutic discovery. Many of the ideas presented here mirror the goals of systems pharmacology: using small molecule probes to understand the underlying biological network of a disease and to predict how perturbations to the system may provide a therapeutic benefit.

Despite the new name, scientists and physicians have been using systems approaches to study the biological activity of chemical substances for many years. In the late 19th century, pharmacologists including John Langley and Paul Ehrlich isolated intact organs to understand the nature of pharmacologically active substances. These experiments eventually led to the proposition of receptor
theory, further elaborated by Raymond Ahlquist in 1948 describing the distinguishing characteristics between \( \alpha \)- and \( \beta \)-adrenoceptors\(^1\). These studies allowed definition of the effector molecules in these systems (receptors) and led to the development of clinical-grade drugs, possibly because the complexity of the downstream receptor biology remained intact, allowing the study of interesting phenotypes arising from these molecules. Additionally, the molecules were tested in a setting that selected for compounds that had acceptable pharmacokinetic properties to show any effect in the experimentation, removing the need to optimize these features later in the development process.

With the advent of methodologies to isolate receptors for study outside the context of the tissue, pharmacology shifted its focus towards target-based methods. This began with radioligand displacement assays, and as molecular biology and automation technology matured through the 1980s and 1990s, the main approach to finding new pharmacological agents focused on screening collections of molecules against isolated, recombinant protein targets. This continued after the sequencing of the human genome when the entire collection of potential drug targets was revealed. These targeted approaches brought much success, with drugs like Gleevec and Erlotinib providing extraordinary benefit cancer. However, there are drawbacks to these methods. Resistance to targeted therapy in cancer occurs rapidly and nearly universally. Additionally, rates of success for currently pharmacological development are staggeringly low, often due to poor target selection or unexpected toxicity\(^3\).

While drug discovery programs focused on targeted therapy, systems biologists continued building sophisticated descriptions of various biological networks and their properties. Great progress has been made in understand metabolic networks, transcriptional networks and functional networks, among others. In simple organisms, complete network descriptions have been solved, leading to the identification of patterns or “network motifs” that are often preferred in natural biological networks\(^4\). Studying the motif logic embedded in these networks reveals phenotypic consequences of motifs, with different motifs being preferred in different biological systems. While much of this work is done in simple gene regulatory network model systems, network motifs in the context of human biology can be identified that allow some understanding of the logic of human cellular networks.

Beyond these approaches, many other avenues are being taken in modern systems biology to gain greater understanding of biological networks. Truly remarkable work describing the first computational
simulation of a whole cell in 2012 provided proof of concept for the integration of different regulatory and biochemical modules to model behavior in a predictive way. Open source projects like Biopax are attempting to formalize and standardize the way scientists communicate about networks and hosting databases of published pathways and interaction data. Algorithms that integrate large datasets in epigenomics or gene expression are providing tissue-specific and disease-specific networks with orthogonal measurements by which the research community can generate hypotheses for therapeutic approaches.

The emergence of facile genomic, proteomic and other high-dimensional biological measurements provides a unique opportunity in the coming years to build upon classic pharmacology by incorporating systems approaches during therapeutic development. As a field, there is opportunity for sophisticated adaption of these technologies (both experimental and computational) with chemical approaches to study the action of bioactive molecules in complex, relevant biological models of disease. Measuring drug action in these models might allow improvements in diagnostic capabilities, modeling of disease in cellular, organ and patient-level networks, and prediction therapeutic efficacy while understanding toxicity in different organs thorough an organism. Beyond these goals, the field will aim to incorporate tools traditionally found in industrial drug discovery including pharmacokinetic and pharmacodynamics modeling in an attempt to understand drug action at the level of the organism. Should systems pharmacology realize some of these goals, they will certainly have a positive impact on human health.
Appendix A

Supplementary Materials for Chapter 2
Supplementary Figure A.1: Effect of inhibitors on DOT1L catalytic activity, and selectivity profiles of EPZ004777 and SGC0946. (a) A radioactivity-based assay is used to follow the dose response effect of chemical inhibitors on DOT1L activity. (b) EPZ004777 and SGC0946 are inactive against a panel of 12 protein methyltransferases and DNMT1.
**Supplementary Figure A.2: SPR on EPZ004777.** (a) Biacore SPR sensorgrams of the tested compounds from single cycle kinetics runs with 5 concentrations. The fitted curves (in red) are overlaid on the experimental data (in black). The Raw experimental data was normalized to the calculated RMax for each compound. SPR indicates dissociation constants (K_D) of 0.23 nM, 0.07 nM, 1.7 nM, 3.1 nM and 264 nM for EPZ004777, SGC0946, FED1, SGC0947 and FED2 respectively. The DOT1L binding stoichiometry was 1:1 for all inhibitors. Five concentrations of each compound were tested in two-fold serial dilution series within the range listed. All compounds were fitted using the on and off rates, which were then used to calculate the K_D. The stoichiometry was determined by reference to the binding levels of the 1:1 binding controls, SAM and SAH. (b) Summary of DOT1L SPR data.
Supplementary Figure A.3: DOT1L inhibitors decrease H3K79me2 in cultured cells. Comparative immunoblot of EPZ004777 and SGC0946 in Molm13 MLL cells, demonstrating reduced H3K79me2.
Supplementary Figure A.4: Isothermal titration calorimetry on DOT1L inhibitors. Isothermal titration calorimetry indicates a 1:1 binding stoichiometry between EPZ004777 and DOT1L in solution.
Supplementary Figure A.5: Molecular dynamics. RMS values for (a) all residues and (b) loop regions of apo DOT1L and SAM-bound DOT1L.
Supplementary Figure A.6: Conformational flexibility of DOT1L as determined by HX MS. (a) Coverage map of all the peptic peptides in DOT1L. 98% total protein coverage was obtained under the experimental conditions described. Not all these peptides were followed with HX MS. Amino acids that were not covered by digestion are represented with an X. (b) Representative mass spectra of a peptide (188-199) showing that upon drug binding the isotopic distribution changes showing less deuterium incorporation due to protection by the drug. (c) HX MS Relative Difference Plots for two peptides (as labeled) from DOT1L in the presence of EPZ004777, FED2 and SAH. The differences in deuterium incorporation between the bound protein and the native protein are plotted for deuterium exchange time points of 10 s (blue bars), 1 min (red bars), 10 min (green bars), and 1 hr (purple bars). The data shown are for peptides common to all three experiments, ordered from N to C terminus (top to bottom).
**Supplementary Figure A.7: DOT1L hydrophobicity.** The enclosed portion of the cofactor site is more hydrophobic in complex with FED2 than with SAM and close analogs: SAM (PDB codes 1NW3 and 3QOW), SAH (PDB code 3QOX), a methylated SAH analog (PDB codes 3SR4), Bromo-deaza-SAH (PDB code 3SX0).
Appendix B

Supplementary Materials for Chapter 3
**Synthesis of probes and inhibitors:**

Reactions were run as described in the individual procedures using standard double manifold and syringe techniques; glassware was dried by baking in an oven at 130 °C for 12h prior to use. Solvents for reactions were purchased anhydrous from Sigma-Aldrich and used as received; the only exception being EtOH, which was stored over 4 Å molecular sieves. HPLC grade solvents were used for aqueous work ups and chromatography. Reagents were used as received. Reactions were monitored by thin-layer chromatography using EMD silica gel 60 F254 (250-micron) glass-backed plates (visualized by UV fluorescence quenching and staining with KMnO4) and by LC-MS using a Waters Aquity BEH C18 2 x 50 mm 1.7 µm particle column (50 °C) eluting at 1 mL/min with H2O/acetonitrile [0.2% v/v added formic acid or concentrated NH4OH(aq) solution; 95:5(0min)→1:99(3.60min)→ 1:99(4.00min)] using alternating positive/negative electrospray ionization (125-1000 amu) and UV detection (210-350 nm). Flash column chromatography was carried out using Merck grade 9385 silica gel 60 Å pore size (230-400 mesh). Melting points were obtained using a capillary melting point apparatus and are uncorrected. 1H NMR spectra were recorded at 400 MHz on a Bruker spectrometer and are reported in ppm using the residual solvent signal (dimethylsulfoxide-d6 = 2.50 ppm; chloroform-d = 7.27 ppm; methanol-d4 = 3.31 ppm; dichloromethane-d2 = 5.32 ppm) as an internal standard. Data are reported as: {((δ shift), [(s = singlet, d = doublet, dd, doublet of doublets, ddd = doublet of a dd, t = triplet, quin = quintet, sept = septet, br = broad, ap = apparent), (J = coupling constant in Hz) and (integration)]}. Proton-decoupled 13C NMR spectra were recorded at 100 MHz on a Bruker spectrometer and are reported in ppm using the residual solvent signal (chloroform-d = 77.0 ppm; dimethylsulfoxide-d6 = 39.51 ppm; methanol-d4 = 49.15 ppm) as an internal standard. Infrared spectra were recorded using an ATR-FTIR instrument. High resolution mass spectra were acquired by flow injection on a qTOF Premiere Mass Spectrometer operating in ES+ ionization with resolution ~15,000.
Supplementary Scheme B.1: Synthesis of compound 1.

A mixture of compound 3 (6 g, 18.4 mmol), tert-butyl 4-aminobutylcarbamate (6.9 g, 36.8 mmol) and K$_2$CO$_3$ (7.6 g, 55.2 mmol) in 1,4-dioxane (80 mL) was refluxed for 3 h. The mixture was concentrated in vacuo, and the residue was diluted with ethyl acetate (50 mL). The solution was washed with water (20 mL) and brine (20 mL), dried over anhydrous sodium sulfate, filtered and concentrated in vacuo. The residue was purified by silica gel column (petroleum ether/ethyl acetate, v/v = 1/3) to give 5.5 g of SI-1 (71% yield) as a yellow oil. MS: m/z 479.1 (M+H)$^+$.  

NaH (0.5 g, 21.0 mmol, 60% in mineral oil) was added to a solution of SI-1 (5 g, 10.5 mmol) and TsCl (2.38 g, 12.6 mmol) in THF (50 mL) at 0 °C, and the mixture was stirred at 0 °C for 2 h. Water (10 mL) was added to the reaction mixture; and the resulting mixture was further stirred at room temperature for 10 min. The mixture was diluted with ethyl acetate (50 mL) and was washed with water (20 mL) and brine (20 mL). The organic layer was dried over anhydrous sodium sulfate, filtered and concentrated in vacuo. The residue was purified by short silica gel path (petroleum ether/ethyl acetate: 1/2) to give SI-2 as white solid (4.5 g, 68%). MS: m/z 633.1 (M+H)$^+$.  
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A mixture of SI-2 (6 g, 10.3 mmol) and NaN₃ (1.34 g, 20.6 mmol) in DMF (30 mL) was stirred at 60 °C for 2 h. The reaction mixture was diluted with ethyl acetate (150 mL) and washed with water (3 x 30 mL). The organic phase was dried over anhydrous sodium sulfate, filtered and concentrated in vacuo to give the crude product SI-3, which was used for the next step without further purifications. MS: m/z 504.1 (M+H)⁺.

PMe₃ (1.0 M in THF, 30 mL, 30 mmol) was added dropwise to a solution of SI-3 (5 g, 10 mmol) in THF (40 mL); and the resulting mixture was stirred at room temperature overnight. The reaction mixture was quenched with water (2.1 mL) and stirred at room temperature for 2 h. The mixture was concentrated in vacuo and the residue was diluted with DCM (90 mL). The organic layer was washed with water (30 mL) and brine (15 mL), dried over anhydrous sodium sulfate, filtered and concentrated in vacuo to give the crude SI-4 as yellow oil. MS: m/z 478.1 (M+H)⁺. The compound SI-4 was used directly for next step.

A mixture of acetone (0.52 mL, 5.76 mmol) and acetic acid (0.32 mL, 5.5 mmol) was added dropwise to a solution of SI-4 (2.5 g, 5.24 mmol) in DCM (40 mL), followed by addition of NaBH(OAc)₃ (3.8 g, 18 mmol) in portions. The mixture was stirred at room temperature for 1 h, was then diluted with DCM (50 mL) and washed with sat NaHCO₃ (50 mL). The aqueous phase was extracted with DCM (30 mL) and the combined organic layers were washed with brine (50 mL), dried over anhydrous sodium sulfate, filtered and concentrated in vacuo. The residue was purified by flash chromatography column (DCM/MeOH, v/v = 20, with addition of 1% NH₄OH) to give 1.3 g of SI-5 (48% yield in 3 steps) as a colorless oil. MS: m/z 520.1 (M+H)⁺.

A mixture of SI-5 (1.3 g, 2.5 mmol), 2-(3-bromopropyl) isoindoline-1,3-dione (1 g, 3.75 mmol), TBAI (95 mg, 0.25 mmol) and DIPEA (3.6 mL, 20.6 mmol) in acetonitrile (15 mL) was heated in microwave at 100 °C for 20 h. The mixture was cooled to room temperature, diluted with ethyl acetate (50 mL). The organic layer was washed with water (3 x 20 mL) and brine (30 mL), dried over anhydrous sodium sulfate, filtered and concentrated in vacuo. The residue was purified by flash chromatography column (DCM/MeOH, v/v = 50, with addition of 1% NH₄OH) to give 800 mg of SI-6 (45% yield) as yellow oil. MS: m/z 707.1 (M+H)⁺.
SI-6 (800 mg, 1.13 mmol) was dissolved in 2M methylamine in MeOH (20 mL). The mixture was stirred at room temperature for 5 minutes and was then heated at 55-60 °C for 16 h. The reaction mixture was concentrated in vacuo. The resulting oil was azeotroped with MeOH (20 mL) three times to afford the crude product SI-7, which was used for the next step without further purification. MS: m/z 577.4 (M+H)^+.

A solution of 1-tert-butyl-4-isocyanatobenzene (0.22 mL, 1.24 mmol) in DCM (2 mL) was added dropwise to a suspension of SI-7 (650 mg, 1.13 mmol, crude) in DCM (15 mL), and the resulted mixture was stirred at room temperature for 16 h. The reaction mixture was concentrated in vacuo, and the residue was purified by prep-HPLC to give 400 mg of SI-8 (47% yield) as a white solid. MS: m/z 752.5 (M+H)^+; ^1H NMR (500 MHz, CDCl₃) δ 8.36 (s, 1H), 7.77 (d, J = 10.0 Hz, 1H), 7.29 (m, 4H), 6.77 (m, 2H), 6.06 (s, 1H), 5.56 (s, 1H), 5.17 (m, 1H), 4.41 (br s, 1H), 3.65 (m, 2H), 3.17 (br m, 4H), 2.99 (br s, 1H), 2.73 (br s, 1H), 2.62 (m, 3H), 1.81 (m, 5H), 1.74 (s, 6H), 1.56 (s, 9H), 1.40 (s, 9H), 0.99 (s, 3H), 0.80 (m, 3H) ppm.

To a solution of compound SI-8 (17.5 mg, 0.024 mmol) in THF (1 mL, 0.024 M) was added HCl solution (4 M in dioxane, 2 mL). The resulted mixture was stirred for 16 h and all solvent was removed under vacuum to afford crude free amine that was used for next step without further purification.

To a solution of the crude amine in DMF (1.2 mL, 0.2 M), DIPEA (16 mg, 0.12 mmol), Biotin-PEG₁₁-COOH (22 mg, 0.026 mmol), and HATU (11 mg, 0.026 mmol) were added sequentially. The resulted mixture was stirred at room temperature for 4 h, and was diluted with 10 mL of methanol. The crude reaction was then directly purified on HPLC to afford compound 1 as a white solid. MS: m/z 1395.8 (M+H)^+.
Supplementary Scheme B.2.: Synthesis of FITC probe 2.

To a solution of free amine obtained directly from deprotection of SI-8 (17.5 mg, 0.024 mmol, crude) in THF-MeOH mixture (1:1, total 1 mL), DIPEA (15 mg, 0.24 mmol) was added followed by the dropwise addition of a solution of FITC (7.3 mg, 0.188 mmol) in THF (0.5 mL). The resulted mixture was stirred at room temperature for 1h. The reaction mixture was quenched with 5 mL MeOH, and was purified by prep-HPLC to give 400 mg of 2 (47% yield) as a yellow solid. MS: m/z 1001.4 (M+H)+.
Supplementary Scheme B.3: Synthesis of hydrazine 4.

A mixture of compound 3 (5 g, 15.3 mmol), tert-butyl 4-aminobutylcarbamate (5.7 g, 30.6 mmol) and DIPEA (7.9 mL, 45.9 mmol) in THF (70 mL) was refluxed overnight. The mixture was concentrated in vacuo. The residue was purified by flash chromatography column (petroleum ether/ethyl acetate, v/v = 2) to give 4.8 g of SI-9 (74% yield) as a white solid. MS: m/z 423.1 (M+H)^+.

Pyridine (35.5 mmol) was added to a solution of compound SI-9 in DCM, followed by addition of TsCl (2.0 g, 10.6 mmol) in portions. The mixture was allowed to stir at room temperature overnight. The reaction mixture was washed with water (3 x 20 mL) and brine (30 mL), dried over anhydrous sodium sulfate and concentrated in vacuo. The residue was purified by flash chromatography column (PE/EA: 1/2) to give SI-10 as a white solid (2.3 g, 55% yield). MS: m/z 577.1 (M+H)^+.

A mixture of SI-10 (2.3 g, 4.0 mmol) and NaN₃ (0.52 g, 8.0 mmol) in DMF (20 mL) was stirred at 60 °C for 2 h. The reaction mixture was diluted with ethyl acetate (100 mL) and washed with water (3 x 30 mL). The organic phase was dried over anhydrous sodium sulfate, filtered and concentrated in vacuo to
give the crude product SI-11, which was used for the next step without further purifications. MS: m/z 448.1 (M+H)^+.

PMe₃ (1.0M in THF, 16 mL, 16.0 mmol) was added dropwise to a solution of SI-11 (1.8 g, 4.0 mmol) in THF (40 mL), and the mixture was stirred at room temperature overnight. The reaction mixture was treated with water (1.5 mL) and stirred at room temperature for 2 h. The mixture was concentrated in vacuo and the residue was redissolved in DCM (90 mL). The resulting mixture was washed with water (30 mL) and brine (15 mL), dried over anhydrous sodium sulfate, filtered and concentrated in vacuo to give the crude SI-12 as yellow oil. MS: m/z 422.1 (M+H)^+. Compound SI-12 was used for next step without further purification.

A solution of acetone (0.255 g, 4.4 mmol) and acetic acid (0.24 g, 4.0 mmol) was added dropwise to a solution of SI-12 (1.6 g, 4.0 mmol, crude) in DCM (20 mL), followed by addition of NaBH(OAc)_3 (1.02 g, 4.8 mmol) in portions, and the mixture was stirred at room temperature for 1 h. The mixture was diluted with DCM (50 mL) and washed with sat NaHCO₃ (50 mL). The aqueous phase was extracted with DCM (2 x 30 mL), and the combined organic layers were washed with brine (30 mL), dried over anhydrous sodium sulfate, filtered and concentrated in vacuo. The residue was purified by silica gel column (DCM/MeOH, v/v = 20, with addition of NH₃.H₂O 1%) to give 0.93 g of SI-13 (52% yield in 3 steps). MS: m/z 464.1 (M+H)^+.

A mixture of SI-13 (0.5 g, 1.08 mmol), 2-(3-bromopropyl) isoindoline-1,3-dione (430 mg, 1.62 mmol), TBAI (42 mg, 0.11 mmol) and DIPEA (1.5 mL, 8.64 mmol) in acetonitrile (15 mL) was heated in a microwave at 100°C for 20 h. The mixture was diluted with ethyl acetate (50 mL), washed with water (20 mL) and brine (20 mL), dried over anhydrous sodium sulfate and concentrated in vacuo. The residue was purified by flash chromatography column (DCM/MeOH, v/v = 50, with addition of NH₃.H₂O 1%) give 300 mg of SI-14 (43% yield). MS: m/z 651.1 (M+H)^+.

SI-14 (200 mg, 0.31 mmol) was dissolved in 2M methylamine in MeOH (5 mL) and the mixture was stirred at room temperature for 5 min, then heated at 55-60 °C for 2 h. The reaction mixture was concentrated in vacuo. The resulting oil was azeotroped with MeOH (10 mL) twice to afford the crude product SI-15, which was used for the next step without further purifications. MS: m/z 521.4 (M+H)^+.
A solution of 1-tert-butyl-4-isocyanatobenzene (0.03 mL, 0.19 mmol) in DCM (1 mL) was added dropwise to a suspension of SI-15 (120 mg, 0.17 mmol, crude) in DCM (5 mL), and the resulted mixture was stirred at room temperature for 1 h. The reaction mixture was concentrated in vacuo and the crude product was purified by prep-HPLC to give 60 mg of SI-16 (51% yield) as a white solid. MS: m/z 696.5 (M+H)+; 1H NMR (500 MHz, DMSO-d6) δ 9.27 (m, 2H), 8.32 (m, 3H), 7.28 (d, J = 9.0 Hz, 2H), 7.21 (d, J = 9.0 Hz, 2H), 6.19 (s, 1H), 6.01 (t, J = 5.5 Hz, 1H), 5.55 (s, 1H), 5.00 (s, 1H), 4.17 (s, 1H), 3.08 (m, 2H), 2.87 (m, 1H), 2.64 (m, 1H), 2.35 (m, 3H), 2.50 (m, 16H), 1.35 (m, 10H), 0.95 (d, J = 6.0 Hz, 3H), 0.77 (d, J = 6.0 Hz, 3H) ppm.

HCl solution (4.0 M in dioxane, 4 mL) was added to a solution of SI-16 (32 mg, 0.045 mmol) in THF (2 mL), and the resulting mixture was stirred at room temperature overnight. The solvent was removed in vacuo, and the resulting product was used directly without purification.

Supplementary Scheme B.4: Library synthesis and the resynthesis of library hits.

The crude compound 4 was dissolved into DMSO to generate 11mM stock solution. The solution was then transferred to 96-well deep well plate (90 µL in each well), followed by addition of aldehyde solution (100 mM, 10 µL) in each well. The plate was sealed and heated in oven at 85 °C for 24 h to
afford 96 well hydrazone library plate. All the hydrazones on the plate were checked by LCMS and were observed to have 85%-90% purity. The compound plate was then directly used for screening without further purification.

Based on the screening data, three compounds, 7, 8, 9 were synthesized in the same manner as the library synthesis. The products were then purified by prep-HPLC to give the hydrazones in 78-83% yield. These three compounds were then tested to generate a dose response curve.

Supplementary Scheme B.5: Synthesis of compound 11.

A solution of N-chlorosuccinimide (251.7 mg, 1.88 mmol) in DMF (5 mL) was added to a solution of 7-deazaadenosine (250.0 mg, 0.94 mmol) in DMF (5 mL). The reaction was stirred at room temperature for 2.5 h. The reaction was diluted with DCM (100 mL) and hexanes (900 mL) was added slowly with stirring to precipitate out the desired product. The reaction was then filtered to give the desired product SI-17 (221.5 mg, 78%) as a light pink solid. MS m/z 300.93 (M+H)⁺.

2,2-Dimethoxypropane (7.2 mL, 58 mmol) was added to a suspension of SI-17 (1 g, 3.3 mmol) in acetone (33 mL) followed by addition of TsOH-H₂O (620 mg, 3.3 mmol). The reaction was stirred at room temperature for 5 h. NaHCO₃ (840 mg, 10 mmol) was added to the reaction mixture and was further stirred at room temperature for 0.5 h. The solvent was then removed in vacuo, and the residue was resuspended in DCM (150 mL) and washed with sat. NaHCO₃ (10 mL) and H₂O (10 mL). The organic layer was collected, dried over anhydrous sodium sulfate, was filtered and concentrated in vacuo.
The residue was purified by flash chromatography column (0-15% MeOH:DCM) to afford the desired product **SI-18** (685 mg, 61%). MS m/z 340.95 (M+H)⁺.

DMAP (61.5 mg, 0.50 mmol) was added to a solution of **SI-18** (535 mg, 1.6 mmol) in acetonitrile (16 mL) under nitrogen. A solution of SOCl₂ (89.8 uL, 1.23 mmol) in acetonitrile (0.3 mL) was added to reaction mixture dropwise at 0 °C. The reaction mixture was warmed to room temperature overnight, and was quenched with MeOH (20 mL), water (2 mL) and aq. NH₄OH (3 mL). The solvent was removed in vacuo and the residue was diluted with DCM (150 mL). The organic layer was washed with sat. NaHCO₃ (5 mL) and the aqueous layer was extracted with DCM (100 mL). The combined organic layers were washed with 5% HCl (5 mL), were dried over anhydrous sodium sulfate, filtered and concentrated in vacuo. The residue was purified by flash chromatography column (0-15% MeOH:DCM+1%NH₄OH) to afford **SI-19** (400 mg, 71%). ¹H NMR (400 MHz, CD₃OD) δ ppm 1.37 (s, 3 H) 1.59 (s, 3 H) 3.66 - 3.72 (m, 1 H) 3.73 - 3.79 (m, 1 H) 4.31 - 4.40 (m, 1 H) 5.03 (dd, J=6.26, 3.13 Hz, 1 H) 5.25 (dd, J=6.26, 3.13 Hz, 1 H) 6.23 (d, J=2.74 Hz, 1 H) 7.35 (s, 1 H) 8.13 (s, 1 H). ¹³C NMR (400 MHz, CD₃OD) δ ppm 25.7, 27.6, 45.2, 83.8, 85.6, 86.6, 91.5, 106.2, 115.9, 121.3, 150.3, 153.9, 158.7. MS m/z 358.70 (M+H)⁺.

A solution of **SI-19** (13.6 mg, 0.038 mmol) in 1,3-diaminopropane (2 mL) was stirred at room temperature for 10 min and then heated to 60 °C overnight. The diamine was removed in vacuo, and the residue was then purified by flash chromatography column (0-5% MeOH:DCM) to afford **SI-20** (205 mg, 62%). ¹H NMR (400 MHz, CD₃OD) δ ppm 1.38 (s, 3 H) 1.56 - 1.65 (m, 3 H) 1.98 - 2.11 (m, 2 H) 3.01 (t, J=7.63 Hz, 2 H) 3.11 (t, J=8.02 Hz, 2 H) 3.44 - 3.57 (m, 2 H) 4.45 - 4.52 (m, 1 H) 5.12 (dd, J=6.46, 4.11 Hz, 1 H) 5.30 (dd, J=6.26, 2.74 Hz, 1 H) 6.19 - 6.23 (m, 1 H) 7.44 - 7.48 (m, 1 H) 8.17 (s, 1 H). ¹³C NMR (400 MHz, CD₃OD) δ ppm 25.3, 25.7, 27.6, 38.1, 46.5, 51.0, 83.0, 83.4, 85.6, 85.6, 92.3, 106.0, 116.5, 122.3, 150.0, 152.9, 153.9, 158.7. MS m/z 397.33 (M+H)⁺.

A solution of Boc₂O (153 mg, 0.7 mmol) in acetonitrile (0.5 mL) was added slowly to a solution of **SI-20** (279 mg, 0.7 mmol) in acetonitrile (7 mL) with DIPEA (611 uL, 3.5 mmol) at 0 °C. The reaction was stirred at 0°C for 10 min. The reaction was diluted with DCM (20 mL), washed with sat. NaHCO₃ (3 mL) and then the aqueous layer was extracted with DCM (2 x 20 mL). The combined organic layers were then washed with H₂O (3 mL), dried over anhydrous sodium sulfate, filtered and concentrated in vacuo. The residue was purified by flash chromatography column to afford **SI-21** (288 mg, 83%). ¹H NMR (400 MHz,
CD$_3$OD) δ ppm 1.37 (s, 3 H) 1.40 (s, 9 H) 1.59 (s, 3 H) 1.64 (t, J=7.04 Hz, 2 H) 2.70 (br. s., 2 H) 3.01 - 3.07 (m, 3 H) 3.47 - 3.62 (m, 1 H) 4.30 (d, J=3.91 Hz, 1 H) 4.96 (d, J=1.96 Hz, 1 H) 5.28 (dd, J=6.46, 2.93 Hz, 1 H) 6.19 (d, J=2.74 Hz, 1 H) 7.39 (s, 1 H) 8.13 (s, 1 H). $^{13}$C NMR (400 MHz, CD$_3$OD) δ ppm 25.7, 27.6, 28.9, 29.9, 38.8, 52.2, 64.6, 65.7, 83.7, 85.2, 85.5, 91.6, 102.4, 106.0, 116.1, 121.8, 150.2, 153.9, 158.7. MS m/z 496.58 (M+H)$^+$. 

**SI-21** (288 mg, 0.58 mmol) was dissolved in acetonitrile (4 mL), 2-iodopropane (1.8 mL) and DIPEA (1 mL). The reaction mixture was heated to 65°C overnight, and was concentrated in vacuo. The residue was then purified by flash chromatography column (0-15% MeOH:DCM) to afford **SI-22** (144 mg, 46 % with recovering 140 mg of starting material **SI-21**). $^1$H NMR (400 MHz, CD$_3$OD) δ ppm 0.85 - 0.92 (m, 5 H) 1.02 (d, J=7.04 Hz, 3 H) 1.27 - 1.34 (m, 9 H) 1.38 (s, 3 H) 1.41 (s, 3 H) 1.59 (s, 4 H) 1.91 (s, 1 H) 2.49 (br. s., 1 H) 3.05 (d, J=6.65 Hz, 1 H) 4.19 (d, J=3.52 Hz, 1 H) 4.56 (s, 4 H) 5.25 - 5.35 (m, 1 H) 6.18 (d, J=2.74 Hz, 1 H) 7.37 (s, 1 H) 8.13 (s, 1 H). MS m/z 538.58 (M+H)$^+$. 

To a suspension of **SI-22** (8.0 mg, 0.015 mmol) in tetrahydrofuran (1 mL) was added 4M HCl in dioxane (1 mL). The reaction was stirred at room temperature overnight and then concentrated in vacuo to give the desired free amine. MS m/z 399.31 (M+H)$^+$. 

To a solution of free amine (5.55 mg, 0.014 mmol, crude) in a 1:1 mixture of acetonitrile:tetrahydrofuran (0.4 mL) was added DIPEA (18.0 uL, 0.139 mmol) followed by a solution of 4-tertbutylphenyl isothiocyanate (2.7 mg, 0.014 mmol) in the 1:1 mixture of acetonitrile:tetrahydrofuran (0.1 mL). The reaction was stirred at room temperature for 30 min. The reaction was diluted with MeOH (1.5 mL) and purified by prep-HPLC to afford the desired product **11** (4.6 mg, 56% in 2 steps). $^1$H NMR (600 MHz, CD$_3$OD) δ ppm 1.31 (s, 9 H) 1.36 - 1.40 (m, 6 H) 2.02 - 2.11 (m, 1 H) 3.23 (q, J=7.24 Hz, 2 H) 3.49 - 3.54 (m, 1 H) 3.55 - 3.60 (m, 1 H) 3.62 - 3.69 (m, 1 H) 3.73 (dt, J=13.06, 6.68 Hz, 2 H) 4.32 (br. s., 4 H) 6.14 (br. s., 1 H) 6.99 - 7.24 (m, 2 H) 7.38 (s, 3 H) 8.11 (s, 1 H). $^{13}$C NMR (400 MHz, CD$_3$OD) δ ppm 17.6, 19.0, 32.0, 35.7, 40.7, 56.2, 73.8, 126.2, 127.8, 154.0
Supplementary Figure B.1: Structural characterization of probe compounds  
(a) FED1 crystallized with DOT1L. (b) ITC analysis of 2 demonstrating strong 1:1 binding with DOT1L. (c) FED1 ligand-interaction diagram with DOT1L. (d) DOT1L protein thermal melt shifts (°C) of indicated compounds. Note 2's fluorophore interfered with interpretation of SYPRO orange fluorescence.
Supplementary Figure B.2: Assay measurements on synthesized compounds (a) Scatter plot comparing the correlation between degree of inhibition of the hydrazine library in the AlphaScreen vs. the fluorescence polarization screening assay at 50μM. Generally acceptable correlation was seen between the 2 assays (b) Quantification of blot against H3K79me2 upon treatment with various inhibitors
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Supplementary Figure C.1: Transcriptional profiles of three different types of B cells
Supplementary Figure C.1 (Continued)

(A) General B cell purification Approach. See text for details. (B) Representative FACS plots of naïve, CSR-activated and GC B cells. Upper panels: At Day 2.5 after activation, about 25% V_HB1-8 B cells switched to IgG1. Lower Panels: FACS staining of total splenocytes and purified GC B cells for B220 versus PNA. GC B cells are the B220⁺ PNA^hi population. (C). Western blot of AID protein in purified WT, AID⁻/⁻ GC B cells and ex vivo αCD40 plus IL4 activated B cells. Histone H3 was blotted as a loading control. The anti-AID antibody used has been described³ and anti-histone H3 antibody was from Abcam (ab1791). (D). SHM of the J_H4 intron in the purified WT and AID⁻/⁻ purified GC B cells performed as described previously (Jolly et al., 1997). (E) Correlation among different GRO-Seq replicates done on the same cell type. GRO-Seq signals per 10kb bin along the mouse genome were plotted for the three independent replicates of each cell type. The Pearson Correlation Co-efficient (r) among the replicates was calculated and indicated on the figures. (F) Aggregate patterns of gene transcription profiles (metagene profile) at 1kb region on either side of TSSs. Antisense transcription is indicated in blue (bottom) and sense transcription is indicated in red (top). (G) Gene Ontology (GO) enrichment analysis of genes showing increased expression in GC B cells compared to naïve B cells (left), and GO enrichment analysis of genes showing increased expression in ex vivo CSR-activated B cells compared to in naïve B cells (right). False Discovery Rate (FDR) is -log10 converted and represented by a bar to show the significance of enrichment in different GO concepts. (H) GRO-Seq profiles of V_HB1-8 preassembled V(D)J exon and the downstream C_H region in the three cell types analyzed. The V(D)J exon, Iµ and Cµ are indicated by solid bars. Complementarity determining regions (CDRs) are shown by yellow bars inside of V(D)J exon, which contains WRCH (W=A/T, R=A/G and H=A/C/T) "SHM" hotspots. Predominant motifs (TGGG and AGCT) are highlighted for S region DNA. The unmappable core Sµ region is indicated by two vertical dashed lines. The Y-axis indicates the GRO-Seq read counts normalized to reads per million reads. Reads aligned to annotated gene sense and antisense strands are displayed in blue and red. The profiles of core Sµ region and V(D)J exon were incomplete because of the low mappability.
Supplementary Figure C.2: HTGTS, GRO-seq and H3K27Ac profiles of several AID off-target sites
Supplementary Figure C.2 (Continued):

Translocation junctions from ATM^-/- CSR-activated B cell HTGTS data are indicated in the HTGTS row (top), except for Myc which was the DSB bait site for HTGTS cloning. GRO- Seq determined gene sense and antisense transcription is displayed in blue and red, respectively in the middle panel. Convergent transcription ("ConvT") is shown as green bars at the bottom of the GRO-Seq panel with the darkest shades corresponding to highest levels of convergent transcription as calculated by the geometric means of antisense and sense transcription reads (see Fig. 5.2A). The H3K27Ac ChIP-Seq profile is shown in orange, and Super-Enhancers (SEs) are shown below it in the bottom panel. (A). This set of panels shows 7 newly identified AID off-targets. (B). This panel shows AID off-targets whose human orthologs are oncogenes (see text for details). Panel C shows an example of a Class 4 gene (see text for details). Panel D is an example of a novel AID hotspot gene identified by the independent pipeline for SE-associated recurrent AID dependent HTGTS hotspots.
Supplementary Figure C.3: AID off-targets associated with convergent transcription. (A) Random sampling in transcription regions. Random sampling of regions corresponding in size to those of AID off-target regions in three highest deciles (with respect to transcription levels) of transcribed genes revealed that the numbers of regions associated with convergent transcription in each sampling was substantially lower than that of regions containing AID off-targets. Random-sampling results are displayed in violin plots. The dashed line indicates the observed number of AID off-target regions associated with convergent transcription. (B) Venn diagram showing the overlap of convergent transcription regions among the three B cell types analyzed. (C) Convergent transcription levels of AID off-target associated convergent transcription regions and other non-AID off target associated convergent transcription regions are plotted. AID off-target associated convergent transcription regions had a significantly higher level of convergent transcription (Mann-Whitney U-test, p value <0.0001). (D) Sequencing Depth affects convergent transcription identification. The 306 million total mappable-reads from CSR-activated B cells were pooled and then randomly sampled. Random fractions of sequences at different sequencing depth were subjected to convergent transcription identification and AID off-target association analysis. The total convergent transcription region length continued increased with deeper sequencing depth (blue line). The numbers of AID off-targets associated convergent transcription reached saturation at about 120 millions mappable reads. The sequencing depth of our previously published GRO-Seq dataset is indicated in the figure that as shown was not sufficient to identify the convergent transcription correlation with AID off-targets.
Supplementary Figure C.4: AID off-targets located at SE-gene overlap. (A) Identification SEs with ROSE. All enhancers were ranked by their level of H3K27Ac ChIP-Seq reads. Enhancers with values above 15755 were considered SEs. (B) HTGTS translocation junction numbers and H3K27Ac read density are plotted for individual AID off-targets. Spearman’s rank correlation coefficient and two-tailed p value are indicated. (C) Observed versus Expected HTGTS translocation frequency in αCD40 plus IL4 activated and RP105 activated ATM deficient B cells. The filtered HTGTS junctions were grouped into three different genomic regions, typical enhancer, super-enhancer and promoter. Typical and super enhancers were defined by using H3K27Ac ChIP-Seq peaks and promoters were defined at +/- 1kb from the annotated TSSs. Areas that overlap multiple regions (e.g. super-enhancers that cover promoter regions) were assigned to both categories. Expected values were estimated based on relative sizes of the three regions. The ratio of observed event versus the expected event was calculated for each category. (D) The overlap between SE-associated recurrent translocation regions identified by an independent pipeline and AID off-target sites identified with previously described pipeline. Among the 41 SE-associated recurrent translocation regions identified, 34 were identified as AID off-targets by the other pipeline and 7 were novel and all correlated with convergent transcription.
Supplementary Figure C.5: AID off-targets in GC B cells. (A) Venn diagram showing the overlap of SEs between CSR-activated and GC B cells. The randomly sampling was done as described in the legend to Supplementary Figure C.3A. The numbers of gene regions with convergent transcription in each random sampling was normalized to number of genes in Group A, B and C that convergently transcribed region (Figure. 5.6A). The normalized values (termed “random sampling index”) are displayed in violin plots. The closer a random sampling index is to 1, the more likely it is random. (C) GRO-Seq, ConvT, H3K27Ac and SE profiles of gene regions in highly mutated Group A genes. Regions that are around the annotated TSS are shown. Regions included in prior mutation analyses are marked as black bar in the “SHM” row, and regions of AS/S convergent transcription (ConvT) are labeled below as green bars.
Supplementary Figure C.6: Profiles of AID targets in MEFs, a Ramos Human B cell lymphoma line, Human B cell lymphoma translocations. (A) GRO-Seq and ConvT profiles of exampled AID off-targets in MEF cells. AID off-target Regions are shown. AID off-target information was retrieved from Wang et al., unpublished. (B) GRO-Seq and ConvT profiles of exampled AID off-targets in Ramos cell lines. AID off-target regions are shown. AID off-target information was retrieved from Qian et al., unpublished. (C) Human B cell lymphoma translocation junctions often occur in Human Tonsil Cell SE-Gene overlap regions. Translocation junction information was retrieved from TICdb database. SE location information of human tonsil was retrieved from. NHL: non-Hodgkin lymphoma; CLL: chronic lymphocytic leukaemia; BL: Burkitt lymphoma; MALT: mucosa-associated lymphoid tissue lymphoma. Asterisks indicate oncogenes that were implicated as AID off-targets in human lymphomas.
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Supplementary Figure D.1: Example of CRC selection out of multiple fully interconnected autoregulatory loop (IAL) possibilities. The TF content of each possible IAL of H1 hESC is plotted on each column. The TFs were ranked vertically by decreasing fraction of their occurrences across all the possible IALs. The loops are ranked from left to right by average fraction of TF occurrence in the loops. The CRC corresponds to the leftmost loop.
Supplementary Figure D.2: Examples of CRC models for 5 well studied cell-types. A) brain (hippocampus middle), B) adipocytes (adipose nuclei), C) heart (left ventricle), D) B-cells (CD20+) and E) pancreas. The TFs which role have been described as critical for the control of cell identity of those cell or tissue types are marked with stars.
Supplementary Figure D.3: ChIP-seq data support candidate core TF predictions for 3 cell types. ChIP-seq data showing binding of the TF to the SEs of the candidate core TF for (A) CD20+ B-cell (ChIP-seq data from GM12878 lymphoblastoid B-cells), (B) HCT-116 colon cancer cell line (ChIP-seq data from HCT-116) and (C) MCF-7 breast cancer cell line (ChIP-seq data from T-47D breast cancer cell line). SE genomic locations are depicted by red lines on top of the tracks.
Supplementary Figure D.4: Candidate core TFs are cell-type-specific or lineage-specific. Number of samples, among 84 samples, in which a TF is considered a candidate core TF.
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