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Abstract

Epilepsy is a common neurological disorder, affecting around 1% of the world’s population. For many, drugs are available that can prevent their seizures. However, for close to one third of those who suffer from epilepsy, current medicines simply do not work. Surprisingly, a change in diet can dramatically stop seizures when medications cannot. This diet, known as the ketogenic diet, involves switching from a typical western diet of high carbohydrate content to one of almost entirely fats, which induces a state of ketosis or elevated circulating ketone bodies. The liver generates these ketone bodies from fat to be used by other tissues in the body as a fuel. In particular, during ketosis, the brain begins to utilize ketone bodies in addition to the usual fuel, glucose. The ketogenic diet is very effective at preventing seizures, but remains poorly understood. How might a change in fuel utilization in the brain have such a profound impact on epilepsy?

One of the best known links between cellular metabolism and excitability is the ATP-sensitive potassium (K_{ATP}) channel. When the intracellular ratio of [ATP]:[ADP] decreases sufficiently, these channels open to generate a hyperpolarizing effect on cells. In the brain, this activity of the channel can limit the spiking of neurons. Remarkably, we have found that the presence of ketone bodies can also favor the openings of these channels providing a hypothesis for how the ketogenic diet might act to prevent seizures.
Yet, the mechanism for how changes in fuel metabolism in brain cells leads to increased $K_{\text{ATP}}$ channel opening is not known.

This thesis presents work aimed at understanding whether decreases in glucose metabolism in neurons is capable of activating $K_{\text{ATP}}$ channels to affect neuronal firing. We find that, while disruption of glucose metabolism can activate $K_{\text{ATP}}$ channels, it requires that mitochondrial ATP production is lowered. In addition, disrupting glucose metabolism can also affect a nonselective cation current in spontaneously active neurons, leading to a slowing of firing. Together, these findings provide new understanding of metabolic conditions in neurons that modulate ion channel activity and ultimately neuronal excitability.
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Chapter I:

Introduction
Fueling the brain

While the brain takes up a small volume of an organism, it consumes a significant amount of the organism’s energy – up to 25% in primates (Mink et al., 1981). Therefore, it is not difficult to imagine that changes in an organism’s metabolism may play a role in the function of the nervous system. Consider the exquisite sensitivity of the brain to metabolic insults such as stroke or diabetic hypoglycemia, and the changes to cerebral blood flow that can be used to assess brain activity (Norris, 2006).

Typically, the brain, like most tissues, uses glucose as a primary energy source. Through a sequence of cytosolic reactions called glycolysis, glucose is broken down to generate the end product pyruvate. In addition to pyruvate, glycolysis generates 2 molecules of ATP and NADH per glucose molecule, which serve as major energy carriers in cells. Pyruvate can be used by mitochondria to fuel the citric acid cycle to generate even more NADH, which, in turn, is needed to establish a proton gradient across the inner mitochondrial membrane. This gradient drives the generation of more ATP molecules, the major energy currency of cells, through a process that consumes oxygen and is termed oxidative phosphorylation. Therefore, glucose and oxygen are key ingredients for fueling cellular metabolism.

However, energy can also be generated in the absence of glucose. Some cells such as muscle or liver cells store energy by converting excess glucose into the polysaccharide glycogen. During periods when energy demands exceed energy supply, glycogen can be broken down to fuel metabolism. In the brain, astrocytes can store significant levels of glycogen (Brown and Ransom, 2007), and it is hypothesized that this
glycogen is used to generate lactate, which astrocytes feed to neurons (Pellerin et al., 2007).

Another approach to make energy when glucose is low involves bypassing glycolysis altogether and fueling mitochondrial metabolism directly. During starvation states or if a diet low in carbohydrates is consumed, the liver generates ketone bodies from fatty acids (Rui, 2014). Two of the ketone bodies made, acetoacetate and β-hydroxybutyrate, can then be converted in energy-consuming organs to acetyl-CoA, which can then be used to fuel the citric acid cycle in the brain. This state of increased circulation and usage of ketone bodies is known as ketosis and can be intentionally induced by consuming a ketogenic diet low in carbohydrates, but high in fats. The ketogenic diet has been shown to be an effective therapy for refractory epilepsy (Neal et al., 2009) and is discussed in detail in chapter 2 of this thesis.

**Neurons are high consumers of energy**

Neurons are excitable cells, capable of integrating electrical inputs in their dendrites, which can trigger the firing of action potentials. Some neurons express the machinery to be intrinsically active – they fire spontaneously without the need of synaptic input. The ability of neurons to behave in these intricate ways is endowed by the chemical and electrical gradient they maintain across their plasma membrane. These gradients are actively generated by ion pumps that consume cellular energy, in the form of ATP, to move ions against their concentration gradient. When neurons receive synaptic input or fire trains of action potentials, ion pumps must work to restore and maintain the appropriate electrical gradient. As a consequence, neurons have high
energy demands which scale with the level of synaptic and spiking activity (Julia et al., 2012).

To meet these energetic demands, organisms respond to changes in neuronal activity in ways that funnel more energy to those neurons. For example, blood flow increases in areas of elevated brain activity to provide more oxygen and glucose (Woolsey et al., 1991). As a result, the maintenance of adequate energy supply to neurons is a crucial control system of the body. When this system is impaired, as might occur during a stroke when cerebral blood flow is occluded (Donnan et al., 2008), very rapid loss of neuronal function occurs, indicating the high dependence of brain activity on constant energy supply.

**Ion channels modify neuronal firing in response to changes in metabolism**

Neurons themselves can sense and respond to changes in metabolism. Periods of pathological energy deprivation such as ischemia or anoxia can lead to the loss of neuronal function and even to cell death. However, neurons also express the machinery that allows them to respond to physiological changes in metabolism. In particular, they express receptors and ion channels that can respond to metabolically relevant signals. In vertebrates, an area of the brain called the hypothalamus is important for the control of feeding (Smeets et al., 2012). Neurons in the hypothalamus express receptors that respond to hormone signals from the digestive system and adipose tissue. Activation of these receptors leads to changes in the activity of ion channels that control the firing properties of hypothalamic neurons. In addition, certain hypothalamic neurons can directly sense changes in glucose levels that alter the concentration of ATP inside these
cells (Routh et al., 2014). These changes in ATP are sensed by cytosolic proteins as well as by membrane proteins like ATP-sensitive potassium (K\textsubscript{ATP}) channels, which can lead to changes in neuronal firing. These metabolically sensitive channels are expressed not only in neurons specialized for regulating metabolism, but also in many other neurons of the brain.

We have found that changes in metabolism in healthy mouse neurons are capable of activating K\textsubscript{ATP} channels. In the dentate gyrus of the hippocampus, we have shown that increased openings of K\textsubscript{ATP} channels are observed during trains of action potentials (Tanner et al., 2011). Given that K\textsubscript{ATP} channels are inhibited by ATP binding, during action potentials, energy consumption by the sodium/potassium pump leads to the disinhibition of K\textsubscript{ATP} channels. These openings are even more abundant when the ketone body β-hydroxybutyrate is provided to the brain slices. β-hydroxybutyrate does not directly affect K\textsubscript{ATP} channel activity (Ma et al., 2007), thus a shift in fuel utilization from glucose to ketone bodies might favor the activity of K\textsubscript{ATP} channels. Our work demonstrates that similar to other tissues of the body, K\textsubscript{ATP} channels in neurons are great candidates for the link between cellular metabolism and excitability.

The ATP-sensitive potassium channel (K\textsubscript{ATP})

K\textsubscript{ATP} channels were first described in cardiac myocytes (Noma, 1983). These channels are inhibited by elevated intracellular [ATP] as well as by sulfonylureas, an important class of drugs used to treat diabetes (Ashcroft and Gribble, 1998). In the pancreas, K\textsubscript{ATP} channels play a critical role in regulating the release of insulin from pancreatic β-cells. After meals, an elevated blood glucose level produces an increase in
the cytoplasmic ATP concentration, which inhibits pancreatic K\textsubscript{ATP} channels. The reduced K\textsubscript{ATP} channel activity depolarizes pancreatic β-cells, resulting in calcium influx through voltage-gated calcium channels. The calcium influx triggers the secretion of insulin, which results in a reduction in the blood glucose levels (Ashcroft et al., 1994; Aguilar-Bryan and Bryan, 1999; Nichols, 2006). Not surprisingly, gain-of-function mutations in K\textsubscript{ATP} channel subunits lead to neonatal diabetes (Koster et al., 2005), while loss-of-function mutations result in hyperinsulinism (Sharma et al., 2000).

The K\textsubscript{ATP} channel is formed by four pore-forming subunits and four regulatory subunits (Ashcroft and Gribble, 1998; Aguilar-Bryan and Bryan, 1999). The pore-forming region is composed of four subunits that in vertebrates are encoded by the genes K\textit{IR}6.1 (\textit{KCNJ}8) or K\textit{IR}6.2 (\textit{KCNJ}11) (Inagaki et al., 1995; Sakura et al., 1995). The Kir6.x proteins can combine either as homomultimers or heteromultimers to form the channel pore. The structure of Kir6.x consists of two transmembrane segments referred to as M1 and M2. Binding of ATP to Kir6.x inhibits the channel activity, while binding of phosphatidylinositol 4,5-bisphosphate (PIP\textsubscript{2}) has a stimulatory effect (Nichols, 2006).

In addition to the four pore-forming subunits, K\textsubscript{ATP} channels are composed of four regulatory sulfonylurea receptors (SUR), which are encoded by one of two genes, S\textit{UR}1 (\textit{ABCC-8}) or S\textit{UR}2 (\textit{ABCC-9}) (Inagaki et al., 1996). Functional K\textsubscript{ATP} channels require the combination of Kir6.x and SUR because the C-terminus of Kir6.x contains a retention sequence that must be masked by SUR for proper trafficking to the plasma membrane (Tucker et al., 1997; Sharma et al., 1999; Zerangue et al., 1999). SURs are members of the ATP-binding cassette (ABC) superfamily, though they are named after their ability to bind sulfonylureas like glibenclamide and tolbutamide. Additionally, each SUR subunit
contains two intracellular nucleotide-binding domains that regulate the activity of the channel, allowing ADP (and also ATP) to stimulate channel activity and oppose the inhibitory effect of ATP on the Kir6 subunits. Finally, SUR subunits are the site of interaction of $K_{ATP}$ channel openers such as diazoxide and pinacidil (Nichols, 2006).

$K_{ATP}$ channels are widely expressed throughout the brain as demonstrated by mRNA and protein expression analysis (Karschin et al., 1997; Dunn-Meynell et al., 1998; Zawar et al., 1999; Thomzig et al., 2001, 2003, 2005; Zhou et al., 2002). In the ventromedial hypothalamus, glucose-sensing neurons contain $K_{ATP}$ channels that couple the metabolic state to neuronal activity (Miki et al., 2001). In the substantia nigra, $K_{ATP}$ channels protect the brain against hypoxia-induced seizures (Yamada et al., 2001). They also can prevent ischemic and anoxic damage to cortical neurons (Sun et al., 2006). Finally, the $K_{ATP}$ subunit Kir6.1 is also expressed by astrocytes (Thomzig et al., 2001), though what role $K_{ATP}$ channels play in astrocytes is unclear.

**Epilepsy, the Ketogenic Diet and $K_{ATP}$ Channels**

Epilepsy is a common neurological disorder, affecting around 1% of the world’s population. While significant progress has been made in controlling seizures in epileptic patients, close to a third of people with epilepsy are not well treated by pharmacological agents. Interestingly, the earliest known form of treatment for epilepsy was fasting, dating back to the ancient Greeks in 400 B.C. Essentially, the treatment allowed only water to be consumed. Work in the early 1920’s demonstrated the effectiveness of fasting to reduce or stop seizures (Lennox and Cobb, 1928). In the 1920’s, it was discovered that three compounds, β-hydroxybutyrate, acetoacetate, and acetone, were
elevated during fasting or when a low-carbohydrate, high-fat diet was consumed (Woodyatt, 1921). These compounds, known as ketone bodies, were predicted to be the active components of the fasting treatment for epilepsy (Wilder, 1921). A new treatment, called the ketogenic diet, was developed to promote conditions that elevate ketone bodies, while still allowing for caloric intake (Wilder, 1921; Conklin, 1922; Peterman, 1925). The diet was widely used until the discovery of diphenylhydantoin in 1938, after which interest in the ketogenic diet diminished (Bailey et al., 2005; Wheless, 2008).

The ketogenic diet remains an important treatment for epilepsy and its use has seen resurgence in the clinic. In particular, the ketogenic diet has been found to be effective in treating patients who previously have not achieved seizure control using anticonvulsant medication (Vining, 1998). For this reason, research directed at identifying the unknown mechanism of action of the ketogenic diet has increased over the past decade (Lutas and Yellen, 2013). Understanding the mechanism of action may lead to the development of new medications for epilepsy that may become first-line therapies in the future.

Work from our group in collaboration with Nika Danial’s laboratory at the Dana Farber Cancer Institute, has found that a genetic mouse model of altered fuel metabolism is seizure resistant (Giménez-Cassina et al., 2012). This mouse lacks the protein BAD, which in addition to its well established role as a pro-apoptotic protein regulates glucose oxidation in many cell types (Danial et al., 2003, 2008; Danial, 2008). Phosphorylation of BAD at a specific serine residue switches BAD from its apoptotic role to its role in regulating glucose utilization. Together with the Danial lab, we found that neurons and astrocytes from BAD knockout or mutant animals had altered fuel metabolism. Cells from these animals used glucose less efficiently than ketone bodies,
which is a metabolic scenario similar to that observed during fasting or when consuming a ketogenic diet. Therefore, we asked if these animals also showed seizure resistance and found that this was the case. Furthermore, seizure resistance was due to BAD’s metabolic role and not its effects on apoptosis. Finally, and most astonishingly, the seizure resistance could be abolished by genetically ablating $K_{\text{ATP}}$ channels, indicating a likely role for these channels in seizure resistance.

**What changes in brain metabolism during ketosis lead to seizure protection?**

A major motivation for the work in this thesis is to understand how cellular metabolism, during states of ketosis, can affect brain activity to prevent seizures. We hypothesize that $K_{\text{ATP}}$ channels serve an important role in the ketogenic diet’s mechanism of seizure resistance (Yellen, 2008). In particular, ketone bodies may increase $K_{\text{ATP}}$ channel activity in neurons and make them less excitable (Ma et al., 2007; Tanner et al., 2011). Ketone bodies bypass glycolysis and are metabolized in mitochondria via oxidative phosphorylation (Lopes-Cardozo and Klein, 1982; Haymond et al., 1983). While this increases total brain $[\text{ATP}] / [\text{ADP}]$, it is hypothesized that the reduced glycolytic flux (Appleton and De Vivo, 1973; De Vivo et al., 1978) may actually lower $[\text{ATP}]$ in a submembrane compartment. Reduced $[\text{ATP}]$ at the plasma membrane would lead to increased $K_{\text{ATP}}$ channel activity (Ma et al., 2007). Submembrane ATP compartments have been demonstrated in some cells including red blood cells (Proverbio and Hoffman, 1977; Hoffman et al., 2009). However, the existence of a submembrane ATP compartment in cells in the brain has not been demonstrated and
compartmentalization of ATP has been questioned (Gribble et al., 2000; Knopp et al., 2001).

To further understand how $K_{ATP}$ channels might regulate neuronal excitability and what metabolic conditions would support this regulation, we studied the firing of spontaneously active neurons of the substantia nigra pars reticulata (SNr). Chapter 3 presents the findings of this study, which show that $K_{ATP}$ channels are not simply linked to glycolytic ATP; rather, $K_{ATP}$ channels are activated most efficiently when mitochondrial ATP production is impaired, as occurs during hypoxic conditions or when glucose metabolism is reduced in conjunction with decrease oxygen availability. This $K_{ATP}$ channel activation is capable of decreasing neuronal excitability and therefore we suspect that a decrease in mitochondrial ATP production must occur to induce $K_{ATP}$ channel involvement.

In addition, we found that a yet-unidentified nonselective cation channel in these neurons is sensitive to glycolysis inhibition. Therefore, in SNr neurons, changes in glucose metabolism may affect firing through a $K_{ATP}$-independent mechanism. In chapter 5, I describe follow-up work using whole transcriptome sequencing to determine the identity of the nonselective cation channel that was found to be modulated in SNr neurons by changes in glycolysis. We also investigated the role of $K_{ATP}$ channels and glucose metabolism in a large neural network context. In chapter 4, I discuss the findings using an in vitro model of the cortical slow wave oscillation and show that $K_{ATP}$ channels are not involved in the transitions between oscillation states under basal conditions, but may be under low glucose conditions. Together, this thesis presents several avenues
that I have used to achieve an answer to a complex and yet-unresolved question: how can a change in diet make a brain less likely to have seizures?
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Chapter II:

The ketogenic diet: metabolic influences on brain excitability and epilepsy
Abstract:

A dietary therapy for pediatric epilepsy known as the ketogenic diet has seen a revival in its clinical use in the past decade. Though the diet's underlying mechanism remains unknown, modern scientific approaches like genetic disruption of glucose metabolism are allowing for more detailed questions to be addressed. Recent work indicates that several mechanisms may exist for the ketogenic diet including disruption of glutamatergic synaptic transmission, inhibition of glycolysis, and activation of ATP-sensitive potassium channels. Here we describe on-going work in these areas that is providing a better understanding of metabolic influences on brain excitability and epilepsy.

The ketogenic diet treatment for epilepsy

Trends in neuroscience come and go. In the 1920’s world of clinical neurology, momentum gathered behind the idea of treating epileptic seizures not with the few and rather inadequate medications available at the time, but by a radical change in diet: elimination of all but a tiny amount of ingested carbohydrate and substitution mostly by dietary fat, a so-called “ketogenic diet”. Then, despite many reports of the effectiveness of this diet in reducing seizures in patients with epilepsy, the diet was quick to fade from the clinical arsenal once the first really effective modern anticonvulsant drug, diphenylhydantoin, was introduced in the late 1930’s.

Decades later and with dozens of new anticonvulsant drugs, roughly a third of epilepsy patients still fail to achieve significant relief from seizures with drug treatment
Clinical interest in the ketogenic diet was renewed in the 1990’s, now specifically as a treatment for children with drug-resistant seizures. Its efficacy has been supported in retrospective and prospective studies as well as in a recent randomized trial (Neal et al., 2009), and many major centers now offer dietary therapy for epilepsy. But its utilization in epilepsy patients remains low for a variety of reasons: tolerability, compliance with the strict diet, management, and training in diet administration – as well as a general reluctance on the part of neurologists to employ dietary therapy.

Still, the diet often succeeds in control of seizures when drugs fail, indicating that the metabolic changes produced by the diet tap into anticonvulsant mechanisms that are not targeted by existing medications. Neurobiologists’ interest in dissecting – and ultimately, in reverse engineering – the nature of these mechanisms is on the rise, and here we review the latest insights from this work.

How can altered diet, and the ensuing changes in brain metabolism, affect brain excitability? Neuronal excitability is intertwined with energy metabolism in multiple ways. At the most basic level, maintenance of neuronal function incurs a substantial energy demand, and this demand must be met by active cellular metabolism. It is also known that certain specialized neurons and neuroendocrine cells are tuned to sense metabolic changes, in order to regulate hormonal secretion, energy management, and feeding behavior. But in addition to these obvious links between excitability and metabolism, many neurons whose primary function is not the sensing of metabolism can also alter their excitability in response to metabolic changes.
Metabolic changes associated with the ketogenic diet

The classic ketogenic diet consists of a 4:1 ratio of fats to proteins and carbohydrates (Peterman, 1925). This drastic decrease in carbohydrates reduces the amount of glucose utilization. Instead, fatty acids are used by the liver to produce the ketone bodies, beta-hydroxybutyrate (BHB) and acetoacetate, which fuel cellular metabolism in lieu of glucose. Much of the energy production of the body goes into fueling neurons, which have a high rate of energy expenditure. On the ketogenic diet, ketone bodies replace glucose as the major fuel source for the brain (DeVivo et al., 1978).

Do ketone bodies reduce neuronal excitability?

The two major areas of focus in research on the ketogenic diet have been the ketone bodies themselves and the metabolic changes associated with decreased glucose oxidation. Early clinical studies of dietary treatment of epilepsy attributed ketosis with seizure protection and injection of ketone bodies has been described to be anticonvulsant (Keith, 1933; Rho et al., 2002; Likhodii et al., 2003). In animal models, the level of ketosis has not correlated well with the degree of efficacy of the ketogenic diet (Bough et al., 1999, 2000; Likhodii et al., 2000; Dell et al., 2001). However, in humans, there is still evidence for the importance of elevated blood ketone bodies (Gilbert et al., 2000; van Delft et al., 2010) and brain ketone body levels may end up correlating with seizure protection. Several recent studies have directly examined the role of ketone bodies on neuronal excitability.
Direct inhibition of vesicular glutamate loading by ketone bodies

One long-standing hypothesis is that ketone bodies may act directly as pharmacological agents, but possible targets have been unclear. Recently, glutamate transport into synaptic vesicles by the vesicular glutamate transporter, VGLUT2, was found to be inhibited by the ketone body acetoacetate (Juge et al., 2010) at concentrations that are expected during the ketogenic diet. This effect can decrease glutamate release by cultured neurons exposed to acetoacetate. Furthermore, in these experiments (though not in an earlier study (Thio et al., 2000)), acetoacetate reduced excitatory glutamatergic synaptic transmission at hippocampal CA1 neurons (Figure 2.1). There was no effect on inhibitory synaptic input, consistent with the lack of inhibition of the vesicular GABA transporter by acetoacetate.

Inhibition of glutamate signaling by acetoacetate would be expected to reduce neuronal excitability. Indeed, neuronal hyperexcitability induced in rats by infusion of 4-aminopyridine, a potassium channel blocker and proconvulsant, was reduced by direct infusion of acetoacetate into the brain (Juge et al., 2010). It should be noted that, in this case, the 10 mM acetoacetate directly dialyzed into the rat brain was considerably higher than the effective concentrations required for inhibition of VGLUT2 and than expected during the ketogenic diet. Additionally, the relative seizure severity score used does not indicate the level of seizures induced (i.e. hypoactivity versus full tonic-clonic seizures), so it is unclear whether acetoacetate is effective on mild or severe seizure levels.
**Figure 2.1: Ketone body inhibition of vesicular glutamate transport**

**A)** Transport of glutamate into synaptic vesicles occurs via vesicular glutamate transporters (VGLUT). Acetoacetate (ACA), a ketone body whose level is elevated in patients on the ketogenic diet, was shown to be an inhibitor of VGLUT, competing with chloride for the site of allosteric regulation (Juge et al., 2010). **B)** When ACA was applied to hippocampal brain slices, glutamatergic synaptic transmission onto CA1 pyramidal cells was significantly reduced (Juge et al., 2010). This reduced glutamatergic signaling may reduce brain excitability and potentially contribute to the mechanism of the ketogenic diet. Abbreviations: mEPSC, miniature excitatory postsynaptic current, **, P< 0.01. Reproduced, with permission, from (Juge et al., 2010).
The reduction in glutamate release by acetoacetate is one promising candidate for how the diet might reduce seizures. However, organotypic hippocampal slice cultures chronically exposed to BHB were not protected from pharmacologically induced epileptiform activity (Samoilova et al., 2010). Additionally, acetoacetate rapidly breaks down to acetone or is converted to BHB, so it remains to be shown whether acetoacetate levels in the brain during dietary therapy are actually sufficient to chronically inhibit VGLUT2.

Earlier work suggested that increased production of the inhibitory neurotransmitter GABA might result from changes in brain metabolism produced by ketogenic diet (Yudkoff et al., 2007). It is hypothesized that glutamate recycling via glutamine becomes more efficient when ketone bodies are available, and that this may improve GABA resynthesis for inhibitory neurotransmission even more than it affects glutamate repackaging for excitatory neurotransmission (Yudkoff et al., 2007). The higher GABA production would be expected to increase inhibitory signaling in the brain, though, in rodents, elevations in total brain GABA levels have not been found (Yudkoff et al., 2001). Such changes in GABA signaling could complement the hypothesized alteration in glutamate signaling produced by acetoacetate.

**Ketone bodies can increase mitochondrial metabolism and decrease glycolysis**

Because ketone bodies are directly metabolized by mitochondria, glycolysis is bypassed and even inhibited by the increase in mitochondrial metabolism (DeVivo et al., 1978; Haymond et al., 1983). This metabolic shift is expected to increase mitochondrial ATP production and decrease glycolytic ATP production. Glycolytic enzymes are often
found associated with membrane proteins (Paul et al., 1979; Mercer and Dunham, 1981; Dubinsky et al., 1998) and may produce a compartmentation of ATP at the plasma membrane (Proverbio and Hoffman, 1977; Hoffman et al., 2009). Indeed, it is believed that the pumps maintaining the intracellular ionic concentrations utilize glycolytic ATP (Mercer and Dunham, 1981). The submembrane consumption of ATP by pumps may activate nearby ATP-sensitive potassium (K\textsubscript{ATP}) channels (Haller et al., 2001; Tanner et al., 2011), candidates for the link between metabolism and neuronal excitability. Intracellular ATP inhibits this channel and activation of the channel upon metabolic inhibition or ATP consumption generates a hyperpolarizing current that reduces cellular excitability (Ashcroft and Gribble, 1998). Their role is best characterized in pancreatic beta cells where open K\textsubscript{ATP} channels maintain the membrane potential at a negative, hyperpolarized level (Bennett et al., 2010). Increases in blood glucose levels lead to inhibition of K\textsubscript{ATP} channels by ATP, which then permits membrane depolarization and triggers insulin release. Similarly, in the hypothalamus, K\textsubscript{ATP} channels control the activity of glucose-sensitive neurons, which are important for regulation of energy consumption and body weight (Parton et al., 2007; Kong et al., 2010).

K\textsubscript{ATP} channels are widely expressed in the brain (Karschin et al., 1997; Dunn-Meynell et al., 1998; Zawar et al., 1999) and may play a role in the anticonvulsant action of the ketogenic diet, possibly via a use-dependent mechanism (Yellen, 2008). Increased activity of the channel has been observed with bursts of action potentials in respiratory neurons (Haller et al., 2001) and in hippocampal dentate granule neurons (Tanner et al., 2011). Inhibition of the Na\textsuperscript{+}/K\textsuperscript{+} pump prevented the activation of the channels, supporting the hypothesis that ATP consumption by the pump released K\textsubscript{ATP} channels from ATP inhibition. These negative feedback actions of K\textsubscript{ATP} channels may be
augmented by the ketogenic diet, as the presence of elevated BHB also increased the activity of $K_{ATP}$ channels in dentate granule neurons (Tanner et al., 2011), possibly via the decrease in glycolytic ATP production.

**Ketone bodies reduce neuronal excitability via $K_{ATP}$ channels**

Consistent with increased $K_{ATP}$ channel activity, ketone bodies were found to directly reduce neuronal firing rates of spontaneously active substantia nigra pars reticulata (SNr) GABAergic neurons from mouse brain slices (Ma et al., 2007). SNr neurons are important regulators of motor output and have been considered a “seizure gate” (Depaulis et al., 1994). Addition of acetoacetate or BHB produced a slowing of firing rate that was mediated by the activation of $K_{ATP}$ channels and depended on GABA$_B$ receptors. The mechanism of activation of $K_{ATP}$ channels may involve reductions in submembrane ATP levels or, alternatively, it may involve G-protein signaling. Consistent with this alternate method of $K_{ATP}$ channel activation, G-protein activation of $K_{ATP}$ channels has been linked with GABA$_B$ receptors (Mironov and Richter, 2000) or adenosine A$_1$ receptors (Kawamura et al., 2010; Li et al., 2010).

**Brain adenosine levels affect seizure susceptibility**

Adenosine signaling via A$_1$ receptors can reduce neuronal excitability (Phillis and Wu, 1981), and an increased level of adenosine in the brain has been hypothesized as a mechanism for the anticonvulsant effect of the ketogenic diet (Masino and Geiger,
Recent evidence shows that the ketogenic diet can reverse seizures in mice that are produced by disruption of adenosine A₁ receptor signaling.

Electrographic seizure-like activity was recorded in the hippocampus of transgenic mice overexpressing adenosine kinase (Fedele et al., 2005) or mice lacking the adenosine A₁ receptor (Masino et al., 2011). In the adenosine kinase transgenic mice, this hyperexcitability was reduced when they were fed a ketogenic diet (Masino et al., 2011). The effectiveness of the ketogenic diet in reducing the seizures was reversed by injection of glucose or of DPCPX, a blocker of the adenosine A₁ receptor.

These findings suggest that the ketogenic diet may increase extracellular adenosine and therefore adenosine signaling, thereby reversing the impairments producing the seizures in this model. However, it is not known whether dysfunctional adenosine signaling underlies seizures in other rodent models or in human cases. Therefore, it will be intriguing to see whether adenosine is involved in ketogenic diet seizure protection in classical rodent seizure models that do not rely directly on disruption of adenosine receptor signaling for production of seizures.

Reducing glucose usage might be more important

So far, we have examined recent ideas into how ketone bodies themselves may be important for prevention of neuronal hyperexcitability. Ketone body levels, though, have not consistently correlated with the level of seizure control. Instead, a decrease in glucose metabolism has been hypothesized to be important for the seizure protection. The anticonvulsant properties of the ketogenic diet can be rapidly reversed upon infusion
of glucose (Huttenlocher, 1976), supporting the importance of decreased glucose usage. Additionally, new modifications to the ketogenic diet, which do not necessarily generate ketosis, are also effective in children with intractable epilepsy (Pfeifer and Thiele, 2005). Thus, a reduction in glucose usage might be more important than ketone bodies. Unfortunately, dietary treatments in rodents have led to conflicting results in seizure models possibly as a result of strain differences or differences in the composition of the diet. This has made it difficult to compare ketogenic diet results in rodents with seizure protection in humans. Recently, more direct metabolic manipulations in rodents have allowed for some new insights into how decreased glucose utilization reduces seizures.

Reduced glucose utilization confers seizure resistance

One promising approach to assess seizure susceptibility is the use of mutant mice exhibiting chronic altered metabolism. Mice lacking the protein BAD (BCL-2-associated Agonist of Cell Death) (Chipuk et al., 2010), have reduced cellular glucose metabolism (Danial et al., 2008). Real-time mitochondrial oxygen consumption rates measured in cultured hippocampal neurons and astrocytes from BAD knockout mice showed reduced glucose oxidation and elevated BHB metabolism (Giménez-Cassina et al., 2012). Consistent with a shift away from glucose utilization, BHB levels were elevated in brain extracts from BAD knockout animals, while total brain ATP levels were unaffected, a result that is reminiscent of the characteristics of the ketogenic diet. Moreover, the reduced glucose metabolism in BAD knockout mice conferred resistance to acute seizures induced by kainic acid or pentylenetetrazol injection. The seizure resistance was not a result of BAD’s apoptotic role, but rather its role in glucose
metabolism, as shown by parallel effects on seizures by BAD mutations with opposite effects on apoptosis.

To elucidate the link between metabolic changes and neuronal excitability, the activity of $K_{\text{ATP}}$ channels in hippocampal brain slices from BAD mutant mice was also examined in this study (Giménez-Cassina et al., 2012). $K_{\text{ATP}}$ channels, recorded from dentate granule neurons, were significantly more active in the BAD mutant slices (Figure 2.2). Furthermore, whole cell $K_{\text{ATP}}$ currents were elevated in BAD mutant neurons and increasing the intracellular ATP concentration could decrease these currents. Supporting these in vitro results, mice lacking both BAD and Kir6.2, the pore-forming subunit of the $K_{\text{ATP}}$ channel, reversed the seizure resistance, providing genetic evidence that $K_{\text{ATP}}$ channels were important for the seizure resistance in BAD mutant mice.

The mechanism of elevated $K_{\text{ATP}}$ channel activity in BAD mutant mice is not known. It was speculated that a down-regulation of glycolysis by the shift to ketone body oxidation might increase $K_{\text{ATP}}$ channel activity (Figure 2.2), but this has not been demonstrated. In addition, it is unknown whether the elevated $K_{\text{ATP}}$ activity recorded in dentate granule neurons occurs in other brain regions in BAD mutant mice. Dentate granule neurons are important in gating hyperexcitability from spreading beyond the dentate gyrus into other areas of the hippocampus (Heinemann et al., 1992; Coulter, 1999; Brenner et al., 2005; Hsu, 2007), but it seems unlikely that changes in these cells alone would be sufficient to confer the substantial seizure resistance of BAD mutant mice. Though these questions await further investigation, BAD mutant mice provide a new tool to dissect the mechanism of metabolic reduction of seizures.
Glycolytic inhibition is anticonvulsant

The reduction in glucose levels and increase in ketone body metabolism observed during the ketogenic diet are consistent with a decrease in glycolysis. This has led to studies examining the ability of glycolytic inhibition to reduce seizures. The glucose analog, 2-deoxyglucose (2DG), inhibits glycolysis by decreasing glucose uptake (Nakada and Wick, 1956) and competing for phosphoglucone isomerase (Wick et al., 1957). 2DG is able to slow seizure progression in the rodent kindling seizure model (Garriga-Canut et al., 2006). This antikindling effect was proposed to result from decreased expression of brain-derived neurotrophic factor (BDNF) and the BDNF receptor, TrkB.

The mechanism of the decreased expression may involve the repression of BDNF by the NADH binding protein CtBP and neuron restrictive silencing factor (NRSF). BDNF is a candidate proconvulsant and reduction of BDNF signaling via its receptor TrkB is expected to increase seizure resistance (He et al., 2004; McNamara and Scharfman, 2010). A recent study supported NRSF’s role in the anticonvulsant properties of 2DG, but demonstrated that the ketogenic diet could still increase seizure resistance in mice lacking NRSF (Hu et al., 2011). NRSF might not be required for the ketogenic diet, or multiple redundant mechanisms might exist for the diet.
BAD regulates mitochondrial metabolism of glucose and ketone bodies. In BAD knockout or mutant animals, glucose utilization is reduced while ketone body metabolism is elevated (Danial, 2008). This metabolic switch results in increased $\kappa_{\text{ATP}}$ channel activity, as demonstrated by cell-attached recordings of $\kappa_{\text{ATP}}$ channels in dentate granule neurons in brain slices from BAD knockout and mutant brains (Giménez-Cassina et al., 2012). BAD-deficient mice are more resistant to seizures induced by injection of kainic acid (bottom left panel) and show reduced cortical seizure activity as recorded by electroencephalogram (EEG) (bottom right panel) (Giménez-Cassina et al., 2012). Reproduced, with permission, from (Giménez-Cassina et al., 2012) (middle and bottom panels).
Reduced oxidative stress may be involved in the seizure protection of the ketogenic diet

Metabolic changes could also improve seizure resistance by reducing reactive oxygen species (ROS). Rats injected with fructose 1,6-bisphosphate, which has been shown to shift glucose utilization to the pentose phosphate pathway (Kelleher et al., 1995), were more resistant to acute seizures (Lian et al., 2007). Because the pentose phosphate pathway produces NADPH, which is used to reduce intracellular ROS, it is hypothesized that the improved antioxidant function might be important for seizure protection (Stringer and Xu, 2008). Several studies have presented evidence that the ketogenic diet augments mechanisms that attenuate ROS (Kim et al., 2007, 2010; Maalouf et al., 2007; Jarrett et al., 2008). While reduction of ROS is known to improve cell health, it is not fully understood if this would serve only a neuroprotective role or also function to directly reduce neuronal excitability.

Neuroprotection and anti-epileptogenic effects of dietary treatment

While this review focuses on relatively direct mechanisms by which altered metabolism may reduce seizures through altered neuronal excitability, a ketogenic diet may also protect against or even reverse the chronic sequelae of seizures. Cellular metabolic stress during seizures can lead to neuronal death, and the ketogenic diet may serve a neuroprotective role, both by supplying additional cellular fuels and by reducing production of damaging reactive oxygen species (Sullivan et al., 2004).
The brain can also respond to seizures by “learning” to have seizures more easily, a process known as “epileptogenesis” that involves changes in intrinsic excitability, synaptic connectivity, and synaptic plasticity (Noebels et al., 2012). Dietary treatment for epilepsy may reverse these changes by blocking seizure activity itself and allowing a slow “unlearning” of seizures – many patients whose epilepsy is well-controlled for several years, either by dietary therapy or by conventional anticonvulsant medications, are able to remain seizure-free after stopping treatment. Some hypothesize that dietary treatment may also promote the “unlearning” of seizures by its effects on gene regulation (Bough et al., 2003; Garriga-Canut et al., 2006; McNamara and Scharfman, 2010; McDaniel et al., 2011).

Conclusions

Interest in dietary treatments for pediatric epilepsy has grown in recent years, which has motivated new research studies into the mechanism of the ketogenic diet. It is evident from recent advances that multiple mechanisms are likely at play (Figure 2.3). Ketone bodies could be acting directly to inhibit vesicular glutamate transport, but they also produce important changes in cellular metabolism that reduce seizures. Ketone bodies alter metabolism by bypassing glycolysis and increasing mitochondrial oxidation. This metabolic change may lead to activation of $K_{\text{ATP}}$ channels, which can reduce neuronal excitability. Recent evidence suggests that elevated $K_{\text{ATP}}$ activity might occur with reduced glucose oxidation, as observed in BAD mutant animals, and the increased $K_{\text{ATP}}$ activity confers seizure resistance. Inhibiting glycolysis directly using 2DG was also found to prevent seizures in rodent models through avenues involving decreased BDNF.
signaling. Alternatively, reducing glycolysis by shifting glucose metabolism to the pentose phosphate pathway was shown to reduce seizures, possibly through improved ROS handling.

Unraveling the complete picture of the ketogenic diet's anticonvulsive properties will require further studies on the ways in which cellular metabolism can shift membrane excitability. Newly developed methods for monitoring chronic seizures, genetic tools for manipulation of metabolism, and improved *in vitro* techniques for assessing metabolism and excitability will enable future progress in answering the outstanding questions. Diet may act through multiple simultaneous mechanisms that differ depending on cell-type and brain-region. Future work may link the individual findings from many studies of metabolic modification of neuronal activity in a unified explanation of the potent anti-seizure action of the ketogenic diet.
Figure 2.3: Potential mechanisms of the ketogenic diet

A) Schematic diagram illustrating the key metabolic pathways and diet targets. 1) **Ketone bodies** enter neurons via the monocarboxylate transporter (MCT) and are directly metabolized by mitochondria. 2) **Glucose** levels are reduced during the ketogenic diet as ketone bodies become the major fuel in the brain. Reduction of glucose metabolism in BAD mutant mice, or inhibition of glycolysis using 2-deoxyglucose, results in seizure protection (Garriga-Canut et al., 2006; Giménez-Cassina et al., 2012). 3) **Ion pumps** maintain ion homeostasis and consume intracellular ATP. Neuronal function is energetically demanding (Howarth et al., 2012), which allows for changes in metabolism to modulate neuronal function. 4) **K<sub>ATP</sub> channels** hyperpolarize neurons and may link changes in metabolism to neuronal excitability (Ma et al., 2007; Yellen, 2008). Decreases in cytosolic ATP, possibly via increased pump consumption of ATP, lead to increased K<sub>ATP</sub> channel activity (Haller et al., 2001; Tanner et al., 2011). 5) **Extracellular adenosine** can signal through A<sub>1</sub> receptors and G-proteins to activate hyperpolarizing conductances like the K<sub>ATP</sub> channel (Kawamura et al., 2010; Li et al., 2010). Release of adenine nucleotides through pannexin hemichannels or by exocytosis can modulate extracellular concentrations of adenosine. 6) **Antioxidant capacity** can be increased by shifts of glucose metabolism into the pentose phosphate pathway (PPP). This improves cellular handling of ROS and can act to protect neurons; such neuroprotection may be important for antiepileptogenesis (Kim et al., 2007; Maalouf et al., 2007; Jarrett et al., 2008; Stringer and Xu, 2008). 7) **Gene expression** can respond to changes in cellular metabolism, with downstream effects on excitability. 2-deoxyglucose inhibits glycolysis, which results in decreased in BDNF expression (Garriga-Canut et al., 2006). Other changes in gene expression are likely to occur during the ketogenic diet.

B-D) Hypotheses for how metabolic changes could result in reduced hyperexcitability. **B. Reduced Glycolysis – reduced BDNF expression.** Reduced glycolysis (for instance, by application of 2-deoxyglucose) leads to a decrease in cytosolic NADH, which in turn represses BDNF expression (Garriga-Canut et al., 2006). BDNF and its receptor, TrkB, have been implicated in epileptogenesis (the development of spontaneous seizures after status epilepticus) (He et al., 2004; Garriga-Canut et al., 2006). **C. Increased adenosine – Increased K<sub>ATP</sub>.** In conditions of low glucose, extracellular adenosine levels may be elevated via release of adenosine or ATP from neurons through pannexin hemichannels (Kawamura et al., 2010). Activation of adenosine A<sub>1</sub> receptors could then increase K<sub>ATP</sub> channel activity and reduce neuronal excitability. **D. Metabolic switch – Increased K<sub>ATP</sub>.** A switch from glucose to ketone body metabolism reduces the activity of glycolysis (DeVivo et al., 1978). The reduced glycolytic
production of ATP, combined with pump consumption of ATP during neuronal activity, could lead to reduced ATP levels near the plasma membrane. This in turn would increase $K_{\text{ATP}}$ channel activity and reduce the excitability of neurons. The metabolic switch can be induced either by increased availability of ketone bodies (supplied by the liver via blood vessels, when on the ketogenic diet) or by mutation of BAD (white outlines) (Giménez-Cassina et al., 2012). Ketone bodies may also be produced from fatty acids by neighboring astrocytes (Guzmán and Blázquez, 2001).
Figure 2.3: (Continued)
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Chapter III:
Metabolism regulates the spontaneous firing of SNr neurons via $K_{\text{ATP}}$ and nonselective cation channels
Abstract:

Neurons use glucose to fuel glycolysis and provide substrates for mitochondrial respiration, but neurons can also use alternative fuels that bypass glycolysis and feed directly into mitochondria. To determine if neuronal pacemaking depends on active glucose metabolism, we switched the metabolic fuel from glucose to alternative fuels, lactate or β-hydroxybutyrate, while monitoring the spontaneous firing of GABAergic neurons in mouse substantia nigra pars reticulata (SNr) brain slices. We found that alternative fuels, in the absence of glucose, sustained SNr spontaneous firing at basal rates. But glycolysis may still be supported by glycogen in the absence of glucose. To prevent any glycogen-fueled glycolysis, we directly inhibited glycolysis using either 2-deoxyglucose or iodoacetic acid. Inhibiting glycolysis in the presence of alternative fuels lowered SNr firing to a slower sustained firing rate. Surprisingly, we found that the decrease in SNr firing was not mediated by ATP-sensitive potassium (K\textsubscript{ATP}) channel activity. Though if we lowered the perfusion flow rate or omitted the alternative fuel, K\textsubscript{ATP} channels were activated and could silence SNr firing. The K\textsubscript{ATP}-independent slowing of SNr firing that occurred with glycolytic inhibition in the presence of alternative fuels was consistent with a decrease in a nonselective cationic conductance. While mitochondrial metabolism alone can prevent severe energy deprivation and K\textsubscript{ATP} channel activation in SNr neurons, active glucose metabolism appears important for keeping open a class of ion channels that is crucial for the high spontaneous firing rate of SNr neurons.
Introduction:

Neuronal firing is energetically expensive (Howarth et al., 2012), and therefore metabolism constrains firing and may influence neuronal processing (Kann et al., 2014). Neuronal metabolism is thought to be primarily fueled by glucose, but neurons can also use alternative fuels, such as β-hydroxybutyrate (βHB), a ketone body (DeVivo et al., 1978), during starvation states or when certain diets are consumed. These alternative fuels bypass glycolysis and directly fuel mitochondria. However, while neurons are capable of using alternative fuels, glycolysis is still crucial to drive certain cellular processes in neurons (Dhar-Chowdhury et al., 2007; Ivannikov et al., 2010; Zala et al., 2013).

Whether neuronal firing is also coupled to local energy production from glycolysis is not known. In other cell types, glycolytic enzymes are associated with the plasma membrane where they can provide rapid, local production of ATP for ion pumps (Proverbio and Hoffman, 1977; Mercer and Dunham, 1981; Paul et al., 1989; Hoffman et al., 2009). We wanted to better understand whether and how changes in glycolysis can lead to changes in neuronal excitability. We used the spontaneous firing rate of substantia nigra pars reticulata (SNr) neurons (Zhou and Lee, 2011) as a read-out of metabolic influences on neuronal excitability because their high firing rates likely generate a heavy metabolic burden, and local production of ATP at sites of high energy consumption may be important to sustain their spontaneous firing.

To test if SNr spontaneous firing requires active glycolysis, we switched between glucose metabolism and metabolism of alternative, mitochondrial fuels, which bypass glycolysis. We used several different interventions to eliminate the contribution of the
glucose-specific glycolytic pathway, while maintaining cell health by supplementing with mitochondrial fuels and sufficient oxygenation conditions. We found that mitochondrial fuels, in the absence of glucose-fueled metabolism, could sustain the spontaneous firing of SNr neurons and prevent energy deprivation. The spontaneous firing was sustained at a slower rate when we used glycolytic inhibitors iodoacetate (IAA) or 2-deoxyglucose (2-DG) to eliminate any contribution of glycogen-fueled glycolysis. We determined that the lower SNr firing rate was likely produced by a reduction in a nonselective cation conductance. Our findings suggest that mitochondrial metabolism contributes a major portion of energy in SNr neurons, while glucose metabolism may modulate SNr firing by augmenting the activity of a nonselective cation channel.

**Methods:**

**Brain Slice Preparation:**

All procedures involving animals were approved by the Harvard Medical Area Standing Committee on Animals. Experiments were performed using brains of male and female 13 to 20 day old wild-type (WT) mice (C57/BL6; Charles River Laboratories), Kir6.2 knockout mice (Miki et al., 1998) that we have backcrossed into C57/BL6 background, TRPC3 knockout mice (Hartmann et al., 2008) in 129/Sv background, and knockout mice lacking all seven of the canonical TRP (TRPC) channels also in 129/Sv background. The sevenfold TRPC knockout line (/- genotype for TRPC1 through TRPC7) was created by crossing the individual TRPC KO alleles (Freichel et al., 2001; Stowers et al., 2002; Dietrich et al., 2005; Dietrich et al., 2007; Hartmann et al., 2008; Perez-Leighton et al., 2011; Phelan et al., 2013) to obtain knockout animals lacking all
seven TRPC channels, and these mice are viable, fertile, and healthy in appearance (L. Birnbaumer, unpublished observation).

Mice were first anesthetized via isoflurane inhalation and decapitated. Using a vibrating tissue slicer (Vibratome 3000 or Campden 7000smz-2), we made acute coronal midbrain slices (275 µm) containing the substantia nigra region. Three coronal slices per animal were generally obtained and were hemi-sectioned to obtain 6 total slices containing the SNr region. All slicing procedures were performed in ice-cold slicing solution. Slices were immediately incubated in ACSF at 37°C for 35 minutes and afterwards were kept at room temperature in ACSF for 25 minutes to 3 hours before being used for recording. Slicing solution and ACSF were continuously oxygenated with 95% O\(_2\) and 5% CO\(_2\).

**Solutions:**

Slicing solution consisting of (mM): 215 sucrose, 2.5 KCl, 24 NaHCO\(_3\), 1.25 NaH\(_2\)PO\(_4\), 0.5 CaCl\(_2\), 7 MgSO\(_4\), and 10 D-glucose (~ 310 mOsm, pH = 7.4). ACSF consisted of (mM): 125 NaCl, 2.5 or 4 KCl, 25 NaHCO\(_3\), 1.25 NaH\(_2\)PO\(_4\), 1.5 CaCl\(_2\), 1 MgSO\(_4\), (MgCl\(_2\) in barium experiments) and 10 D-glucose (~ 300 mOsm, pH = 7.4). For low sodium ACSF, 125 mM NaCl was replaced by 125 mM N-Methyl-D-Glucamine (NMDG) chloride. Other fuel sources were provided in the ACSF solution in addition to glucose or replacing glucose as described. The pH of the ACSF was unchanged by the addition of alternate fuels. For βHB (2-3 mM), we used sodium (R)-3-hydroxybutyrate, which is the specific enantiomer of βHB that can be metabolized. This concentration of βHB is similar to circulating plasma levels observed in children consuming a ketogenic diet (Huttenlocher, 1976). For lactate addition, sodium L-lactate (5 mM) was used.
For loose patch cell-attached recordings, the pipette solution consisted of (mM): 125 NaCl, 2.5 KCl, 10 HEPES, 2 CaCl$_2$, 1 MgCl$_2$ (~ 300 mOsm; pH 7.3). For whole-cell recordings, the pipette solution consisted of (mM): 140 K-gluconate, 10 NaCl, 10 HEPES, 1 MgCl$_2$, 0.1 EGTA, (~ 300-310 mOsm; pH 7.3). For perforated-patch recordings, amphotericin B (200 µg/mL) and Alexa 488 (10 µM; Invitrogen) were added to the whole-cell recording solution and this solution was vortex-mixed immediately before each neuron was patched.

**Electrophysiology:**

We recorded from GABAergic neurons of the SNr, which can be identified by several characteristics including anatomical location, high firing rates, narrow action potentials, and minimal contribution of $I_h$ current (Zhou and Lee, 2011). By recording at 34° C and using extracellular concentrations of calcium (1.5 mM), magnesium (1 mM), and potassium (4 mM) adjusted to near physiological values (Hansen, 1985), we found that SNr neurons fired approximately 30 – 40 spikes per second, which is similar to firing rates observed in rodents in vivo (Sanderson et al., 1986; Gulley et al., 1999; Deransart et al., 2003; Maurice et al., 2003).

Recordings were performed in a “dual-perfusion” chamber where the slice received continuous supply of oxygenated ACSF from above and below (Hájos et al., 2009). The slice was placed on a metal grid (Supertech Instruments) and held down with a slice anchor (Warner Instruments; slice anchor kit for RC-22C). The chamber was produced in-house using a 3D printer (Objet 30, Stratasys) and consisted of two pieces that when assembled sandwiched the metal grid in between. The chamber contained two solution inputs: one to flow solution above the slice and one below the slice. A total
flow rate of 5 mL/min (2.5 mL/min/line) was typically used. In some experiments, the total flow rate was reduced to 1 mL/min. Bath temperature was maintained at 34 °C using inline heaters (Warner Instruments) for each perfusion line. During experiments, solutions were preheated (~ 36 °C) by maintaining solution bottles in a water bath (VWR) to prevent out-gassing. Neurons were visualized using an upright microscope (BX51WI; Olympus) equipped with IR-DIC and controlled using TILL Vision (TILL Photonics).

Spontaneous action potentials were recorded in a loose-patch cell-attached configuration with seal resistance of approximately 10 – 50 MΩ. Borosilicate pipettes (Warner Instruments) were used with tip resistances of ~ 2 MΩ. Long term cell-attached recordings can alter neuronal properties (Alcami et al., 2012), which we found to occur with recordings greater than 20 minutes. We avoided performing very long cell-attached recordings, but if needed, cells were patched for only short durations to obtain baseline conditions and then repatched later to record the firing rate after drug application. Only one neuron per brain slice was recorded when application of any pharmacology was tested.

Data were collected with an Axopatch 200B or Multiclamp 700B (Molecular Devices). Loose-patch recordings were low-pass filtered at either 1 or 4 kHz and sampled at 5 or 10 kHz respectively. Current-clamp recordings were low-pass filtered at 8 kHz and sampled at 20 kHz. Voltage-clamp experiments were low-pass filtered at 4 kHz and sampled at 10 kHz. Signals were digitized using a Digidata 1321A (Molecular Devices) and acquired using pClamp 10 (Molecular Devices).
Changes in steady-state current with application of IAA and βHB were tested in voltage-clamp, perforated-patch configuration at a holding potential of -70 mV. Whole-cell current-clamp recordings of action potentials and membrane potential were performed with zero current injection. For the characterization of current-voltage relationships, recordings were performed in whole-cell voltage-clamp configuration immediately upon breaking into the neuron to avoid changes associated with dialysis of the intracellular conditions. Neurons were held at -30 mV to inactivate large voltage-gated potassium currents. Voltage steps of 150 ms duration were made in 10 mV decrements from -0 mV to -110 mV, and steady-state current was calculated from the average of a 10 ms window at the end of each 150 ms voltage step. These experiments were completed within one minute of breaking into the neuron. All voltage-clamp and current-clamp experiments were corrected for liquid junction potentials, 15 mV for normal ACSF and 22 mV for NMDG-based low sodium ACSF. For whole-cell experiments, pipettes had tip resistances of 1.5 – 3.5 MΩ and were not fire-polished.

For perforated-patch recordings, pipettes were tip-filled with amphotericin-free whole-cell recording solution and then back-filled with perforated-patch solution. Neurons were sealed before the perforated-patch solution arrived at the tip of the pipette, which we monitored by imaging the Alexa 488 dye. Access resistance gradually decreased over 10 minutes after establishing a multi-gigaohm seal and recordings were initiated when access resistance was <100 MΩ. The integrity of the perforated-patch recording was monitored by imaging the Alexa 488 dye, and recordings were stopped if dye entered the neuron, which usually coincided with a sharp decrease in the access resistance indicating a rupture in the membrane at the pipette tip. All perforated-patch
recordings were performed at room temperature (~ 23 °C) to reduce the occurrence of spontaneous membrane rupture during recordings.

Pharmacology:

All chemicals used were obtained from Sigma-Aldrich. Most cell-attached recordings and all whole-cell experiments were performed in the presence of synaptic blockers of ionotropic glutamate and GABA receptors to eliminate spontaneous synaptic events. Kynurenic acid (1 mM) was used to block glutamate receptors and picrotoxin (100 µM) was used to block GABA\textsubscript{A} receptors. Synaptic blockers were dissolved directly into the bath ACSF solution. No difference was observed in basal firing rates between experiments performed in the presence or absence of synaptic blockers, consistent with previous findings (Atherton and Bevan, 2005). Additional experiments performed in the presence of blockers of the metabotropic glutamate receptor mGluR1\textsubscript{a} (LY 367385; 50 µM; Tocris), GABA\textsubscript{B} receptors (CGP 55845; 2 µM; Tocris), or adenosine A1 receptors (DPCPX; 5 µM; Tocris) did not alter our findings and these experiments were not included in this paper’s analysis. All hydrophobic drugs were dissolved in DMSO to obtain stock solutions. Final DMSO concentrations in ACSF were < 0.1% and this concentration of DMSO had no effect on SNr spontaneous firing. The concentration of IAA (1 mM) was chosen to maximally inhibit GAPDH activity in brain slices and was tenfold higher than the concentration shown to specifically block GAPDH in cultured astrocytes (Schmidt and Dringen, 2009). Slices were exposed to IAA only for short periods of time to prevent the reaction of IAA with other enzymes that can occur with long incubations.
Data Analysis:

Analysis was performed using Clampfit 10 (Molecular Devices) and Origin 9.1 (Origin Lab). Recordings were digitally high-pass filtered at 1 Hz and a threshold was used to detect individual action potentials. The number of action potentials within 10 second bins was used to determine firing frequency. For population averages, 30 seconds in each condition (e.g. control or IAA) were used as a measure of firing frequency. For normalized firing rate plots, individual experiments were normalized to a 30 second baseline average. Descriptive statistics are reported as mean ± SEM. Sample size reported indicates number of neurons and typically only one neuron was used per slice. For comparisons between two populations, paired or unpaired two-tail Student’s t-test was used and p-values are reported. For multiple comparisons, one-way ANOVA with Bonferroni post hoc test with alpha = 0.05 was used. An asterisk indicates significance at the p < 0.05 level.

Results:

To ask how spontaneous SNr firing is affected by a metabolic fuel switch from glucose to alternative fuels, we used three manipulations that disrupt glucose-fueled metabolism while leaving mitochondrial metabolism uninhibited. In the first manipulation, we removed glucose from the bath solution while simultaneously providing the ketone body βHB, which bypasses glycolysis and directly fuels mitochondrial metabolism. In the second approach, we again replaced glucose with βHB, but also added a glucose analog, 2-DG, which can inhibit glycolysis (Wick et al., 1957). In the third intervention,
instead of 2-DG, we used IAA, an inhibitor of the glycolytic enzyme GAPDH (Sabri and Ochs, 1971; Schmidt and Dringen, 2009).

**βHB sustains SNr firing in the absence of glucose**

We initially tried the most conservative manipulation by simply replacing extracellular glucose (10 mM) with βHB (2.5 mM). We had found that if we removed glucose without any addition of βHB, SNr firing was almost completely abolished by 20 minutes (Figure 3.1A; red symbols). In contrast, we found the spontaneous firing rate was fully sustained for at least 20 minutes in the absence of glucose if we supplied the alternative fuel βHB (Figure 3.1A; blue symbols). These data suggest that mitochondrial respiration of βHB can sustain, at least for tens of minutes, the high spontaneous firing rates of SNr neurons in the absence of glucose.

However, neurons can contain glycogen stores that through glycogenolysis can provide substrate for glycolysis in the absence of glucose (Saez et al., 2014). While we removed the main substrate of glycolysis, glucose, we did not directly inhibit glycolysis and therefore, our intention to shift metabolism only to mitochondria may not have been fully achieved. To address this, we used two methods to directly block glycolysis and prevent the possibility for glycogen mobilization to preserve glycolysis. The first method used the glucose analog, 2-DG, which is taken up by cells and phosphorylated by hexokinase, but unable to proceed further through glycolysis. In the second method, we used IAA, an irreversible cysteine modifier that disrupts the function of the glycolytic enzyme GAPDH by alkylating its reactive cysteine residue. Each of these two methods may have non-specific effects in addition to their inhibition of glycolysis, but if we
observe similar results using both methods, we would expect these consistencies to be a result of their similar effect on glycolysis.

**In the presence of mitochondrial fuels, inhibition of glycolysis with 2-DG or IAA lowers SNr firing**

We repeated our experiments using glucose removal with addition of βHB, but now we also blocked glycolysis using 2-DG (5 mM or 10 mM). We found that SNr firing decreased to a lower firing rate within ten minutes of the switch to 2-DG and βHB (Figure 3.1B, blue line) and this lower firing rate was ~ 10 spikes/s (~ 32%) slower than the basal firing rate (Figure 3.1D; blue square). In contrast, if βHB was withheld, replacement of glucose with 2-DG (5 mM) almost completely silenced SNr firing (Figure 3.1B & D; black line) indicating that βHB was utilized in the absence of functional glycolysis to sustain SNr firing, but at a slower firing rate.

We observed a similar outcome using IAA (1 mM) instead of 2-DG to block glycolysis (Figure 3.1C & D); however, the decrease in firing rate was significantly greater with IAA (Figure 3.1E).

Because IAA may affect glutathione (Schmidt and Dringen, 2009) and possibly increase the amount of reactive oxygen species (ROS), we performed two manipulations that would reduce ROS. We inhibited glycolysis with IAA in the presence of βHB and glucose, which allows glucose to proceed through the pentose phosphate pathway (PPP) and increase NADPH production. In the presence of glucose, the effect of IAA
Figure 3.1: The ketone body βHB sustains spontaneous SNr firing in the absence of glucose, but glycolytic inhibition slows the firing rate

**A)** SNr spontaneous firing rate in the presence of glucose (10 mM; 31.4 ± 3.2 spikes/s; black symbols, \( n = 10 \)). Spontaneous firing rate (29.3 ± 4.5 spikes/s; blue symbols; \( n = 8 \)) recorded from neurons in the absence of glucose, but presence of βHB (2.5 mM) for at least 20 minutes was not significantly different from the firing rate in glucose (\( p > 0.05 \); one-way ANOVA with Bonferroni). In the absence of external fuel (0 mM glucose; 0 mM βHB), SNr spontaneous firing was almost completely silent (0.9 ± 0.4 spikes/s; red symbols; \( n = 10 \)).

**B)** When glycolysis was inhibited using 2-DG (5 mM) in the absence of glucose and βHB (black line), the spontaneous firing of a SNr neuron decreased and then sharply dropped until firing was silenced. Return of glucose in the external solution rapidly restored the spontaneous firing. In the presence of βHB (2.5 mM; blue line), glycolytic inhibition with 2-DG (5 mM) in the absence of glucose decreased the spontaneous firing of a SNr neuron, but did not silence it.

**C)** When glycolysis was inhibited with IAA (1 mM) in glucose solution (10 mM; black trace), the firing rate of a representative SNr neuron decreased and then sharply stopped firing action potentials. However, in the presence of the ketone body βHB (2.5 mM; blue trace) and absence of glucose, the firing of a representative SNr neuron was sustained after glycolytic inhibition with IAA at a lower firing rate.

**D)** Average firing rate of SNr neurons in control and test conditions. The initial firing rate of SNr neurons in glucose (10 mM) was 32.7 ± 2.9 spikes/s (black squares & line; \( n = 12 \)), but after removal of glucose and addition of 2-DG (5 mM) the firing rate was almost completely silenced within 15 minutes (0.8 ± 0.3 spikes/s). The firing rate of SNr neurons in the absence of glucose, but presence of βHB (2.5 mM) was 33.1 ± 3.7 spikes/s (blue square & line). After addition of 2-DG (5 mM or 10 mM), the firing rate of those SNr neurons was significantly reduced, but not silenced (22.2 ± 2.6 spikes/s; \( n = 13 \); \( p = 0.0001 \); Student’s paired t-test). Addition of IAA (1 mM) to spontaneously firing SNr neurons (37.7 ± 9.7 spikes/s; \( n = 6 \); black circles & line) in glucose (10 mM) completely silenced SNr firing. When exogenous βHB (2.5 mM; blue circles & line) replaced glucose, the spontaneous firing of SNr neurons (37.2 ± 2.7 spikes/s) was significantly decreased after addition of IAA (1 mM), but was not silenced (17.8 ± 1.4 spikes/s; \( n = 20 \); \( p = 4.8 \times 10^{-7} \); Student’s paired t-test). Similarly, when lactate (5 mM; \( n = 5 \); red circles & line) replaced glucose, SNr spontaneous firing (39.8 ± 4.5 spikes/s) was decreased after addition of IAA (21.6 ± 3.4 spikes/s; \( p = 0.002 \); Student’s paired t-test). The mitochondrial poisons rotenone (Rot; 1 µM) and oligomycin (Oligo; 1 µM) silenced SNr firing in glucose solution (33.7 ± 3.0 vs 0.8 ± 0.5 spikes/s; \( n = 6 \); black diamonds & line). In the presence of rotenone (1 µM) and oligomycin (1 µM), βHB (2.5 mM) did not sustain SNr firing after treatment with IAA (40.2 ± 7.4 vs 0.2 ± 0.2 spikes/s; \( n = 4 \); blue diamonds & line).

**E)** Replacement of glucose with 2-DG and βHB decreased SNr firing by
32.3 ± 5.0% \((n = 13)\), which was significantly less than the decrease observed when using IAA to inhibit glycolysis \((p < 0.05;\) one-way ANOVA with Bonferroni). Inhibition of glycolysis with IAA was performed with βHB either in the absence of glucose (blue symbols) or with 10 mM glucose (red symbols). The percent decrease in firing rate was not significantly different \((p > 0.05;\) one-way ANOVA with Bonferroni) between experiments without glucose \((49.5 ± 3.4\%; n = 20)\) or while maintaining glucose \((64.2 ± 5.8\%; n = 12)\). In the presence of the antioxidant TEMPOL \((2 \text{ mM})\), the percent decrease in firing rate \((64.2 ± 5.2\%; n = 8)\) after inhibition of glycolysis with IAA in the presence of βHB and glucose was not significantly different from control experiments without TEMPOL. All error bars indicate SEM and asterisks indicate significance at the \(p < 0.05\) level.
was not significantly different from the effect observed in the absence of glucose (Figure 3.1E). In addition, we performed experiments in the presence of an antioxidant, 4-hydroxy-TEMPO (TEMPOL), which has been demonstrated to be a potent scavenger of ROS (Wilcox, 2010), and we found that the decrease in firing rate after addition of IAA was not attenuated by the ROS scavenger (Figure 3.1E). These results suggest that the effect of glycolytic inhibition in the presence of βHB is independent of a change in ROS or the PPP.

To determine if the change in firing rate produced by glycolytic inhibition was specific to the mitochondrial fuel used, we inhibited glycolysis with IAA in the presence of lactate (5 mM). With lactate, inhibition of glycolysis with IAA produced a similar decrease in firing rate as with βHB, indicating that the reduction in SNr firing was not just specific to βHB (Figure 3.1D; red circle). To further confirm that mitochondrial respiration was crucial to sustain SNr firing in the absence of glucose, we poisoned mitochondria with rotenone (1 μM) and oligomycin (1 μM) and found that βHB was no longer able to sustain firing in the absence of glycolysis (Figure 3.1D; blue diamond). Interestingly, rotenone and oligomycin silenced SNr firing in the presence of glucose (10 mM) as well, indicating that glycolysis alone is incapable of sustaining SNr firing (Figure 3.1D; black diamond). Together, these data demonstrate that in the absence of glycolysis, mitochondrial respiration can utilize alternative fuels to sustain SNr firing, but the firing rate is slower.

The observed decrease in SNr firing is not mediated by $K_{\text{ATP}}$ channel activation
The slower firing rate in the presence of mitochondrial fuels and absence of functional glycolysis may reflect the disruption of processes that are preferentially influenced by glycolysis. The ATP-sensitive potassium ($K_{\text{ATP}}$) channel can hyperpolarize cells when intracellular ATP levels are reduced (Ashcroft and Gribble, 1998; Nichols, 2006) and may be sensitive to changes in the ATP pool generated by glycolysis (Dhar-Chowdhury et al., 2005). SNr neurons express $K_{\text{ATP}}$ channels (Karschin et al., 1997; Richards et al., 1997) and have been previously shown to generate changes in SNr firing upon changes in metabolism (Yamada et al., 2001; Ma et al., 2007).

We tested whether an increase in $K_{\text{ATP}}$ channel activity was responsible for the slower firing rate we observed when we inhibited glycolysis in the presence of mitochondrial fuels. When we blocked $K_{\text{ATP}}$ channels using glibenclamide (Glib, 200 nM) and we inhibited glycolysis with 2-DG (5 mM) in the presence of βHB (2.5 mM), SNr firing was still significantly reduced (Figure 3.2A), and the percent decrease in firing rate (31.5 ± 2.9 %, $n = 8$) was not different from the decrease observed in the absence of glibenclamide (32.3 ± 5.0 %, $n = 13$, $p = 0.9$, Student’s unpaired $t$-test). In addition, glibenclamide (10 µM) was unable to reverse the decrease in firing rate produced by glycolytic inhibition with IAA in the presence of βHB (Figure 3.2A). We also used mice lacking Kir6.2, a pore-forming subunit of the $K_{\text{ATP}}$ channel, which eliminates functional $K_{\text{ATP}}$ channels (Miki et al., 1998). In these $K_{\text{ATP}}$ knockout animals, glycolytic inhibition with IAA in the presence of βHB still decreased SNr firing (Figure 3.2A) and the percent decrease in firing rate (51.6 ± 3.4 %, $n = 8$) was not significantly different from the decrease observed in WT SNr neurons (49.5 ± 3.4 %; $n = 20$; $p = 0.7$; Student’s unpaired $t$-test). Together, these data indicate that activation of $K_{\text{ATP}}$ channels is not required for slower SNr firing upon inhibition of glycolysis in the presence of βHB.
Glycolytic inhibition can activate K\textsubscript{ATP} channels under slower flow rate conditions or in the absence of alternative fuels

We wondered whether our elevated flow rate conditions might contribute to the lack of K\textsubscript{ATP} channel involvement by providing a highly oxygenated condition that favored robust mitochondrial metabolism. We tested this by decreasing the perfusion flow rate from 5 mL/min to 1 mL/min, a lower flow rate often used in brain slice studies. In contrast to the K\textsubscript{ATP}-independent slowing of firing observed at 5 mL/min (Figure 3.2B), with the slower flow rate of 1 mL/min (Figure 3.2C), we found that βHB (2.5 mM) was unable to prevent the loss of SNr firing with application of IAA in 6 out of 8 neurons tested. Addition of glibenclamide (200 nM) could partially restore firing in silenced neurons, indicating that K\textsubscript{ATP} channels contributed to the loss of SNr firing and that involvement of K\textsubscript{ATP} channels was dependent on the perfusion flow rate used.
Figure 3.2: $K_{ATP}$ channel activation after glycolytic inhibition is conditional on the perfusion flow rate and the presence of mitochondrial fuels

A) The spontaneous firing rate of SNr neurons, recorded in the continuous presence of the $K_{ATP}$ channel blocker glibenclamide (Glib; 200 nM), was significantly decreased (circle symbols; 28.8 ± 4.2 vs 19.3 ± 2.5 spikes/s; $n = 8$; $p = 0.001$; Student’s paired t-test) after inhibition of glycolysis with 2-DG (5 mM) in the absence of glucose but presence of βHB (2.5 mM). The decreased firing rate after inhibition of glycolysis with IAA (1 mM) in the presence of βHB (2.5 mM) was not reversed after addition of Glib (10 µM; square symbols; 18.2 ± 1.7 vs 17.0 ± 1.8 spikes/s; $n = 6$; $p > 0.05$; one-way ANOVA with Bonferroni). IAA (1 mM) significantly decreased the firing rate of Kir6.2 knockout SNr neurons (triangle symbols; 33.3 ± 3.6 vs 15.7 ± 1.6 spikes/s; $n = 8$; $p = 0.0003$; Student’s paired t-test). B) With a flow rate of 5 mL/min, βHB (2.5 mM) sustained the spontaneous firing of a SNr neuron after inhibition of glycolysis with IAA (1 mM). Further addition of the $K_{ATP}$ channel blocker Glib (10 µM) did not reverse the decrease in firing rate. a – c) Traces depict cell-attached recordings of spontaneous firing at the indicated times (Scale bar: 50 pA; 200 ms). C) With a lower flow rate of 1 mL/min, βHB (2.5 mM) was unable to sustain the firing rate of a SNr neuron. Addition of Glib (200 nM) could partially restore the firing rate. a – c) Traces depict cell-attached recordings of spontaneous firing at the indicated times (Scale bar: 20 pA; 200 ms). D) Cell-attached recordings of spontaneous firing rates with inhibition of glycolysis by IAA (1 mM) in the presence of glucose (10 mM). IAA completely silenced SNr firing of control neurons ($n = 6$; black trace). When $K_{ATP}$ channels were inhibited using Glib (200 nM; 10 minute preincubation; $n = 4$; blue trace) or eliminated in Kir6.2 knockout mice ($n = 6$; red trace), SNr firing displayed a transient increase followed by a complete silencing. E) Representative whole-cell recordings showing the time course of the effect of IAA (1 mM) application on the normalized firing rate of SNr neurons in the presence of glucose. In a control neuron, application of IAA promptly decreased the spontaneous firing rate without any increase in firing rate (black line). In a neuron preincubated in Glib (200 nM; blue line) or in a neuron from a Kir6.2 knockout mouse (red line), the firing rate increased after application of IAA and then stopped firing. F) Summarized data from all whole-cell experiments with application of IAA in the presence of glucose. After application of IAA, control neurons had a hyperpolarized resting potential (-74.6 ± 3.5 mV; $n = 9$; black symbols). After IAA, neurons preincubated in Glib (200 nM; blue symbols) had more depolarized resting potentials (-60.5 ± 2.7 mV; $n = 6$; $p < 0.05$; one-way ANOVA with Bonferroni) and neurons from Kir6.2 knockout animals (red symbols) also rested more depolarized (-53.2 ± 3.8 mV; $n = 6$; $p < 0.05$; one-way ANOVA with Bonferroni). All error bars indicate SEM and asterisks indicate significance at the $p < 0.05$ level.
Figure 3.2: (Continued)
To further characterize the role of $K_{\text{ATP}}$ channel activation, we inhibited glycolysis with IAA in the presence of glibenclamide (200 nM) and only supplied glucose (10 mM) as a fuel source. We had previously observed that with functional $K_{\text{ATP}}$ channels, IAA could rapidly silence SNr firing when no mitochondrial fuels were provided (Figure 3.2D; black line). In contrast, if we blocked $K_{\text{ATP}}$ channels with glibenclamide (Figure 3.2D; blue line) or eliminated them genetically (Figure 3.2D; red line), we observed a transient decrease in firing rate followed by a large, transient increase in firing rate after inhibition of glycolysis with IAA. To further examine these changes in SNr firing rate, we performed whole-cell current-clamp recordings where we again inhibited glycolysis without providing a mitochondrial fuel, either in control (Figure 3.2E; black line), in the presence of glibenclamide (Figure 3.2E; blue line), or from Kir6.2 knockout neurons (Figure 3.2E; red line). We found that WT neurons rested at hyperpolarized potentials after inhibition of glycolysis with IAA (Figure 3.2F; black symbols). However, in the presence of glibenclamide (Figure 3.2F; blue symbols) or in brain slices from Kir6.2 knockout mice (Figure 3.2F; red symbols), SNr neurons had final resting potentials that were significantly more depolarized than in control experiments. Together, these data indicate that $K_{\text{ATP}}$ channels can be activated by inhibition of glycolysis, but only under slower flow rate conditions or when no mitochondrial fuels are provided. The activation of $K_{\text{ATP}}$ channels under these conditions silences SNr firing and maintains SNr neurons at a hyperpolarized resting potential.

Inhibition of glycolysis with IAA in the presence of βHB decreases a nonselective cation conductance
To determine the mechanism for the \( \text{K}_{\text{ATP}} \)-independent slowing of SNr firing that we had observed with \( \beta \)-HB-fueled metabolism during well oxygenated conditions, we examined the changes in membrane voltage and currents during inhibition of glycolysis. We recorded action potentials immediately upon establishing whole-cell recordings to avoid washing out intracellular metabolites. Consistent with our cell-attached recordings, we found that basal firing rates were lower in neurons preincubated in IAA and \( \beta \)-HB (Figure 3.3A; blue trace) compared to control neurons in glucose (Figure 3.3A; black trace). There was no noticeable difference in the action potential waveform between the control neurons (Figure 3.3B; black line) and neurons in the presence of IAA and \( \beta \)-HB (Figure 3.3B; blue line); however, the afterhyperpolarization appeared more pronounced in the presence of IAA and \( \beta \)-HB.

To monitor changes in voltage and current over time with application of IAA, we turned to a perforated-patch technique to prevent disruption of intracellular metabolites during longitudinal recordings. Because we had not observed a change in the action potential shape, we performed current-clamp recordings in the presence of the sodium channel blocker lidocaine (1 mM) to eliminate action potentials and to better observe any changes in steady-state membrane potential. We found that inhibition of glycolysis with IAA in the presence of \( \beta \)-HB hyperpolarized the resting membrane potential by 13.7 ± 1.3 mV (Figure 3.3C). These experiments were performed in the continuous presence of glibenclamide (200 nM) to confirm that the changes in membrane potential we observed with glycolytic inhibition were independent of \( \text{K}_{\text{ATP}} \) channel activation.
Figure 3.3: Glycolytic inhibition hyperpolarizes the membrane potential by decreasing a constitutively active conductance

A) Action potentials were recorded immediately upon establishing a whole-cell recording from control neurons or neurons preincubated in IAA (1 mM) and βHB (2.5 mM). Representative traces from two separate neurons, one in control condition (black line) and one preincubated in IAA and βHB (blue line), show that IAA increases interspike intervals. B) The action potential waveform of neurons incubated in IAA in the presence of βHB (n = 7; blue trace) was similar to action potentials from control neurons (n = 5; black trace), but did have a more prominent afterhyperpolarization. (Scale bar: 20 mV; 5 ms). C) With action potentials blocked using lidocaine (1 mM) and with the K<sub>ATP</sub> channel blocker glibenclamide (200 nM) present, application of IAA (1 mM) in the continued presence of βHB (2.5 mM) decreased the membrane potential of SNr neurons recorded in perforated-patch configuration (-53.8 ± 2.0 mV to -67.5 ± 1.3 mV; n = 8; p = 3.0 × 10<sup>-5</sup>; Student’s paired t-test). D) Perforated-patch voltage-clamp recordings (holding potential of -70 mV) of SNr neurons in the presence of lidocaine (1 mM) exhibited a decrease in inward current after application of IAA (1 mM) with βHB (2.5 mM; -41.9 ± 7.4 pA to -6.1 ± 3.7 pA; n = 4; p = 0.0009; Student’s paired t-test). All error bars indicate SEM and asterisks indicate significance at the p < 0.05 level.
Figure 3.3: (Continued)
Next, we used voltage-clamp to monitor changes in ionic current, again during inhibition of glycolysis with IAA in the presence of βHB. In perforated-patch recordings, IAA decreased the steady-state inward current at -70 mV by 35.8 ± 4.0 pA (Figure 3.3D). To better characterize the identity of this inward current, we performed a current-voltage analysis by stepping the voltage in 10 mV decrements. For these experiments, we used whole-cell recordings, which allowed for lower series resistance and therefore better voltage control, and measurements were made immediately upon breaking in to the neurons to avoid effects due to washout of intracellular metabolites. We also performed these recordings in the presence of lidocaine (1 mM) and tetraethylammonium (TEA; 1 mM) to eliminate large currents and improve the voltage control. When we compared neurons that had been exposed to IAA in the presence of βHB (Figure 3.4A; blue squares) to control neurons in glucose (Figure 3.4A; black squares), we observed a change in steady-state current over the voltage range between -60 mV and -30 mV. We analyzed this change at the single voltage of -50 mV which is approximately the resting potential we observed in these neurons in the absence of action potentials. We found that the current at -50 mV was significantly different between control neurons and neurons preincubated in IAA and βHB (Figure 3.4E). This change in steady-state current was also observed when experiments were performed in the continuous presence of barium (1 mM BaCl₂; Figure 3.4B) to block inward-rectifier potassium channels (Hibino et al., 2009) as well as members of the tandem-pore potassium channel family (Ma et al., 2011). In the presence of barium, the inward current at -50 mV was significantly reduced in the neurons preincubated in IAA and βHB (Figure 3.4F), and the magnitude of the change in current was similar to that observed in experiments without barium (Figure 3.4E).
Figure 3.4: Glycolytic inhibition decreases a nonselective cationic current

A) Steady-state current-voltage (I-V) relationship of control neurons (n = 10; black solid squares) versus neurons preincubated (> 10 mins) in IAA (1 mM) and βHB (2.5 mM; n = 10; blue squares) over the voltage range from -100 mV to -10 mV. B) Steady-state currents were measured in the presence of barium chloride (1 mM) in control condition (10 mM glucose, black diamonds, n = 10) and in neurons preincubated with IAA and βHB (blue diamonds; n = 10). Neurons in IAA and βHB had decreased steady-state inward current. C) With lowered external sodium, the steady-state I-V relationship of control neurons (n = 10; black circles) was similar to that of neurons preincubated in IAA and βHB in lowered sodium (n = 9; blue circles). For comparison, the I-V plot of control neurons in standard sodium condition is shown (gray squares). D) Steady-state I-V relationship was similar for neurons in IAA and βHB (blue squares), and neurons preincubated (> 10 mins) in the nonspecific TRP channel blocker 2-aminoethoxydiphenyl borate (2-APB; 200 µM; n = 6; red squares). Both I-V plots from neurons in IAA and βHB, and neurons in 2-APB were different than the control neurons (gray squares). E) The steady-state current (pA) at -50 mV of control neurons (-66.0 ± 16.7; n = 10) was significantly different than neurons preincubated in IAA and βHB (54.9 ± 10.7; n = 10; p < 0.05). The steady-state current at -50 mV from neurons preincubated in 2-APB (200 µM) was also significantly different from control neurons (57.9 ± 22.3; n = 6; p < 0.05), but not significantly different from neurons in IAA and βHB. Neurons in low external sodium (27 mM NaCl) had an average steady-state current at -50 mV that was also significantly different from control neurons (95.9 ± 10.3; n = 10; p < 0.05). In the low sodium condition, IAA in the presence of βHB did not significantly alter steady-state current at -50 mV compared to control neurons in low sodium (112.3 ± 20.4; n = 9; p > 0.05). Significance of pair-wise comparisons at the p < 0.05 level was determined by one-way ANOVA with Bonferroni. F) The steady-state current (pA) at -50 mV in the presence of barium from control neurons (-205.7 ± 14.8; n = 10) was significantly different from neurons preincubated in IAA and βHB (-73.7 ± 17.4; n = 10; p = 1.7 × 10^{-5}; Student’s unpaired t-test). The decrease in inward current at -50 mV generated by IAA and βHB in the presence of barium (132.0 ± 22.8 pA) was similar in magnitude as the decreased observed without barium (120.5 ± 19.8 pA). Asterisks indicate significance at the p < 0.05 level. Comparisons that are not significantly different (p > 0.05) are also indicated (n.s.). All error bars indicate SEM. All experiments were performed in the presence of lidocaine (1 mM) and TEA (1 mM).
Figure 3.4: (Continued)
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Based on the characteristics of the current-voltage plot, we hypothesized that the change in steady-state current could be produced by a decrease in a nonselective cation conductance. To determine if our metabolic fuel switch altered the conductance of nonselective cation channel, we reduced the external sodium concentration from ~152 mM to ~27 mM by replacing sodium chloride with NMDG chloride. Lowering external sodium has been previously shown to eliminate a large proportion of the tonic nonselective cation conductance in SNr neurons (Atherton and Bevan, 2005; Zhou et al., 2008). In the low sodium condition, inward current through a nonselective cation channel should be reduced. Indeed, the inward steady-state current at -50 mV was significantly reduced in the low sodium condition compared to control neurons in the normal sodium condition (Figure 3.4E). In addition, if inhibition of glycolysis with IAA is decreasing a nonselective cation conductance, we expected to see a smaller change in current upon application of IAA in the low sodium condition. We found that in the low external sodium condition, the steady-state current after inhibition of glycolysis with IAA in the presence of βHB (Figure 3.4C & E) was not significantly different from control neurons in low sodium, and also not different from neurons preincubated in IAA in the presence of βHB in the normal sodium condition (Figure 3.4E). These data show that the current modulated by glycolytic inhibition in the presence of βHB is sodium dependent and consistent with a nonselective cation current.

We suspected that the nonselective cation current could be carried by a TRP channel with outward rectification (Clapham, 2003). In SNr neurons, a steady-state current with similar characteristics has been previously attributed to a TRP channel (Zhou et al., 2008). To test this, we blocked TRP channels using the nonspecific TRP channel inhibitor 2-aminoethoxydiphenyl borate (2-APB; 200 µM) and found that steady-
state current in the presence of 2-APB (Figure 3.4D; red squares) was altered from the control conditions (Figure 3.4D; gray squares), in a fashion similar to the effect of IAA with βHB (Figure 3.4D; blue squares). Comparing the steady-state current at the single voltage of -50 mV, we found that both IAA with βHB and 2-APB significantly reduced the steady-state inward current, compared to controls, and by similar magnitudes (Figure 3.4E). These data suggested that the change in steady-state inward current produced by IAA in the presence of βHB was consistent with a decrease in a TRP channel.

The nonselective cation conductance reduced by inhibition of glycolysis is not carried by TRPC channels

A previous study reported that murine SNr neurons express a single type of TRP channel, TRPC3, which is involved in maintaining the more depolarized potential of SNr neurons that allows them to fire spontaneously at high rates (Zhou et al., 2008). We reasoned that the constitutively active nonselective cationic current affected by IAA could be carried by TRPC3. We tested this by recording from TRPC3 knockout animals and found, surprisingly, that SNr neurons were spontaneously active with firing rates comparable to WT animals (28.6 ± 4.3 spikes/s; n = 10). When glycolysis was inhibited with IAA in the presence of βHB (Figure 3.5A), SNr firing was reduced in TRPC3 knockout neurons indicating that TRPC3 is not required for the decrease in firing rate produced by inhibition of glycolysis (Figure 3.5B).

We considered the possibility that in the absence of TRPC3, other members of the TRPC family of TRP channels could compensate. To test this, we recorded from SNr neurons from mice lacking all seven members of the TRPC family. We found that SNr
Figure 3.5: The reduction in firing rate produced by glycolytic inhibition does not require TRPC channels

**A)** Loose-patch cell-attached recording of a TRPC3 knockout SNr neuron showed a reduction in firing rate after application of IAA (1 mM) in the presence of βHB (3 mM). a – b) Traces depict cell-attached recordings of spontaneous firing before and after application of IAA in the presence of βHB (Scale bar: 50 pA; 200 ms).

**B)** Glycolytic inhibition in the presence of βHB (2.5 or 3 mM) decreased the spontaneous firing rate of TRPC3 knockout SNr neurons (28.6 ± 4.3 to 11.2 ± 2.8 spikes/s; $n = 10; p = 6 \times 10^{-5}$; Student’s paired t-test).

**C)** SNr neurons lacking all seven TRPC channels are spontaneously active. Inhibition of glycolysis with IAA in the presence of βHB (2.5 mM) significantly reduces the firing rate of these neurons (28.7 ± 3.4 to 12.6 ± 1.8 spikes/s; $n = 7; p = 0.001$; Student’s paired t-test).
neurons lacking all TRPC channels were still spontaneously active (Figure 3.5C). Furthermore, the firing rate of these neurons was still decreased after inhibition of glycolysis with IAA in the presence of βHB (Figure 3.5C). These data indicate that none of the TRPC channels are required for the spontaneous firing of SNr neurons and that the decrease in firing rate produced by glycolytic inhibition in the presence of βHB is not mediated by a decrease in the activity of a TRPC channel.

Discussion:

To ask if neuronal excitability is linked to glucose-fueled metabolism, we examined how a fuel switch from glucose to an alternative fuel affected the spontaneous firing of SNr neurons. With glycolysis inhibited using 2-DG or IAA, the alternative fuels, βHB or lactate, sustain SNr firing but at a slower rate indicating that active glycolysis is important for a portion of the spontaneous firing. The effect likely does not involve changes in the PPP because we observe similar results when we block glycolysis with IAA in the presence or absence of glucose which should have opposite consequences on the PPP. The effect is also independent of changes in ROS because the antioxidant TEMPO did not alter the response to IAA. Therefore, a change in glucose metabolism via glycolysis appears to modulate the firing rate of SNr neurons.

In the hypothalamus, changes in glucose metabolism alter $K_{\text{ATP}}$ channel activity, which can regulate neuronal firing and control feeding behavior (Sohn, 2012), but the role of $K_{\text{ATP}}$ channels may be different in other brain regions. We considered whether the activation of $K_{\text{ATP}}$ channels produced the decrease in SNr firing rate. In the SNr, we find that $K_{\text{ATP}}$ channels are not required for the decrease in firing rate after inhibition of
glycolysis. Instead, inhibition of glycolysis in the presence of mitochondrial fuels appears to decrease a nonselective cation conductance and this slows SNr firing. To activate $K_{\text{ATP}}$ channels, we needed to inhibit glycolysis either without providing mitochondrial fuels or with a lower perfusion flow rate to decrease the oxygenation of the brain slice. Therefore, glycolysis influences SNr firing through a $K_{\text{ATP}}$-independent mechanism when mitochondrial metabolism is robust and a $K_{\text{ATP}}$-dependent mechanism during conditions of reduced mitochondrial metabolism.

These data may provide relevant insight into how a metabolic fuel switch from glucose to ketone bodies can prevent seizures, a phenomenon that is used clinically to treat pediatric epilepsy (Bailey et al., 2005). Low carbohydrate dietary therapies for treating epilepsy have been around for centuries and have recently seen a renewed interest following clinical studies demonstrating their efficacy (Neal et al., 2009). During starvation or while consuming a ketogenic diet, patients experience an increase in circulating ketone body levels (DeVivo et al., 1978). The brain uses ketone bodies as a fuel source, which likely shifts cellular metabolism away from glucose. This metabolic change is thought to underlie the mechanism of seizure protection of the ketogenic diet (Lutas and Yellen, 2013); however, the exact mechanism remains unknown. Our finding that SNr neurons fire less in the absence of glucose-fueled metabolism suggests that changes in metabolic fuel can alter neuronal excitability, which may be important for seizure protection because the SNr is implicated in the gating of seizure progression and inhibiting SNr firing is anticonvulsant (Iadarola and Gale, 1982; McNamara et al., 1984; Depaulis et al., 1994). We also implicate the closure of a nonselective cation channel in the mechanism of the reduced excitability and we speculate that this channel may play a role in the mechanism for seizure resistance during a ketogenic diet.
In the absence of glycolysis, $K_{\text{ATP}}$ channel activation is conditional on perfusion flow rate and mitochondrial fuels

When we set out to test the contribution of glycolysis to SNr firing, we wanted to prevent the impairment of mitochondrial metabolism. To accomplish this, we provided the mitochondrial fuel $\beta$HB or lactate, but we also wanted to ensure that mitochondria could sufficiently utilize the oxidative substrate. Therefore, we used a flow rate of 5 mL/min in a dual perfusion chamber, as this was previously shown to provide adequate oxygenation of brain slices (Hájos et al., 2009). Under this higher flow rate condition, we completely sustain spontaneous firing with $\beta$HB in the absence of glucose and we observe no activation of $K_{\text{ATP}}$ channels. However, we tested whether lower flow rate conditions that are often used in brain slice experiments might produce different results.

When we lower the flow rate to 1 mL/min and block glycolysis in the presence of $\beta$HB, $K_{\text{ATP}}$ channels activate, which hyperpolarizes SNr neurons and results in the loss of firing. This resembles the activation of $K_{\text{ATP}}$ channels that occurs when we inhibit glycolysis without providing $\beta$HB, suggesting that at the lower flow rate of 1 mL/min, we have lowered the oxygenation to the brain slice and reduced the mitochondrial utilization of $\beta$HB. Therefore, the activation of $K_{\text{ATP}}$ channels is dependent on the oxygenation conditions of the brain slice, and flow rate should be taken into consideration when studying $K_{\text{ATP}}$ channel activity in brain slices. Our data supports a role of $K_{\text{ATP}}$ channels in SNr neurons during more oxygen starved conditions but minimal $K_{\text{ATP}}$ contribution during well oxygenated brain conditions. While we know that the higher flow rate supplies more freshly oxygenated solution to the brain slice, the large differences in oxygen delivery –
between normal perfusion of brain tissue by capillary blood containing red blood cells (and thus hemoglobin) oxygenated by 20% oxygen partial pressure, and brain slice superfusion with 95% oxygen (but no oxygen carrier) – makes it difficult to know which condition more accurately models the in vivo behavior.

We also find that we can activate $K_{ATP}$ channels if we inhibit glycolysis without providing an alternative fuel source, which disrupts all neuronal energy metabolism by eliminating substrate needed for mitochondrial ATP production. This conclusion is supported by the finding that mitochondrial blockers, rotenone and oligomycin, produce a loss of SNr firing similar to the loss of firing produced by glycolytic inhibition when glucose is the only fuel source provided. Under this effectively complete metabolic inhibition, $K_{ATP}$ channels activate to hyperpolarize SNr neurons and prevent depolarization-induced hyperexcitability. In the absence of $K_{ATP}$ channels, complete metabolic inhibition depolarizes SNr neurons and transiently increases the firing rate. This increase in firing rate resembles changes in SNr firing rate observed during hypoxia in Kir6.2 knockout mice (Yamada et al., 2001). Typically, hypoxia decreases SNr firing by activating $K_{ATP}$ channels; however, in the absence of Kir6.2-containing $K_{ATP}$ channels, hypoxia induces an increase in SNr firing rate by a yet unknown mechanism. The findings of Yamada et al. together with our data, support the idea that $K_{ATP}$ channels prevent depolarization after metabolic inhibition (Ben-Ari et al., 1990) and therefore play an important neuroprotective role when mitochondrial oxidation is impaired (Yamada and Inagaki, 2005; Sun et al., 2006).
The $K_{\text{ATP}}$-independent reduction in SNr firing likely involves a decrease in a nonselective cation conductance

To determine the mechanism of the $K_{\text{ATP}}$-independent decrease in firing rate, we characterized the change in conductance produced by the fuel switch to non-glucose fueled metabolism. Our data from these experiments suggest that a decrease in a constitutively active nonselective cationic current mediates the change in SNr firing. This conclusion is supported by our current-voltage characterization of the change produced by IAA, which indicates that a steady-state, sodium-dependent, inward current is reduced after glycolytic inhibition. The change in current produced by IAA is similar in magnitude and shape to the change in current produced by the nonspecific TRP channel blocker 2-APB and this current resembles a TRP-like nonselective cationic current previously described in these neurons (Zhou et al., 2008). In addition, the outward rectification observed at negative voltages resembles members of the TRP channel family (Clapham, 2003).

TRPC3 is not required for spontaneous firing of SNr neurons and is not necessary for the reduction in firing produced by inhibiting glycolysis

A previous study reported that murine SNr neurons express a single TRP channel, TRPC3, which is constitutively active in SNr neurons and required for the spontaneous firing of these neurons (Zhou et al., 2008). Therefore, we tested whether the current reduced by glycolytic inhibition is carried by TRPC3 channels. Surprisingly, we find that SNr neurons from TRPC3 knockout animals fire spontaneously at rates similar to WT neurons. Additionally, application of IAA decreases firing rates of TRPC3
knockout neurons to the same extent as WT neurons. These data indicate that TRPC3 channels are not required for the reduction in firing rate we observe with glycolytic inhibition in the presence of βHB and suggest that TRPC3 channels are not required for the baseline activity of SNr neurons.

Other types of TRP channels have been described in SNr neurons including the TRPM subtype in guinea pig SNr neurons (Zhou et al., 2008; Lee et al., 2013) and multiple TRPC channel subtypes in rat midbrain GABAergic neurons (Michel et al., 2005). To test the possibility that other TRPC channel subtypes were compensating for the loss of TRPC3, we recorded from SNr neurons from mice lacking all seven TRPC channel members. Surprisingly, SNr neurons are spontaneously active in the absence of all TRPC channels and inhibition of glycolysis in the presence of βHB decreases their firing rate. Thus the identity of the nonselective cation channels that sustain SNr spontaneous firing remains an outstanding question.

Conclusion:

Our studies demonstrate that changes in cellular metabolism can influence spontaneous firing of SNr neurons. We find that SNr neurons are capable of utilizing mitochondrial fuels in the absence of glucose, but that oxygen levels play a critical role in this ability. Similarly, $K_{\text{ATP}}$ channels, which can have strong effects on SNr firing, are activated only under conditions that favor decreased mitochondrial respiration. Finally, we find that a nonselective cation channel, which is important for SNr spontaneous firing, closes when glycolysis is inhibited in the presence of mitochondrial fuels. These findings
provide insights into how changes in glucose metabolism, possibly during starvation states or while consuming a ketogenic diet, can alter neuronal excitability.
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Chapter IV:

Metabolic and $K_{\text{ATP}}$ channel regulation of the cortical slow oscillation
Abstract:

A characteristic feature of deep sleep stages is a cortical slow oscillation. Cortical neurons oscillate between two states: an up-state during which neurons are depolarized and a down-state during which neurons are hyperpolarized. While the oscillation is initiated by a synaptic mechanism, potassium channels are believed to be important for the transition to the down-state and regulating the duration of the two states. In particular, the ATP-sensitive potassium channel (K\textsubscript{ATP}) has been shown to be important in regulating the slow oscillation. Changes in metabolism can alter K\textsubscript{ATP} activity, which is one mechanism for how cellular metabolism can alter the electrical state of the cell. We examined the role of K\textsubscript{ATP} channels in controlling the cortical slow oscillation using an \textit{in vitro} mouse model. We find that while the effects of some pharmacological manipulations suggest involvement of K\textsubscript{ATP} channels in the down-state transition, these effects persist in slices from mice lacking functional K\textsubscript{ATP} channels. Furthermore, experiments using more specific pharmacological tools do not support a role for K\textsubscript{ATP} channels in slow oscillation state transitions. However, we do find that cellular metabolism can alter the slow oscillation and that K\textsubscript{ATP} channels may play a role in metabolic regulation of cortical slow oscillations.

Introduction:

Slow Wave Sleep and the Cortical Slow Oscillation

Non-rapid eye movement sleep is characterized by sleep spindles and slow waves, which appear as large fluctuations in electroencephalogram (EEG) voltage
recordings (Blake and Gerard, 1937). Spindles occur at a frequency of 7-14 Hz and originate from thalamocortical neurons. Slow waves are composed of a delta rhythm (1-4 Hz) and a cortical slow oscillation (0.1-1 Hz) (Steriade et al., 1993b). The slow oscillation occurs during periods of deep sleep and under anesthesia. Like other sleep oscillations, it is regulated by the presence of the neuromodulators acetylcholine, norepinephrine (Steriade et al., 1993a), and adenosine (Fellin et al., 2009; Halassa et al., 2009).

Intracellular recordings from cortical neurons of anesthetized animals reveal that the slow oscillation is generated by periods of synchronized activity and periods of quiescence (Steriade et al., 1993b; Amzica and Steriade, 1995a, 1995b; Volgushev et al., 2006). These periods are referred to as up-down-states (UDS). During up-states, all cortical neurons are depolarized and fire action potentials. On the other hand, down-states are characterized by hyperpolarized membrane potentials, which silence cortical neurons. The slow oscillation is a cortical phenomenon, as it does not require thalamic input (Timofeev et al., 2000) and can occur in cortical brain slices that are maintained under physiological conditions (Sanchez-Vives and McCormick, 2000). The brain slice slow oscillation has been helpful in addressing the cellular mechanism of UDS.

The slow oscillation appears to be generated by recurrent synaptic activity in cortical networks and not by intrinsic mechanisms. This conclusion is supported by the observation that hyperpolarizing a cortical neuron does not eliminate the UDS and blocking fast excitatory synaptic transmission eliminates the slow oscillation in vitro (Sanchez-Vives and McCormick, 2000). Intracellular recordings of cortical neurons reveal that barrages of excitatory and inhibitory post-synaptic potentials (PSPs) occur during up-states (Shu et al., 2003; Haider et al., 2006). Furthermore, inhibitory input is
necessary for maintaining the durations of UDS. Completely blocking fast inhibitory activity results in a shift from the slow oscillation to paroxysmal seizure-like activity \textit{in vivo} and in brain slices. Partially blocking inhibitory input increases the amplitude of the depolarization and shortens the duration of up-states (Sanchez-Vives et al., 2010). Consequently, it is thought that the up-state is maintained by a balance in cortical excitatory and inhibitory input (Haider and McCormick, 2009) and this is supported by the finding that excitatory and inhibitory conductances are correlated \textit{in vitro} (Shu et al., 2003) and \textit{in vivo} (Haider et al., 2006).

The initiation of an up-state is believed to be triggered by a summation of spontaneous miniature excitatory post-synaptic potentials (mEPSPs) (Sanchez-Vives and McCormick, 2000; Shu et al., 2003; Haider et al., 2006; Chauvette et al., 2010). While any cortical area or layer has the ability to initiate an up-state, large layer V pyramidal neurons tend to trigger an up-state first (Sanchez-Vives and McCormick, 2000; Chauvette et al., 2010). Presumably, the extensive dendritic branching of these pyramidal neurons allows for greater convergence of mEPSPs that leads to action potential threshold faster. Once one or several neurons are active, the rest of the cortical neurons receive barrages of EPSPs from feedback excitation and also transition to the up-state. The slow oscillation then propagates horizontally as a traveling wave (Sanchez-Vives and McCormick, 2000).

The mechanism of the transitions from the up-state to the down-state is not completely understood, though several hypotheses exist. Since the up-state is triggered by excitatory synaptic activity, it was proposed that inhibitory input triggers the transition to the down-state (Contreras et al., 1996). Several lines of evidence suggest that this
transition is more likely mediated by potassium channels. Firstly, intracellular dialysis with cesium based solutions, which block potassium channels, eliminated or reduced the down-state hyperpolarization (Metherate and Ashe, 1993; Steriade et al., 1993b). Secondly, if inhibitory input triggers the termination of an up-state, blocking inhibitory input should prolong the duration of the up-state. On the contrary, when GABAa receptors are partially blocked, the up-states duration becomes shorter (Mann et al., 2009; Sanchez-Vives et al., 2010). Additionally, the up-state depolarization is more pronounced and action potential firing is more intense. These observations are compatible with the hypothesis that an activity-dependent mechanism terminates the up-state, such as activity-dependent potassium channels.

Furthermore, afterhyperpolarizations (AHPs) occur after up-states and produce a relative refractory period during the down-state, which affects the frequency of the slow oscillation (Sanchez-Vives and McCormick, 2000). This AHP is larger after blocking inhibitory synaptic input supporting a role of increased potassium channel activity (Sanchez-Vives et al., 2010). In particular, sodium-dependent potassium channels have previously been shown to produce a slow AHP (Contreras et al., 1996; Wallén et al., 2007). Modeling of the UDS demonstrated that a sodium-dependent potassium channel might be sufficient to terminate the up-state (Compte et al., 2003). Another possibility is that depletion of ATP during the up-state, primarily by the Na⁺/K⁺ ATPase, leads to the activation of ATP-sensitive potassium channels (KATP), which then hyperpolarize the neurons (Cunningham et al., 2006).

Even though these lines of evidence suggest a termination mechanism that involves activity dependent channels, it is still possible that termination of up-states is
simply synaptic. During partial inhibition of GABAA receptors, the greater intensity of firing during up-states might enhance inhibitory synaptic transmission, which can signal via postsynaptic GABA_B receptors. GABA_B receptor activation has been implicated in the termination of the up-state, though the channel affected by GABA_B receptor activation is unknown in this case (Mann et al., 2009). A possibility that has been suggested in other situations is that GABA_B receptor activity and K_ATP channels are coupled (Roeper et al., 1990; Ma et al., 2007).

The role of K_ATP channels in regulating cortical oscillations

K_ATP channels have been implicated in regulating the termination of cortical up-states in vitro in the adult rat entorhinal cortex (Cunningham et al., 2006). The authors found that tolbutamide could increase the duration of the up-state, while the K_ATP channel opener diazoxide almost entirely abolished the slow oscillation. These findings support the idea that activity-dependent potassium channels are involved in regulating the duration and termination of the up-state. It has been shown that increasing the neuronal firing rate during up-states by blocking GABAergic input using bicuculline and gabazine (Mann et al., 2009; Sanchez-Vives et al., 2010) or by increasing the temperature (Reig et al., 2010) shortens the up-state and enhances the AHP.

While evidence in support of the role of activity-dependent potassium channels continues to increase, the key channels involved have not been fully characterized. It is known that during periods of intense neuronal firing, Na^+/K^+ ATPase and Ca^{2+} ATPase activity increase to restore the resting ionic conditions. The Na^+/K^+ ATPase accounts for much of neuronal ATP consumption (Attwell and Laughlin, 2001) and may produce a
decrease in intracellular ATP during cortical up-states, thereby recruiting $K_{\text{ATP}}$ channels. Indeed, it has been observed that the $Na^+/K^+$ ATPase inhibitor, ouabain, can abolish the cortical slow oscillation *in vitro* (Cunningham et al., 2006).

Further characterization of the role of $K_{\text{ATP}}$ channels in regulating the slow oscillation will improve our understanding of neocortical rhythms, slow wave sleep, and $K_{\text{ATP}}$ channel function. In particular, the slow oscillation is interesting to us because during certain forms of epilepsy, for example Lennox-Gastaut syndrome, patients experience seizures during slow wave sleep. The slow oscillation progresses into a characteristic seizure pattern called spike-wave seizures (Amzica and Steriade, 1999). Understanding how slow oscillations are generated will provide significant insight into how the oscillation can develop into seizures. In addition, Lennox-Gastaut syndrome is particularly responsive to treatment using the ketogenic diet. It is possible that the role of $K_{\text{ATP}}$ channel regulation of the slow oscillation is also involved in the mechanism of preventing the transition of the slow oscillation into seizures.

**Methods:**

Both the interface chamber (Haas style; Harvard Apparatus) and submerged chamber (Dual perfusion; 3D printed; Stratasys) were used to record slow oscillations from horizontal slices of the mouse (P13-P18; C57bl6; Charles River) entorhinal cortex. However, all data present in this chapter was obtained using the interface chamber because the signal-to-noise was significantly better (Figure 4.1A). Slices were prepared on a Vibratome 3000 at a thickness of 350 μm in sucrose substituted ACSF solution (Lutas et al., 2014). Afterwards, slices were incubated at 37°C for 35 minutes in ACSF
under interface conditions. Slices were either immediately used for recordings or stored under interface conditions at room temperature for several hours.

To observe spontaneous slow cortical activity, the ACSF solution must contain physiological concentrations of calcium (1-1.2 mM), potassium (3-3.5 mM) and magnesium (1 mM) (Sanchez-Vives and McCormick, 2000). Additionally, the temperature of the slice must be maintained at near physiological temperatures (34°C-37°C) (Reig et al., 2010). For the submerged recording condition, the perfusion flow rate must be increased to >3 mL/min. Most of our recordings were performed using the interface chamber with a flow rate of <1 mL/min. For submerged conditions, the flow rate was 5 mL/min in a dual perfusion chamber.

Slow oscillations in the local field potential can be recorded extracellularly using a borosilicate pipette (<1 MΩ; Warner Instruments) filled with ACSF solution. The signal (~10-500 uV) was amplified 1000-2000 fold before acquisition using a Multiclamp 700B (Molecular Devices). The up-state and down-state durations were calculated by thresholding the power in the 8-50 Hz band after Fourier transform. Drugs were added to the ACSF solution and washed on to slices via the perfusion system.

**Results:**

In most studies of the *in vitro* slow oscillation, an interface chamber is used to maintain the slices. This chamber exposes the upper surface of the slice to a continuous flow of humidified oxygen.
Figure 4.1: Slow wave oscillations change in response to tolbutamide

A) Extracellular field potential recordings from layer III of the entorhinal cortex using an interface chamber or submerged chamber. Enlarged section of recording depicts difference in signal amplitude between the interface and submerged chamber conditions. B) Representative traces for before, during, and after application of tolbutamide (0.3 mM). C) Averaged timecourse of application of tolbutamide (0.3 mM) demonstrating increase in up-state duration and decrease in down-state duration (n = 8).
Using horizontal brain slices of the entorhinal cortex and hippocampal region from juvenile (P13-18) mice, I have recorded spontaneous slow oscillations in the extracellular local field potential (LFP) (Figure 4.1A). UDS are detected by setting a threshold after first taking the power of the frequencies between 8-50 Hz after Fourier transform.

While these recordings are very robust using an interface chamber, I have found that they can also be recorded using a more conventional chamber where slices are submerged under a continuous perfusion of solution albeit using a higher flow rate (~3-5 mL/min vs 1 mL/min) (Figure 4.1A). The advantage of the submerged slice recording setup is the ability to use water-immersed objectives allowing for visualization of individual neurons. With the improved visualization, patch-clamp recordings can be made from selected neurons and fluorescent sensors can be utilized. However, the smaller amplitude of the events made it more difficult to analyze and therefore all experiments presented here were performed in an interface chamber.

**Tolbutamide effects the duration of UDS**

Initially, I set out to reproduce the finding that tolbutamide increases the duration of the up-state *in vitro* (Cunningham et al., 2006). I applied 0.3 mM tolbutamide to brain slices and observed an increase the duration of the up-state gradually over 30-60 minutes (Figure 4.1B-C). Furthermore, I found that the down-state duration decreased rapidly with the application of tolbutamide (Figure 4.1C). In addition, by continuously
monitoring the slow oscillation throughout the entire experiment, I noticed that the effect on the up-state duration is not simply an increase in the duration. There is an initial decrease in the up-state duration after tolbutamide application that reverses with continued drug presence. The observed effects on the UDS were not a result of the vehicle (0.1% ethanol) used as this was controlled for by including the vehicle in the tolbutamide-free baseline solution or by performing experiments with tolbutamide dissolved directly into the ACSF.

**Tolbutamide effect on UDS does not require Kir6.2**

To confirm the specificity of the effect of tolbutamide, the experiments were repeated using brain slices from mice lacking the gene encoding Kir6.2. We expected that, in these brain slices, tolbutamide would have no significant effect. Surprisingly, we found that application of tolbutamide had an almost identical effect as in the wild-type brain slices (Figure 4.2A). Furthermore, the baseline properties of the oscillation were no different than wild-type mice suggesting that Kir6.2 is not involved in regulating the UDS (Figure 4.2B). In addition, application of the high-affinity $K_{ATP}$ inhibitory glibenclamide (100 nM - 1 µM) also had no effect on the oscillation in wild-type brain slices (Figure 4.2C). Previous studies have reported glibenclamide-insensitive $K_{ATP}$ channels (Pu et al., 2008). However, together with the experiments using Kir6.2 knockout brain slices, these results suggest that the mechanism of action of tolbutamide is likely $K_{ATP}$-independent.
Figure 4.2: Tolbutamide effect on Kir6.2 knockout brain slices

A) Tolbutamide application to Kir6.2 KO brain slices demonstrates that Kir6.2 containing K<sub>ATP</sub> channels do not mediate the tolbutamide effect on SWO. B) Bar graphs of average up-state and down-state durations of WT (n = 19) and Kir6.2 KO (n = 14) SWO. C) Application of a higher affinity K<sub>ATP</sub> channel blocker, glibenclamide (1 μM), had no affect on SWO.
There are several possible interpretations for these findings. One scenario is that slow oscillations in the juvenile brain slice are different than those reported in the adult rat brain slice. This seems unlikely because the properties of the oscillations I record are identical to those presented by previous studies (Sanchez-Vives and McCormick, 2000; Dickson et al., 2003; Cunningham et al., 2006). Moreover, this oscillation has been found in brain slices from a wide variety of animals and is believed to be a basic property of cortical networks. In addition, I was able to record an effect of tolbutamide that was similar to the one previously reported (Cunningham et al., 2006), though the previous study did not use glibenclamide nor did they use any genetic manipulation to confirm the specificity of their result.

The major concern, then, is that tolbutamide is acting independently of $K_{ATP}$ channels. Evidence for actions of tolbutamide outside of its ability to block $K_{ATP}$ channels has been shown before. For example, it has been demonstrated that sulfonylureas can bind to a Rap guanine nucleotide exchange factor called Epac2 (Hinke, 2009; Zhang et al., 2009), which can interact with $K_{ATP}$ channels (Kang et al., 2008) and enhance vesicle release (Hinke, 2009). While this is a possibility, the finding that glibenclamide had no effect does not support the involvement of Epac2, as it is activated by glibenclamide (Zhang et al., 2009) and we observed no effect of glibenclamide on UDS.

Another possibility is that Kir6.2 knockout mice may still contain ATP-sensitive currents in cortical neurons. $K_{ATP}$ channels can also be formed by the Kir6.1 subunit, though expression of Kir6.1 is typically very low in the brain. However, it is possible that functional $K_{ATP}$ channels could be composed of Kir6.1 in the cortex or that Kir6.1 compensates for the loss of Kir6.2. This is an intriguing possibility because Kir6.1 has
been shown to be present at pre-synaptic active zones and may be involved in controlling vesicle release (Soundarapandian et al., 2007). Considering that recurrent synaptic activity plays a major role in the cortical slow oscillation, $K_{ATP}$ channels composed of Kir6.1 might regulate synaptic transmission and thereby affect UDS.

To address this possibility, we obtained mice conditionally expressing the Kir6.1-AAA dominant-negative mutation (Malester et al., 2007). These mice express a pore mutant of Kir6.1 that has had the three amino acids (Gly-Phe-Gly) in the selectivity filter replaced by three alanines (Tong et al., 2006). Kir6.1-AAA has been shown to disrupt $K_{ATP}$ channels composed of both Kir6.1 and Kir6.2 suggesting that both Kir6 subunits can coassemble. I targeted the expression of functional dominant-negative Kir6.1-AAA to neurons using cre recombinase driven by the Nestin promoter. Nestin is an intermediate filament protein found in neural precursor cells (Lendahl et al., 1990). In the Nestin-cre; Kir6.1-AAA mice, expression of cre recombinase will remove a stop cassette containing GFP and allow for expression of dominant negative Kir6.1-AAA. Therefore, all cells with expression of the dominant negative Kir6.1 will not be fluorescent.

I found that mice expressing dominant negative Kir6.1 under the control of the nestin promoter had normal SWO and the effect of tolbutamide persisted in these animals (Figure 4.3). Therefore, the most straightforward explanation is that the actions of tolbutamide are not mediated by $K_{ATP}$ channels.
Figure 4.3: Tolbutamide effect on SWO in Kir6.1-AAA brain slices

The effect of tolbutamide (0.3 mM) application on slow oscillations in brain slices from Nestin-cre;Kir6.1-AAA mice. Up-state and down-state durations are still modulated by application of tolbutamide.
Activity-dependent potassium channels may regulate UDS durations

The slow oscillation up-state is sustained by a balance of excitatory and inhibitory input. It was thus thought that if inhibitory input surpasses excitatory input, the up-state duration should decrease. Conversely, if inhibitory input should decrease, the up-state duration should increase. Several groups have now observed that this is not the case. Instead, reduction of inhibitory synaptic transmission increases the intensity of the firing during up-state and decreases the duration (Sanchez-Vives and McCormick, 2000; Mann et al., 2009; Sanchez-Vives et al., 2010). Furthermore, simply increasing the temperature of the brain slice also increases the intensity of the firing during the up-state and decreases the up-state duration (Reig et al., 2010). This decrease in the up-state duration is accompanied by an increase in the slow afterhyperpolarization (sAHP) after up-state termination. These studies support a role of activity-dependent potassium channels in terminating the up-state.

$K_{ATP}$ channels may be involved in this activity-dependent reduction of the up-state duration. It is expected that the increase in firing rate after blocking GABAergic input will increase the activity of the $Na^+/K^+$ ATPase and potentially increase $K_{ATP}$ channel activity. $Na^+/K^+$ ATPase has previously been linked to the regulation of $K_{ATP}$ channel activity (Haller et al., 2001; Tanner et al., 2011). If intracellular ATP consumption by the $Na^+/K^+$ ATPase is indeed important for regulating the slow oscillation, inhibition of $K_{ATP}$ channels should eliminate the effect of increase pump activity.

To test this, I partially blocked inhibitory transmission using low concentrations of picrotoxin (1.3 µM) and recorded the decrease in the up-state duration. As previously reported, I observed that the up-state duration decreased along with the decrease in
A) Picrotoxin (1.3 µM) decreases both up-state and down-state duration. *n* = 4 slices. B) Multi-unit activity (MUA) was assessed by measuring power within the frequency range 200 – 2000 Hz. Picrotoxin produced an increase in MUA that accompanied the decrease in up-state duration. C) Preapplication of tolbutamide (0.3 mM) was unable to prevent the decrease in up-state and down-state duration produced by picrotoxin.
Figure 4.4: (Continued)
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down-state (Figure 4.4A). In addition, by measuring the power in the frequency range above 200 Hz, I could assess the level of multi-unit activity (MUA) that reflects an increase in spiking during up-states. As expected, I observed an increase in the MUA, which supports previous working indicating that increased spiking intensity during up-states leads to decreases in up-state duration (Figure 4.4B).

I then tried to block this effect by pre-application of tolbutamide. As previously observed, tolbutamide (0.3 mM) increases up-state duration and decreases the down-state duration. However, tolbutamide did not prevent the ability of picrotoxin to decrease up-state duration (Figure 4.4C); instead, the action of picrotoxin appeared larger in the presence of tolbutamide.

Metabolism regulates the *in vitro* cortical slow oscillation.

A previous study observed that lowering extracellular glucose concentrations decreases the duration of the up-state (Cunningham et al., 2006). They hypothesized that activation of K$_{ATP}$ channels underlies the decrease in the up-state duration. I have also observed an effect of lowering the glucose concentration, though the most prominent effect is an increase in the down-state duration (Figure 4.5A). The lengthening of the down-state can be reversed by application of tolbutamide suggesting that lowering the glucose concentration activates K$_{ATP}$ channels (Figure 4.5A); however, the nonspecific effects of tolbutamide I have previously observed make it impossible to definitely argue for a role of K$_{ATP}$ channels. Further experiments using glibenclamide and genetic ablation of K$_{ATP}$ channels are needed. If these results support a role of K$_{ATP}$ channels than a reasonable hypothesis would be that K$_{ATP}$ channels can provide a tonic
Figure 4.5: Low glucose alters UDS possibly by activating $K_{ATP}$ channels

A) Reducing the extracellular glucose concentration from 10 mM to 5 mM produces a decrease in the up-state duration and an increase in the down-state duration. B) This increase in the down-state duration can be reversed by application of tolbutamide (0.3 mM; $n = 2$)
hyperpolarization during both up-states and down-states. For the down-state, this would simply regulate how easy it is for synaptic inputs to trigger an up-state transition. For the up-state, $K_{ATP}$ regulation of the membrane potential will determine how easy it is to reach threshold and fire an action potential.

**Conclusions:**

I set out to test whether tolbutamide could affect the UDS in juvenile mouse brain slices in hopes of developing an interesting model to test how changes in metabolism might affect $K_{ATP}$ channels. I found that like previously reported in adult rat slices (Cunningham et al., 2006), application of tolbutamide increases the duration of up-states and decreases the duration of down-states. However, attributing this change in UDS to $K_{ATP}$ channels has been complicated by the finding that glibenclamide, a higher affinity $K_{ATP}$ channel inhibitor, has only a minor effect on the durations of the UDS. Furthermore, tolbutamide prolongs the duration of the up-state in Kir6.2 knockout mice. Conditional expression of the Kir6.1-AAA dominant-negative transgene in neurons was also unable to prevent the effect of tolbutamide indicating that $K_{ATP}$ channels did not mediate the effect.

**Shifting excitatory-inhibitory balance decreases up-state duration, but does not require $K_{ATP}$ channels**

In experiments using picrotoxin, it is expected that the increase in firing rate after blocking GABAergic input will increase the activity of the $Na^+/K^+$ ATPase and potentially
increase $K_{\text{ATP}}$ channel activity. I did observe that application of picrotoxin decreased the up-state duration, but preincubation with tolbutamide did not prevent this action of picrotoxin. These data suggest that the action of picrotoxin on UDS does not require $K_{\text{ATP}}$ channels.

There are several other possible candidates for the activity dependent mechanism of up-state shortening in the presence of picrotoxin. The small-conductance calcium-activated potassium channel (SK channel) may play a role in up-state shortening; however, application of the SK channel specific inhibitor, apamin, reduces the duration of the up-state (data not shown), which is opposite to what you would expect if SK channel activity shortened up-state durations. Another candidate, the sodium-activated potassium channel, has previously been suggested to be involved in terminating up-states in a cortical network model (Compte et al., 2003). Finally, KCNQ2/3 channels are involved in the sAHP in the hippocampus and may be involved in the AHP after up-states in the cortex. Future pharmacological and genetic manipulations of these candidate channels may explain how up-state durations shorten when inhibitory input is suppressed in the entorhinal cortex.

**Decreases in glucose metabolism can alter UDS and may involve $K_{\text{ATP}}$ channels**

While $K_{\text{ATP}}$ channels do not appear to function in establishing UDS under basal conditions, it is possible that changes in metabolism may modulate UDS by activating $K_{\text{ATP}}$ channels. I tested whether decreasing the glucose concentration could alter the duration of UDS. Indeed, lowering glucose decreases up-state duration and increases the down-state duration. Furthermore, application of tolbutamide could reverse the effect
of low glucose on the down-state duration. This suggests that at least for the duration of the down-state, $K_{\text{ATP}}$ channels may be opened by the low glucose state. However, tolbutamide is not a specific enough blocker of $K_{\text{ATP}}$ channels. Therefore, further experiments using high affinity antagonists such as glibenclamide or genetic manipulations of $K_{\text{ATP}}$ channels will need to be performed to determine if $K_{\text{ATP}}$ channels mediated the effects of low glucose on UDS.

The ketogenic diet may control seizures during slow wave sleep

Previous work from our lab has demonstrated that ketone bodies can increase $K_{\text{ATP}}$ channel openings in dentate granule neurons (Tanner et al., 2011). In the SNr, our lab showed that ketone bodies can decrease neuronal firing rate, an effect that is mediated by $K_{\text{ATP}}$ channel activity (Ma et al., 2007). Ketone bodies bypass glycolysis and are instead directly metabolized by mitochondria. It is believed that this decrease in glycolysis can lead to a reduction in the intracellular submembrane ATP concentration and subsequently an increase in $K_{\text{ATP}}$ channel open probability. I have shown that low glucose may activate KATP channels and alter UDS. Therefore, ketone body metabolism may alter the slow oscillation as well. In pediatric epilepsy patients consuming a ketogenic diet, it was found that sleep quality and quantity was improved (Hallböök et al., 2007). Additionally, the ketogenic diet is an efficient treatment of Lennox-Gastaut syndrome, a form of epilepsy that is characterized by seizures during slow wave sleep (Freeman, 2009; Freeman et al., 2009). It will be particularly interesting to address the role of ketone body metabolism in regulating slow oscillations in light of the potential benefits for preventing sleep seizures.
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Chapter V:

Next-Generation Sequencing of Individual Substantia Nigra Neurons to Elucidate the Machinery for Spontaneous Firing and Modulation
Abstract:

GABAergic neurons in the substantia nigra pars reticulata fire spontaneously without the need of synaptic input to drive excitation. Therefore, the intrinsic properties of these neurons are crucial for their firing behavior. Ideally, one would like to know all of the proteins expressed that contribute to spontaneous firing – ion channels, ion transporters, and intracellular signaling pathways. In addition, the magnitude of the contribution of the each expressed ion channel to the firing properties would need to be known. Based on our previous work showing that the nonselective cation conductance that provides an important driving force for spiking of SNr neurons is not mediated by the predicted TRPC class of TRP channels, we set out to characterize the ion channels expressed in SNr neurons. To do this, we dissociated fluorescently labeled GABAergic neurons from the SNr as well as neighboring dopaminergic neurons and we sequenced cDNA libraries generated from individual cells. We succeeded in obtaining gene expression information for the entire transcriptome of SNr neurons, which to our knowledge has not been performed before. We use this information to determine the relative expression levels of ion channels in GABAergic and dopaminergic neurons of the SN. We report here the expression of potential nonselective cation channels in individual SNr GABAergic neurons.

Introduction:

The mammalian genome is composed of roughly 24,000 genes; however, gene expression is dynamic, especially during development, and typically individual cells will
express only a subset of those genes at any given time. The expression pattern of a cell is a major part of what defines a cell-type. Being able to know the genes expressed in a given cell is a powerful tool that allows for a better understanding of how that cell developed and how it functions. Recent advances in highly parallelized sequencing termed next-gen sequencing has allowed for faster and cheaper sequencing of whole genomes (Mardis, 2011).

**Next-Gen sequencing techniques**

High-throughput sequencing was developed to dramatically reduce the cost and time of sequencing whole genomes. The basic principle of next-gen sequencing is to massively parallelize the process, which typically means fragmenting the DNA into small pieces and then sequencing these fragments concurrently. While fragmenting DNA, sequencing fragments, and then reassembling the sequence was performed before next-gen sequencing using Sanger sequencing, the ability to concurrently sequence millions of fragments is what allowed for the tremendous leap in sequencing abilities of this decade (Mardis, 2011). Sequencing platforms can read 50-300 base-pairs simultaneously from millions or billions of fragments, which has allowed for the sequencing of entire human genomes in mere hours.

There are several methods available for massively parallelized sequence, but one major method that has been commercialized by the company Illumina is called sequencing by synthesis (Chen, 2014). In sequencing by synthesis, fragments of DNA are annealed to the bottom of a chamber called the flow cell. Each fragment is
duplicated to generate millions of clusters of identical fragments, which allows for higher signal-to-noise in the sequencing reading phase. Sequencing is then performed by the use of fluorescently tagged nucleotides that are added one-by-one to generate newly synthesized copies of the fragments (Ju et al., 2006). These nucleotides are called reversible terminator bases for their ability to be blocked off and prevent further addition of bases, which allows the synthesis process to halt after each addition of a base. During this halt, the unbound nucleotides are washed away and a camera then images the fluorescence of each cluster of fragments simultaneously to determine the identity of the base. The blocking agent with the fluorescent moiety is then removed, and the next nucleotide is allowed to incorporate. This process cycles through 50 to 300 times depending on the read length desired.

These sequenced fragments can then be aligned to a reference genome to determine gene identity. Over the past ten years, many advances in computational approaches have been made to handle the large datasets generated by high-throughput sequencing. In particular, several pipelines have been developed to go from short sequence reads to statements about statistically significant differential expression. Recently, single-cell sequencing initiatives have motivated new approaches to normalize and determine gene expression (Garber et al., 2011).

**Obtaining whole transcriptome sequences from individual cells**

Large amounts of starting material (DNA or RNA) are often needed for next-gen sequencing. This is usually not a hindrance when whole organism or tissue sequencing
is performed, but when performing sequencing from individual cells, the issue of input material becomes a significant concern. Isolation of particular cells followed by pooling of these cells is one way to overcome this issue. However, heterogeneity in expression patterns even within the same population of cells can exist and may be masked by pooling of cells. In addition, it is often not possible to obtain large numbers of a particular cell type to pool. This is particularly true for neurons within the brain. Significant research has been devoted to improving the methods of RNA processing to allow for the generation of cDNA libraries and sequencing of samples with very low starting material (Saliba et al., 2014). Ways to process samples with low input amounts – 10 to 30 picograms of RNA – involve efficient extraction of RNA, conversion to cDNA, and typically PCR amplification to generate sufficient quantities of DNA for fragmentation (Saliba et al., 2014). One technique that has been developed to perform RNA-seq from single-cells is called Smart-seq (Picelli et al., 2014), and a protocol based on this technique was used in this chapter.

**Gene expression analysis of substantia nigra neurons**

This chapter describes efforts to obtain RNA from individual GABAergic and dopaminergic neurons of the substantia nigra, and to sequence cDNA libraries generated from these single-cell lysates. We were motivated to do this by our previous findings described in chapter 3. Briefly, we found that the nonselective cation channel, TRPC3, which had been argued to be the sole member of the TRP channel family expressed in GABAergic neurons of the SNr (Zhou et al., 2008) is not required for the
tonic firing of SNr neurons. Furthermore, we found that elimination of all seven members of the TRPC class of TRP channels did not eliminate tonic firing in SNr neurons nor significantly alter the average firing rate of the population. These findings indicate that other types of nonselective cation channels must be constitutively active to keep SNr neurons within the voltage range for spontaneous firing. To identify these other channels, we might adopt a candidate approach and perform qRT-PCR to probe for the expression of these candidates. However, this approach would be biased by our selection of candidates and the quality of each probe. Instead, we decided that obtaining gene expression information for all genes using RNA-seq would allow us to most thoroughly determine the identities of ion channels in these neurons. In addition, this method would simultaneously provide a wealth of data that would further our goal to understand the physiology of these neurons. For example, we would also learn about receptor expression, about expression of intracellular signaling molecules, and could potentially identify cell-type specific markers that might be used in the future to target these cells.

We have made significant progress in achieving our goal. To obtain single-cell cDNA libraries, we have manually collected fluorescently labeled GABAergic neurons from dissociations of the SNr region. For comparison purposes, we also collected putative dopaminergic neurons from the substantia nigra. These single-cells were processed by the Broad Institute to isolate RNA and generate sufficient quantities of cDNA for next-gen sequencing. We present two key findings about ion channel expression in SNr GABAergic neurons: TRPM channels are expressed in addition to
TRPC-type TRP channels, and other types of nonselective cation channels like NALCN are expressed.

Methods:

Manual single-cell collection for RNA-seq:

Collection of single SNr neurons was performed using a protocol modified from a previously published manual cell sorting method (Hempel et al., 2007). To identify GABAergic SNr neurons, Gad67-eGFP mice (Jackson Laboratories) were used between the ages of P14 and P18. Coronal mouse brain slices (275 µm) were prepared with modifications to the protocol previously described (Lutas et al., 2014). Slices containing the substantia nigra region were incubated for 30 minutes at room temperature in slice solution bubbled with 95% O₂/ 5% CO₂, which also contained a proteolytic enzyme (Pronase E, 2 mg/mL, P5147 Sigma). To silence neuronal firing and prevent excitotoxicity, slices were then rinsed with HEPES-based ACSF that either had NaCl completed replaced by equiosmolar sucrose or contained 1 mM lidocaine if NaCl was used. HEPES-based ACSF also contained 1% FBS. The region containing the SNr was microdissected under a dissecting scope from two brain slices, which resulted in four SNr pieces being obtained per mouse. These SNr regions were placed into an Eppendorf tube containing 500 µL of HEPES-based ACSF with 1% FBS. The tissue was then gently tritirated with fire-polished Pasteur pipettes of progressively smaller tip diameter (400, 250, 150 µm). Typically less than 10 passages were performed with each Pasteur pipette and these were performed slowly to avoid forming bubbles. The solution contained the dissociated tissue was then diluted in 20 mL of HEPES-based ACSF with
1% FBS and poured into a sterile 140 mm petri dish (VWR). The petri dish was placed in an inverted fluorescence microscope (Nikon Eclipse TE300) to detect GFP positive cells. Individual cells were collected by aspiration into unfilamented borosilicate pipettes (Warner Instruments, G150-4) pulled to tip diameter around the size of a cell soma (10-30 µm). Pipettes were positioned using a micromanipulator (Sutter, MPC100) while visually monitoring with 160x magnification. Pipettes were not pre-filled with solution and slight positive pressure using a syringe connected via tygon tubing to the pipette holder was maintained when entering the solution in the petri dish to prevent much solution from entering the pipette. Capillary action was also minimized by using unfilamented capillary tubes. Typically only a few millimeters of solution entered the pipette tip and the meniscus of the solution was clearly visible in the field of view.

When a GFP positive cell was identified, the pipette was rapidly lowered into the solution and brought into close apposition to the cell. Slight suction via syringe was applied to gently capture the cell and the pipette was immediately withdrawn from the solution. The pipette tip was broken into the bottom of a PCR tube contained 5 µL of TCL-buffer (Qiagen) and pressure was applied via syringe to eject any solution in the pipette. The PCR tube was then flash frozen in ethanol with dry ice and stored at -80 °C until being sent for library preparation and sequencing. Around 15 cells were collected from each dissociated cell preparation and this collection was completed in 1-2 hours.

Solutions:

- HEPES-based ACSF (mM): 200 sucrose or 150 NaCl, 6 MgSO₄, 2 KCl, 0.5 CaCl₂, 10 HEPES, 10 Glucose. When NaCl was used, 1 mM Na-lidocaine was included. pH
adjusted to 7.4 with NaOH. 1% FBS was added to the solution before being used. Solutions used for dissociation and collection of cells were filtered using 0.2 µm syringe filters (VWR).

RNA processing and sequencing:

Individual neurons were lysed in 5 µL of TCL buffer (Qiagen) and processed at the Broad Institute to generate cDNA libraries using a protocol based on the Smart-seq2 method (Picelli et al., 2014). Paired-end reads were generated using an Illumina mi-seq for the initial 26 pilot samples and with an Illumina Next-seq500 for the 96 sample dataset.

Analysis of sequencing results:

Short sequence reads were preprocessed by the Broad Institute to remove adapter sequences. Sequences were mapped to mouse genome (Genome Reference Consortium GRCm38) using the Tuxedo pipeline that implements TopHat sequence alignment and CuffLinks to determine gene expression. Normalized data is reported as fragments per kilobase pair per million mapped reads (FPKM). Data has been log2 transformed for heatmap plots.
Figure 5.1: Manually collecting GAD-eGFP positive SNr neurons

A) Image of coronal brain slice from a GAD67-eGFP mouse. One SNr region is partially microdissected. GFP fluorescence is visible in the SNr region. Schematic depicts the process of plating dissociated cells and manually placing individual GFP positive cells into PCR tubes. B) Schematic depicting mRNA extraction from individual PCR tubes, preparation of cDNA libraries, and sequencing to generate short reads that can be aligned to a reference mouse genome to obtain gene expression results. C) Heatmap depicting log2 transformed FPKM values for marker genes from 80 samples that passed a first set of filtering criteria. Colorbar indicates the FPKM values after log2 transformation.
Results:

We performed an initial pilot study using 26 manually collected SNr neurons (23 GFP positive neurons and 3 GFP negative neurons). These neurons were collected as described in the methods, but the sequencing platform used was an older generation Illumina mi-seq that only generated several thousand reads per cell. Nonetheless, this pilot study demonstrated that cDNA libraries could be generated from individually collected SNr neurons and sequencing results could be obtained. The number of genes detected per cell was low, on the order of a few thousand genes, but this could be greatly improved by sequencing samples more deeply.

Therefore, we collected another sample set consisting of 96 individually collected neurons from 6 mice (87 GFP-positive cells and 9 GFP-negative cells). Libraries from these individual samples were sequenced and we were able to generate several million reads per cell for 80 of the 96 samples (Figure 5.1C). Reads were then mapped to a mouse reference genome and normalized gene expression results were obtained (FPKM). We first assessed samples for contamination by other cell-types (Figure 5.1C). We found that almost all GFP-positive cells collected express marker genes consistent with GABAergic neurons and did not express marker genes for other neuronal types. However, some cells did express markers for glial cell types. In particular, several samples had significant expression of the oligodendrocyte marker gene olig1. We therefore filtered our samples to obtain 11 GAD positive neurons that expressed little to no marker genes for other neuronal and glial cell types.
Candidate nonselective cation channels

To obtain a list of potential nonselective cation channels, we examined channels that have been described in the literature to be nonselective cation channels. We first examined expression of the 27 known TRP channel members in all the GAD positive cells (Figure 5.2A) as well as in a subset of GAD positive cells with the lowest contamination (Figure 5.2B). In addition, we examined expression for other known nonselective cation channels (Figure 5.2C-D). Because we were interested in genes consistently expressed in the population of GABAergic SNr neurons, and to avoid false positives, we determined the median expression level for each gene. We found consistent expression of several expected ion channel genes: TRPC3 (Zhou et al., 2008), TRPM2 (Lee et al., 2013), and HCN (Ibanez-Sandoval et al., 2007). In addition, we identify several nonselective cation channel genes not previously described in SNr neurons: TRPM7, TRPC4, PANX2, and NALCN. We also observed consistent expression of the lysosomal TRP channel MCOLN1 (Wang et al., 2014; Medina et al., 2015); however, to our knowledge, this channel does not localize to the plasma membrane and therefore is unlikely to be regulating SNr excitability.

Using the distribution of the expression levels of all genes for GAD positive cells (Figure 5.3), we can assess the relative abundance of the nonselective cation channels in comparison to the rest of the genes. The distribution is centered near a log2 FPKM value of 4. Therefore, genes like NALCN, are expressed at levels near the average of all genes.
Figure 5.2: Nonselective cation channel expression analysis

A) Heatmap depicting the expression of TRP channels genes in all GAD positive cells. The median value for each gene is shown on the right. B) Expression of TRP channel genes in low contamination GAD positive cells. C) Expression of other nonselective cation channels in all GAD positive cells. D) Expression of other nonselective cation channels in low contamination GAD positive cells. Colorbars indicate the FPKM values after log2 transformation.
Figure 5.2: (Continued)

B)
Figure 5.2: (Continued)

C)
Figure 5.2: (Continued)

D)
Figure 5.3: Distribution of log2 FPKM values for all genes in GAD positive cells

Histogram of the distribution of log2 FPKM values for all GAD positive neurons and for GAD positive cells with low contamination. The distribution is centered near a value of 4.
Conclusions:

We were able to isolate and manually collect individual GABAergic neurons from the SNr region of the mouse brain using a GAD67-eGFP mouse line. From each of these cells, we obtained gene expression data for the entire transcriptome and found that the vast majority of samples generated sufficient reads to assess gene expression. Because we sequenced cells individually, we were able to assess the level of contamination by other cell types and focus our analysis on “pure” GABAergic neurons. While single-cell gene expression analysis is susceptible to genes being undetected because of the low starting material and the stochastic nature of sampling of the mRNA population, our analysis of many cells allows us to determine which genes appear more consistently. However, trying to accurately cluster within this population of GABAergic SNr neurons would be more difficult and is beyond the initial scope of this study.

We were mainly interested in determining which nonselective cation channels are expressed in SNr neurons. Therefore, we present gene expression results only for nonselective cation channels from these GABAergic neurons. We show that SNr neurons consistently express TRPC3 and TRPC4, but also other nonselective cation channels including: TRPM2, TRPM7, PANX2, and NALCN. We are particularly intrigued by NALCN, which appears to be highly expressed. These channels have not been thoroughly investigated in the brain, but previous evidence indicates a crucial role for these channels in neuronal function (Lu et al., 2007). PANX2 hemichannels are also interesting candidates that may be further tested using the drugs probenecid and carbenoxolone. We hope that this candidate list will allow for targeted analysis of the contribution of these channels in SNr firing and lead to a better understanding of how
these cells fire spontaneously. In addition, we have found that a nonselective cation channel is modulated by glycolysis and using this candidate list, we may uncover the identity of this metabolically sensitive channel.
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Chapter VI:

*In vivo* and *in vitro* brain oxygen tension measurements
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Abstract:

Oxidative phosphorylation is dependent on oxygen availability. Decreases in oxygen tension can reduce the amount of energy produced by mitochondria. We found that changes in flow rate onto SNr brain slices altered the ability of SNr neurons to utilize ketone bodies and prevent activation of $K_{\text{ATP}}$ channels. We speculated, based on work from other labs, that these changes in flow rate produced changes in oxygen tension. To better understand how oxygen availability regulates SNr activity, we manipulated oxygen tension in the bath solution. Lowering oxygen tension decreased SNr firing, which could be reversed by inhibitors of $K_{\text{ATP}}$ channels. To determine if the effects of flow rate on SNr activity were mediated by oxygen tension, we monitor oxygen tension using Clark-style electrodes. In addition, we perform in vivo measurements of oxygen at varying depths of anesthesia to determine how oxygen levels in the brain changed with brain activity. This work in progress will provide us with a stronger handle on oxygen levels, energy production, and neuronal activity. With this information in hand, we hope to gain a mechanistic understanding of brain energy status and neuronal excitability.

Introduction:

Oxygenation: Differences between in vitro and in vivo conditions

The brain is extensively vascularized, with areas of the brain typically no farther than 60 μm from a blood vessel. During normal physiological brain activity, oxygen delivery is responsive to increases in brain activity indicating that adequate brain oxygenation is important and dynamic. This is further highlighted by the fact that
impaired oxygen delivery to the brain results in immediate loss of consciousness and eventually leads to significant cell death. Local impairment of oxygen delivery, as might occur during a stroke, also has profound consequences. Depending on the area experiencing ischemia, symptoms including loss of bodily function, numbness, and pain can occur.

Oxygen enters the blood stream via the alveoli of the lungs. In the blood, hemoglobin acts as an oxygen carrier and is typically 95 – 98 % saturated. In humans, there is normally around 15 grams of hemoglobin per liter of blood, which means that a very high concentration of oxygen is carried. The oxygen partial pressure in blood varies between 100 mmHg in arterial blood down to around 40 mmHg in venous blood. In addition, the saturation of hemoglobin is modulated by several key factors: pH, temperature, and 2,3-diphosphoglycerate (DPG).

In the brain, oxygen partial pressure is reported to be between 10 and 80 mmHg (Ndubuizu and LaManna, 2007), with gradients possibly existing with distance away from blood vessels (Kasischke et al., 2011). Measurements of brain oxygen tension demonstrate that oxygen levels change with brain activity. This change in oxygen is mediated by oxygen consumption by neurons and glial cells, and also by changes in oxygen delivery. Blood flow increases and vessel dilation typically occur in areas of increased brain activity. These brain activity correlated vascular dynamics have been utilized to monitor brain activity non-invasively in fMRI studies (Logothetis and Pfeuffer, 2004).
**In vitro experiments lack dynamic oxygenation and appropriate oxygenation is often not even considered**

Most of our understanding of cellular metabolism comes from *in vitro* studies where the oxygenation is usually determined by the solution bathing the cells or tissue. For brain slice experiments, there are two types of recording conditions that are often used. One method involves maintaining slices at the interface between solution and humidified air using an interface recording chamber. In these conditions, solution flows very slowly, making it difficult to perform pharmacological manipulations, but oxygen tension is maintained high by blowing humidified oxygenated gas across the surface of the slice. This type of chamber has been used to study network dynamics in slices and provides much better results for long-term recordings of the sort of oscillations that are typically observed *in vivo*. For example, cortical slow wave oscillations that are observed during deep sleeping states of an animal can be readily reproduced *in vitro* using interface-like chambers.

The other, more widely used, method of *in vitro* brain slice recordings uses a completely submerged condition where slices are immersed in flowing bath solution. Slices are held in the submerged condition either by affixing them to a glass coverslip or by using a harp to weigh down the slice. The submerged condition affords faster solution flow rate, which is ideal for fast wash in of pharmacological agents. Furthermore, the ability to use water immersion objectives allows for visualization of individual neurons in brain slices. A downside of the completely submerged condition appears to be the increased difficulty in preserving large network activity such as the cortical slow
oscillation. However, this obstacle can be surpassed by increasing the flow rate to the brain slice and by allowing solution to flow on both surfaces of the slice.

What does increasing the flow rate achieve in the submerged condition? Measurements of the oxygen tension in brain slices using Clark-style polarographic oxygen electrodes have revealed that solution flow rate strongly affects the oxygen tension in brain slices (Hájos and Mody, 2009; Hájos et al., 2009; Ivanov et al., 2011). Higher flow rates allow for slices to be maintained at a higher oxygen tension and therefore provide more oxygen to neurons, especially in the deeper parts of the brain slice. The fact that network level activity can be only observed when flow rates are increased indicates that these phenomena must be highly dependent on the availability of oxygen and therefore on the level of mitochondrial energy production.

These differences in in vitro oxygenation conditions are often not considered. This is particularly concerning when reports of interesting phenomena are described using brain slice experiments. For example, whether induction of long-term potentiation, an important mechanism of memory storage, can be observed in slice experiments may be dependent on the metabolic conditions of the network. However, while it is difficult to answer the question of what the best oxygenation situation of a slice is for reflecting the true in vivo scenario, the ability to readily control the oxygenation of a slice does afford some benefits. The ability to observe a set of neuronal behaviors in one metabolic condition versus another provides insight into when those behaviors might be expected to occur in vivo. For instance, if certain neuronal firing properties are only observed in lower oxygen conditions, it might be that in vivo those properties would only occur when the brain was oxygen deprived.
In this chapter, we describe studies aimed at measuring oxygen tension and the correlation between oxygen and neuronal firing properties. In particular, we characterize the effect of perfusion flow rate on oxygen tension levels in brain slice experiments. We find that these different oxygen conditions bias the cell towards more or less $K_{ATP}$ channel activity. Finally, we measure oxygen tension in vivo using Clark-style microelectrodes in anesthetized mice and find oxygen tension values dramatically higher than expected.

**Methods:**

*In vitro experiments in mouse brain slices*

Brain slices were prepared from P13-P18 mice as previously described and recordings were performed using a dual-perfusion chamber (Lutas et al., 2014). Oxygen measurements were made using a Clark-style oxygen electrode with < 10 μm tip size (OX-10; Unisense). A two or three point calibration of the electrode was performed before and after the experiment as indicated in the manual. The electrode was lowered into the bath under the control of a micromanipulator (Sutter; MP-225). Depth measurements were read off the micromanipulator LCD screen. All experiments and oxygen electrode calibrations were performed at 34 °C.

*In vivo* mouse primary somatosensory cortex oxygen measurements
Adult mice were deeply anesthetized via inhalation of 3% isoflurane in 100% oxygen. Anesthesia was maintained at 1.5% isoflurane in oxygen. Local anesthetics (50 μL of a 1:1 mixture of 0.25% lidocaine and 0.0625% bupivacaine) were injected at the incision site. The analgesic ketoprofen (10 mg/kg) was injected subcutaneously at the beginning of the surgery. Body temperature was maintained at 37 °C by a heated pad below the mouse and regulated by rectal temperature measurements. A small craniotomy was performed on adult mice to make a cranial window over the primary somatosensory (barrel) cortex region (-1.5 AP, -3.0 ML from bregma over the right S1 barrel field).

Following the craniotomy procedure, mice were maintained under anesthesia while the Clark-style oxygen electrode was inserted 200 μm into the barrel cortex using a micromanipulator (Narishige). Oxygen measurements were performed while changing the isoflurane concentration to alter the depth of anesthesia. Blood oxygen saturation and breathing rate were monitored using a pulse oximeter (Starr Lifesciences) placed on the shaved thigh of the mouse.

Results:

In chapter 2, we reported that the ability of the ketone body β-hydroxybutyrate to prevent the loss of SNr firing when glycolysis was inhibited was dependent on the flow rate used. When flow rate was lowered to 1 mL/min, activation of K_{ATP} channels frequently occurred when glycolysis was inhibited in the presence of β-hydroxybutyrate. We interpreted this finding as a decreased ability of mitochondria to utilize the ketone body because of the decreased oxygen tension under slower flow rate conditions. This
interpretation is supported by several studies, which measured oxygen tension in brain slices being perfused at different flow rates (Hájos and Mody, 2009; Ivanov et al., 2011).

We examined this directly in our recording conditions so that we could correlate the oxygen tension in our brain slices to the level of $K_{\text{ATP}}$ channel activity. We initially examined how changes in flow rate from 5 mL/min to 1 mL/min affected the oxygen tension measured in the recording chamber. We found that oxygen tension in the dual perfusion chamber during 5 mL/min flow rate was around 450 mmHg (Figure 6.1A), which is less than the ~700 mmHg measured from ACSF directly bubbled with 95% oxygen. This indicates that even at 5 mL/min, there is already a loss of oxygen tension from the bottle to the recording chamber.

When we lowered the flow rate to 1 mL/min, we recorded a rapid decrease in oxygen tension that leveled out around 150 mmHg (Figure 6.1A), which is around the oxygen tension of air. Therefore, under the low flow rate condition, the oxygen tension at the slice is similar to an unbubbled solution. This finding was supported by the recordings made in ACSF bubbled with 95% air/5% CO$_2$. This solution is equilibrated with air, but is bubbled so as to provide the 5% CO$_2$ to obtain the correct pH of our bicarbonate bubbled solution. The oxygen tension in the solution bubbled with air was similar to the tension recorded in the 1 mL/min flow rate of 95% oxygen bubble solution (Figure 6.1A). In addition, changing the flow rate between 5 mL/min and 1 mL/min of the ACSF bubbled with air had minimal effect on the oxygen tension measured in the chamber (Figure 6.1A). Therefore, under sufficiently low flow rates, oxygen outgassing results in complete equilibration with air.
Figure 6.1: Oxygen tension measurements at different flow rates and in different solution bubbling conditions.

A) With high flow rates (5 mL/min), oxygen tension in the slice chamber is around 450 mmHg. Low flow rates or solutions bubbled with 95% air give oxygen tension values near 150 mmHg. B) Changing bath solution to one bubbled with 95% air resulted in decreased SNr firing that was reversed by application of the $K_{ATP}$ channel blocker glibenclamide (Glib; 200 nM). C) Oxygen tension measurements made at various distances above and below the slice surface. The physiological range of oxygen tension values in rodent brains is indicated (20 – 100 mmHg).
Neuronal firing in the SNr is sensitive to oxygen tension

We had previously shown that lowering flow rate affects the ability of ketone bodies to prevent loss of SNr firing during inhibition of glycolysis. In addition, we have observed that lowering flow rate to 1 mL/min effectively decreases oxygen tension to that of air. Therefore, we performed experiments using ACSF bubbled with 95% air/5% CO₂ to see how changing oxygen tension without changing flow rate could affect the firing of SNr neurons. We found that when flow rate was maintained at 5 mL/min, but the solution was bubbled with 95% air, the firing rate of SNr neurons decreased (Figure 6.1B). This decrease varied from cell to cell, with some cells almost completely going silent, while others responded with a smaller decrease in firing rate. In addition, we found that application of the K<sub>ATP</sub> channel blocker glibenclamide (200 nM) could completely reverse the decrease in firing rate of SNr neurons (Figure 6.1B). These data indicate that SNr neurons are sensitive to the oxygen tension and that activation of K<sub>ATP</sub> channels mediates the change in firing rate.

Oxygen tension in brain slices

Oxygen must diffuse into brain slices to reach cells deeper in the slice. As cells in the slice consume oxygen, an oxygen gradient develops from the surface of the slice towards the center of the tissue. We measured oxygen tension at distances above the slice and with increasing depth into the slice (Figure 6.1C). We found that oxygen tension drops as we approached the slice and continued to decrease with depth in the slice. The values measured within the slice ranged from ~100 mmHg down to ~20
mmHg, which is within the physiological range measured in vivo in healthy brains (Ndubuiizu and LaManna, 2007).

We expect that under low flow rate conditions, because the initial oxygen tension in the solution is 150 mmHg, the oxygen tension in brain slices would be much lower than those observed with high flow rates. However, we have not yet made these measurements.

Cortical oxygen tension measurements in anesthetized mice

To begin to correlate our findings in brain slices to those in vivo, we made oxygen tension measurements in the barrel cortex of anesthetized adult mice. Surprisingly, we found the oxygen tension to be significantly higher than those reported previously for mouse brain (Mathiesen et al., 2013; Thrane et al., 2013); however, these studies were performed under anesthesia using injectable anesthetics instead of isoflurane. Interestingly, we found that decreasing the depth of anesthesia could change the oxygen tension towards those previously reported (Figure 6.2).

These high oxygen tension values under deep anesthesia are higher even than our brain slice measurements using 5 mL/min flow rate and solution bubbled with 95 % oxygen. Therefore, under these high oxygen tension conditions in vivo, we would predict that K_{ATP} channels would be closed in neurons, assuming they behave in vivo as we have observed in brain slices.
Figure 6.2: Oxygen tension measurements (mmHg) in vivo from three anesthetized adult mice.

Oxygen tension measurements were made in anesthetized adult mice through a cranial window centered over the barrel cortex. Measurements were made at 200 µm below the surface of the brain. White areas indicate normal anesthesia of 1.5% isoflurane. Colored regions indicate changes in isoflurane to the indicated value. Lower isoflurane levels resulted in lower oxygen tension values.
Conclusions:

We have confirmed that oxygen tension in bath solution changes with perfusion flow rate. Under low flow rate conditions (1 mL/min), the oxygen tension in the chamber I record in has equilibrated with air, which negates the benefits of bubbling with 95% oxygen. These results support our previous assumption that under low flow rates, oxygen availability is reduced and therefore mitochondrial ATP production is reduced.

We also show that changing oxygen tension to that of air results in decreased firing rates of SNr neurons. This decrease in firing is mediated by $K_{\text{ATP}}$ channels as it could be reversed by inhibition of these channels with glibenclamide. This is interesting in light of previous work from our lab showing effects of ketone bodies on SNr firing (Ma et al., 2007). In those experiments, low flow rates were used, which likely kept SNr neurons in a metabolic condition that favored $K_{\text{ATP}}$ channel openings. Within that range, application of ketone bodies produced decreases in SNr firing, which involved an increase in $K_{\text{ATP}}$ channel activity. Under high flow rate conditions, I have observed that SNr firing is unaffected by application of ketone bodies (data not shown). This is likely because under the high flow rate conditions, the higher oxygen tension maintains higher levels of mitochondrial ATP production. The higher concentration of ATP is likely well above the half-maximal concentration need to inhibited $K_{\text{ATP}}$ channels and keeps the channels closed.

What might this mean for the in vivo state of brain metabolism? Oxygen tension measurements in vivo have reported values between 20 and 100 mmHg. Based on our brain slice experiments, we would expect that $K_{\text{ATP}}$ channels in SNr neurons would not be active in vivo at oxygen tensions around 50 mmHg. Supporting this prediction, in
rodents, there is evidence that $K_{ATP}$ channel activity does not affect SNr firing under normal conditions (Schiemann et al., 2012). However, significant differences in the delivery of oxygen and nutrients by a functional circulatory system exist in vivo. Future studies may clarify how the metabolic conditions in the brain compare to those in the in vitro condition.
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Chapter VII:

Conclusions
The work presented in this thesis was aimed at better understanding how changes in glucose metabolism can alter the activity of ion channels to modulate neuronal excitability. This aim arose from a desire to determine how fasting, and diets that mimic fasting, are capable of stopping seizures. During these diets, changes in fuel usage from glucose to ketone body metabolism occur in the brain. Somehow, this change in fuel metabolism in the brain can prevent hyperexcitability. One possibility is that a decrease in glycolysis favors the activation of $K_{ATP}$ channels, which counteract hyperexcitability. To better understand the mechanism for how this might occur, we used electrophysiological techniques to monitor the activity of neurons in slices of mouse brain while modifying cellular energy production. We established that the activity of neurons in the substantia nigra pars reticulata is regulated by glucose metabolism. However, the consequence on firing rate of disrupting glucose metabolism is also dependent on the perfusion flow rate, which we think regulates oxygen tension and mitochondrial ATP production.

We found that changes in perfusion flow rate from higher flow rates (5 mL/min) to lower flow rates (1 mL/min) favored the activation of $K_{ATP}$ channel by inhibition of glycolysis. Based on prior work by others as well as our own measurements, we knew that lowering flow rate also lowered oxygen tension in the bath solution and brain slice. Under these lower oxygen conditions, mitochondrial ATP production is expected to be diminished. To observe functional consequences of $K_{ATP}$ channel activity, these lower oxygen conditions appear to be necessary. Therefore, we expect to observe decreases in oxygen tension \textit{in vivo} in the brain when $K_{ATP}$ channels open.

Changes in oxygen can occur during seizures. We predict that during ketosis, decreases in glucose utilization coupled with drops in oxygen allow for the activation of
$K_{\text{ATP}}$ channels. However, this remains highly speculative. Furthermore, this explanation does not appear to account for scenarios where seizure initiation is completely prevented and therefore one would not expect seizure-induced drops in oxygen. That type of scenario might require basal $K_{\text{ATP}}$ channel activity as an explanation.

**The role of $K_{\text{ATP}}$ channels in cortical slow oscillations**

In chapter 4, we showed that in the juvenile mouse entorhinal cortex, $K_{\text{ATP}}$ channels do not regulate slow oscillations. This was surprising considering the finding that a $K_{\text{ATP}}$ channel antagonist, tolbutamide, affected the cortical slow oscillation in adult rat cortex (Cunningham et al., 2006). However, we show definitively, that tolbutamide’s affect on the cortical slow oscillation is not mediated by $K_{\text{ATP}}$ channels. The target of tolbutamide that affects the oscillation remains unknown, but may result from tolbutamide’s action on another channel, CFTR, or possibly the protein Epac2.

While we showed that $K_{\text{ATP}}$ channels do not regulate the cortical slow oscillation, we found that changes in glucose levels could alter the oscillations possibly via activation of $K_{\text{ATP}}$ channels. Therefore, under certain metabolic conditions, these channels could play a role in cortical slow oscillations. Further studies may clarify the role of $K_{\text{ATP}}$ channels in regulate large cortical network phenomena.

**In the SNr, glycolysis may modulate the activity of a nonselective cation channel**
In our study to test whether spontaneous firing and $K_{\text{ATP}}$ channel activity could be modulated by inhibition of glycolysis, we unexpectedly found that a nonselective cation current was reduced in the absence of glycolysis. The channel that carries this current is not a member of the TRPC class of TRP channels, another rather unexpected finding. To help resolve this mystery, we sequenced whole transcriptome libraries from individual SNr neurons. We found that several other interesting nonselective cation channels are expressed in SNr neurons, which provides an explanation for why we did not observe any significant change in the basal firing rate of SNr neurons lacking all seven TRPC channels. We predict that one of these candidate nonselective cation channels might be the critical channel that maintains SNr neurons at more depolarized membrane potentials. Furthermore, SNr neuron firing is strongly influenced by metabotropic receptors and this change in firing rate may arise from modulation of one of these candidate nonselective cation channels.

**Future directions:**

**Monitoring intracellular metabolites in SNr neurons**

One of the main limitations to our study is the lack of continuous monitoring of intracellular metabolites. In particular, monitoring ATP levels within the cytosol during our manipulations of glycolysis and mitochondrial metabolism would greatly strengthen our conclusions about their role in regulating ion channels and neuronal excitability. Fortunately, our lab has made significant progress toward achieving these ATP monitoring experiments. A genetically encoded fluorescent sensor of the ATP/ADP ratio called Perceval has been developed in the lab (Berg et al., 2009) and an improved
version has been used to monitor changes in ATP that lead to opening of $K_{\text{ATP}}$ channels (Tantama et al., 2013). This sensor, or possibly a future version with a better tuned sensing range suited for higher ratios of ATP/ADP, can be delivered to SNr neurons via infection with AAV virus carrying the sensor construct. A week or two later, acute slices can be made and ATP/ADP ratio can be monitored in individual SNr neurons while glycolysis is inhibited or oxygen tension is altered. Ideally, the sensor would be targeted to the plasma membrane to sample the local ATP/ADP ratio near $K_{\text{ATP}}$ channels; however, even bulk cytosol measures would be incredibly valuable.

In a similar fashion as the proposed ATP sensor measurements, a sensor of the cellular redox state, Peredox, could be used to monitor cytosolic NADH/NAD$^+$ (Hung et al., 2011). We expect that our experiments inhibiting glycolysis should significantly alter cytosolic redox and possibly lead to the changes in SNr firing we observed. For example, the decrease in the nonselective cation current we recorded during inhibition of glycolysis may be sensing the cytosolic redox state or is being modulated by secondary messengers that are sensitive to changes in redox.

Another important question that might be addressed using Peredox is whether the ketogenic diet decreases glycolytic flux and if so, whether the effect is cell-type specific. Previous work examining products generated by the glycolytic reactions has argued that during the ketogenic diet, glycolytic flux is reduced (DeVivo et al., 1978). However, this question is in need of further investigation using the improved tools available today. We would gain tremendous insight by monitoring the state of glycolysis in vivo in neurons and astrocytes of animals consuming a ketogenic diet. This
information is likely a crucial step towards achieving a mechanistic understanding of the ketogenic diet and developing therapeutics to tap into its seizure protective mechanism.

**Identifying the nonselective cation channel that sustains spontaneous SNr firing**

Another major future direction is to identify which ion channel is responsible for maintaining SNr neurons at a more depolarized resting potential that allows these cells to spike spontaneously. We found, unexpectedly, that TRPC channels were not required for the spontaneous firing of SNr neurons. To determine which ion channels might be responsible for the firing of SNr neurons, we have performed single-cell RNA-seq. We found that members of the TRPC channel family are present, as anticipated; however, additional ion channels are all also present that may function to sustain spontaneous firing.

One promising candidate is the Nalcn channel. Nalcn is a member of the voltage-gated sodium channel family, but unlike the other members of that family, Nalcn conducts most monovalent and divalent cations. This channel has a crucial role as demonstrated by the finding that knockout mice die within a day of birth from problems in regulating breathing (Lu et al., 2007). Unfortunately, pharmacological tools to inhibit these channels specifically do not exist. However, these channels are blocked by gd³⁺ and SNr neurons can be silenced by gd³⁺, possibly by inhibition of nalcn channels. Therefore, these channels appear to be a prime candidate for generating the spontaneous firing ability of SNr neurons.
To test for the importance of this channel in SNr firing, we can use transgenic mice that have a floxed *Nalcn* gene, which, in the presence of Cre recombinase, can lead to conditional ablation of Nalcn. We can inject Cre virus into the SNr to selectively delete Nalcn in only a subpopulation of cells including the SNr GABAergic neurons. We can then acutely slice the brains from these mice and record from SNr neurons lacking Nalcn. As an internal control, we can record from neighboring SNr neurons that were not infected by the Cre carrying virus. We predict that SNr neurons lacking Nalcn will be silent or firing significantly less than normal SNr neurons.

In addition to these conditional ablation experiments, we could also overexpress Nalcn into cultured hippocampal neurons. We expect that cultured neurons expressing Nalcn will be more excitable or possibly even spontaneously active. We could then record the firing of the neurons while we disrupt glycolysis to ask whether firing is similarly affected as we had observed with SNr neurons. The cultured neuron system will allow us to more easily test the changes in cytosolic ATP and NADH and whether these changes affect neuronal firing. In addition, we may be able to record Nalcn channel openings in cell-attached configuration in cultured neurons or HEK293 cells to ask if these channels are directly affected by changes in cellular metabolites.

**Conclusions:**

The studies presented in this thesis have made progress in linking the changes in neuronal excitability during altered metabolism to a cellular mechanism involving modulation of ion channels. We hope that these studies will inform future *in vivo* experiments about how metabolic changes might reduce neuronal hyperexcitability and
seizures. We are beginning to better appreciate the complexity of cellular metabolism in the brain and the ability of metabolism to influence neuronal excitability. However, we have not exhaustively investigated all of the potential metabolic pathways that may impinge on neuronal excitability. Future advances in optical sensors to investigate these other pathways holds tremendous potential.

The ketogenic diet remains an effective treatment for epilepsy that is used in the clinic when patients do not respond well to current pharmacological treatments. Its effectiveness when medications do not work is indicative of a mechanism that has not yet been harness. Therefore, understanding this mechanism may one day lead to a new class of medications that can be used as first-line therapies. Our work to visualize metabolic changes in living cells and assess the consequences of these changes on neuronal firing may one day lead to this desired mechanistic understanding of the ketogenic diet.
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