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Abstract

Motivated by global climate change, enhancing innovation systems for energy technologies is seen as one of the largest public policy challenges of the near future. The role of policy in enhancing energy innovation systems takes several forms: public provision of research and development funding, facilitating the private sector’s capability to develop new technologies, and creating incentives for private actors to adopt innovative and appropriate technologies. This dissertation explores research questions that span this range of policies to develop insights in how energy technology innovation policy can be reformed in the face of climate change.

The first chapter of this dissertation explores how decision making to allocate public research and development funding could be improved through the integration of expert technology forecasts. I present a framework to evaluate and optimize the U.S. Department of Energy’s research and development portfolio of applied energy projects, accounting for spillovers from technical complimentary and competition for the same market share. This project integrates one of the largest and most comprehensive sets of expert elicitations on energy technologies (Anadón et al., 2014b) in a benefit evaluation framework. This work entailed developing a new method for probability distribution sampling that accommodates the information that can be provided by expert elicitations. The results of this project show that public research and development in energy storage and solar photovoltaic technologies
has the greatest marginal returns to economic surplus, but the methodology developed in this chapter is broadly applicable to other public and private R&D-sponsoring organizations.

The second chapter of this dissertation explores how policies to transfer technologies from federally funded research laboratories to commercialization partners, largely private firms, create knowledge spillovers that lead to further innovation. In this chapter, I study the U.S. Department of Energy’s National Laboratories, and provide the first quantitative evidence that technology transfer agreements at the Labs lead to greatly increased rates of innovation spillovers. This chapter also makes a key methodological contribution by introducing a technique to utilize automated text analysis in an empirical matching design that is broadly applicable to other types of social science studies. This work has important implications for how policies should be designed to maximize the social benefits of the $125 billion in annual federal funding allocated to research and development and the extent to which private firms can benefit from technology partnerships with the government.

The final chapter of this dissertation explores the effectiveness of international policy to facilitate the deployment of low-emitting energy technologies in developing countries. Together with Joern Huenteler, I examine wind energy deployment in China supported through international climate finance flows under the Kyoto Protocol’s Clean Development Mechanism. Utilizing a project-level financial model of wind energy projects parameterized with high-resolution observations of Chinese wind speeds, we find that the environmental benefits of projects financed under the Clean Development Mechanism are substantially lower than reported, as many Chinese wind projects would have been built without the Mechanism’s support, and thus do not represent additional clean energy generation.

Together, the essays in this dissertation suggest several limitations of energy technology innovation policy and areas for reform. Public funds for energy research and
development could be made more effective if decision making approaches were better grounded in available technical expertise and developed in framework that captures the important interactions of technologies in a research and development portfolio. The first chapter of this dissertation suggests a politically feasible path towards this type of reform.

Policies to “unlock” publicly sponsored inventions from the organizations that develop them have broad impact on private sector innovation. These policies multiply the effect of public research and development funds, but should be strengthened to more rapidly advance the scientific frontier. The second chapter of this dissertation provides some of the first quantitative evidence to support reform in this area.

Finally, international policies to facilitate the deployment of climate-friendly technologies in developing countries face serious implementation challenges. The current paradigm of utilizing carbon markets to fund individual projects that would not have otherwise occurred has failed to encourage energy technology deployment in one of the sectors with the greatest experience with such policies. The third chapter of this dissertation suggests that this failure has been largely due to poorly designed procedural rules, but options for reform are available.

Mitigation of global climate change will require broad policy response across the full range of scales, sectors, and policy spheres. Undoubtedly, climate mitigation will result in widespread transformation of energy systems. This dissertation focuses on the role of innovation policy in accelerating the transformation of these systems. The range of policies studied in this dissertation can make climate change mitigation more politically feasible and more cost effective by expanding the set of technological choices available to public and private actors faced with incentives and requirements to lower their greenhouse gas emissions to collectively safe levels.
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Chapter 1


Effective decision making to allocate public funds for energy technology research, development, and demonstration (R&D) requires considering alternative investment opportunities that can have large but highly uncertain returns and a multitude of positive or negative interactions. This chapter proposes and implements a method to support R&D decisions that propagates uncertainty through an economic model to estimate the holistic benefits of an R&D portfolio, accounting for innovation spillovers and technology substitution and complementarity. The proposed method improves on the existing literature by: (a) using estimates of the impact of R&D investments from the most comprehensive set of expert elicitations on this topic to date; (b) using a detailed
energy-economic model to estimate evaluation metrics relevant to an energy R&D portfolio: e.g., system benefits, technology diffusion, and uncertainty around outcomes; and (c) using a novel sampling and optimization strategy to calculate optimal R&D portfolios. This design is used to estimate an optimal energy R&D portfolio that maximizes the net economic benefits under an R&D budget constraint. Results applied to the United States indicate that: (1) the median projection of the expert-recommended portfolio in 2030, relative to the BAU portfolio, reduces carbon dioxide emissions by 46 million tonnes, increases economic surplus by $29 billion, and increases renewable energy generation by 39 TWh; (2) uncertainty around the estimates of R&D benefits is large and overall uncertainty increases with greater investment levels; (3) a 10-fold expansion from 2012 levels in the R&D budget for utility-scale energy storage, bioenergy, advanced vehicles, fossil energy, nuclear energy, and solar photovoltaic technologies is justified by returns to economic surplus; (4) the greatest returns to public R&D investment are in energy storage and solar photovoltaics; and (6) the current allocation of energy R&D funds is very different from optimal portfolios. Taken together, these results show that reform of public energy R&D decision making processes can have an important impact on the cost-effectiveness of R&D and carbon mitigation efforts.

1.1 Introduction

The well-known environmental (IPCC, 2014), economic (IEA, 2011; WHO and UNDP, 2009), and security (Cherp et al., 2012) challenges in the energy sector have justified a wide array of energy policies, such as pollution regulations, targeted subsidies, and technology standards. In order to be dynamically cost-effective, these policies require complementary technology policies (Jaffe et al., 2005). One of the most important forms of technology policy is government funding for energy R&D to support innovation
projects that would not otherwise attract sufficient private investment. Toward this end, the U.S. Department of Energy (DOE) has allocated approximately $5 billion per year since 2009 towards energy R&D (Gallagher and Anadón, 2013). The method presented in this chapter offers an approach to supporting decisions to allocate public R&D funds across technology areas that complements existing frameworks such as comprehensive reviews of energy R&D activities (DOE, 2012), retrospective analysis (NRC, 2001), individual technology roadmaps (Geum and Park, 2013), and evaluations driven by the broader political landscape.

The method proposed and implemented here has several desirable characteristics that differentiates it from existing approaches in the literature: (1) it quantifies the anticipated improvement in technology in a way that fully accounts for the inherent uncertainty in the returns to R&D; (2) it systematically captures the interactions between R&D investments that can occur through technology spillovers or through market interactions of technology substitutes and complements, an important limitation of existing approaches (NRC, 2007a); (3) it is flexible to changing assumptions that are fundamentally subjective, such as belief distributions of the elasticity of future technology costs to current R&D investments; and (4) it is transparent, and therefore feasible to implement in public organizations that require transparency to build procedural legitimacy.

1.1.1 Current Process at the U.S. Department of Energy

DOE is the single largest energy R&D funding entity in the United States and the largest public energy R&D funding entity of all member countries in the International Energy Agency (which are largely the industrialized country members of the OECD and the countries with the most reliable data for this metric) (IEA, 2013). Nevertheless,
several expert panels have called for greater U.S. government spending in energy R&D (American Energy Innovation Council, 2010; APS, 2008; NCEP, 2004; PCAST, 2010, 1997). Although each of these studies calls for additional resources to be devoted to energy R&D, none of them offer rigorous quantitative estimates of the expected benefits of their recommendations.

In current practice, despite the demonstrated interest of outside experts to affect DOE decision-making, DOE's decision making processes and tools do not systematically consider the benefits, and the uncertainty inherent in the benefits, of individual R&D programs or in aggregate (NRC, 2007b). Current U.S. law requires that DOE submit annual estimates of its program's benefits through the Government Performance and Results Act (GPRA). However, this program does not require DOE to consider uncertainty in its evaluation of R&D programs (NRC, 2007b), nor the interactions between the different technologies that the DOE's programs support. For example, many of the technologies that DOE R&D programs support may induce technological spillovers among them or compete in markets as either complements (e.g., utility scale energy storage and renewable technologies like wind and solar power) or substitutes (e.g., more efficient internal combustion engine vehicles and electric vehicles). Capturing these market interactions is essential for estimating the benefits of improvements in technologies in a way that appropriately accounts for available "next-best" and "enabling" technologies (NRC, 2007a). Therefore, the benefits calculated under GPRA requirements are likely to be biased. Further, to improve the credibility and political buy-in to its decision-making process, DOE also faces the challenge of integrating a wide array of non-transparent technical assumptions and models promoted by various stakeholders (NRC, 2007a; Silverman, 1981).
Design Principles for an R&D Decision-Support Tool

In this section four design principles for a decision-support tool that can feasibly and effectively improve public R&D portfolio design are proposed. While these principles are broadly applicable to R&D decision making in many contexts, they were developed based on a consideration of U.S. public energy R&D decision making and through iterative discussions with analysts involved in the DOE's policymaking environment. These principles are used to evaluate how decisions are made in public energy R&D in the United States, while exploring some of the explanations for why policymakers in many public R&D funding agencies do not generally follow these design principles. The first two principles deal with analytical requirements and the second two principles concern institutional feasibility of implementing a decision support tool. Following a discussion of these principles, the remainder of the chapter presents a method that follows the four proposed design principles and then examines the results of implementing it in the case of public U.S. energy R&D.

**Principle 1: Quantifiable.** *Technological improvement benefits of a decision must be prospectively quantified and account for uncertainty*

This chapter differentiates “technological improvement benefits” of R&D, the change in cost and performance of technologies as a result of R&D, from “social benefits” of R&D, the changes in systemic policy objectives, such as aggregate economic surplus. Under Principle 1, technology improvement benefits are addressed; social benefits are addressed under Principle 2. The technology improvement benefits of R&D investments needed to support decision making should follow four sub-principles: (1) Relating technological improvement benefits to R&D investments requires specifying technological improvement benefits conditional on multiple levels of R&D investment;
(2) The marginal rate of technological improvements at a given level of R&D depends not only on the level of R&D in that technology area but also on the level of R&D in related technology areas. In other words, R&D-induced improvements in different technologies can be correlated due to inter-technology spillovers. Therefore, to avoid biased estimates of aggregate benefits, benefits of individual technology improvements must be jointly specified with an explicit dependence structure; (3) The returns to R&D are often only realized over long time horizons (several decades); therefore, to fully account for the benefits of R&D investments, benefit estimates must also consider both short-run and long-run technology improvement benefits; and (4) The returns to R&D should account for uncertainty. In addition to these four sub-principles, technological improvement benefit estimates should also be developed in a framework of common assumptions. For example, if estimates of the technology improvement benefits in one technology area are made for one timeframe, estimates for the benefits of other technologies should be made with the same timeframe.

In U.S. energy R&D decision making, while benefits of R&D programs are estimated conditional on R&D levels—and are occasionally considered over different time horizons—current practice neither explicitly considers the dependence in improvements between technologies nor uses common assumptions to make the estimates across technology areas. Further, current practice does not consider the uncertainty in the benefits of R&D (NRC, 2007b). Despite robust evidence that uncertainty is a defining characteristic of R&D investment, it is neither legislative requirement (e.g. through GPRA) nor standard practice (e.g. in DOE budget justification documents) to quantify or otherwise assess the uncertainty in the benefits of R&D programs.
**Principle 2: Comprehensive. Social benefits of R&D investments must be evaluated in a common framework**

The second principle is based on the prerequisite that sound consideration of R&D tradeoffs requires a comprehensive framework for analyzing the social benefits of various R&D investments jointly and with common metrics. Therefore, while initial technology improvement benefit estimates need not necessarily be expressed in common units, a necessary condition to evaluate tradeoffs between R&D investments is that the ultimate metric for comparison—the social benefits—should be expressed in common units.

To make well-informed R&D allocation decisions, a decision-support tool must consider how the benefits of improvements in individual technologies interact (as substitutes or complements). These interactions may be positive, as is the case with the complementary role utility-scale energy storage can play in smoothing out the intermittent supply of electricity from renewable technologies like wind and solar power, or they may be negative, as is the case with substitute technologies like efficient internal combustion engines and electric vehicles that compete for the same market share. Therefore, the benefits to society need to be estimated using a single framework that allows the aggregate benefits of a suite of R&D investments to be estimated.

In terms of the second principle, current practice in U.S. energy R&D has significant room for improvement. DOE justifications to support funding requests are typically constructed project-by-project, program-by-program, or office-by-office, with little effort to standardize assumptions or reporting metrics. As a result, recent observers have characterized DOE decision making as “being badly ‘stovepiped,’ meaning that the various offices and programs poorly communicate with one another” (Cho, 2013), and
needing a strengthened “integrated policy assessment capability” for the “analysis capabilities housed in each major program area.” (Moniz, 2013) To improve the credibility and political buy-in to its decision-making process, DOE also faces the challenge of integrating the wide array of technical assumptions and models it has access to (NRC, 2007b; Silverman, 1981). DOE’s budget justification documents contain very little information to help policymakers assess the relative merits of R&D programs, leaving decisions to be informed instead based on disparate one-dimensional estimates of benefits that do not take into account the outcomes of simultaneously-occurring decisions.

**Principle 3: Adaptive. Benefit analysis should be flexible to changing assumptions**

The third principle results from the need for a decision support tool to be relevant as technological characteristics improve over time and exogenous policy decisions are made (such as setting aggregate R&D budget levels or enacting policies that complement R&D). An R&D support tool should be made flexible to changing assumptions, allowing decision makers to update assumptions with the latest available information without reinventing the framework for analysis.

Flexibility to changing assumptions also has the added advantage of allowing decision makers to conduct sensitivity analysis, directly testing the effect of different assumptions. In the context of many R&D policy-making organizations, managers of individual technology programs may hold different subjective beliefs about the benefits of an R&D program. The ability to adjust to different sets of assumptions can help focus internal deliberations on specific quantitative assessments, or the choice of model and metrics to estimate social benefits, rather than abstract debates about biases of individual managers. Experience has shown that by agreeing on a flexible methodology
prior to the introduction of technical assumptions, parties can build credibility (Parson, 1998).

**Principle 4: Transparent.** *Transparency in developing assumptions and analytical methods should be feasible*

The fourth principle is motivated by the institutional feasibility constraint that most R&D decision making organizations face to build procedural legitimacy both internal and external to the organization. One of the most important factors in developing procedural legitimacy in this context involves managing the transparency of inputs and methods used to support decision making. Within an organization, transparency can help build credibility of estimates from managers competing for the same pool of funds who might otherwise doubt the reliability of estimates from others. Transparency in how assumptions are developed and used can also help build external (public) credibility, and therefore, political support. However, public transparency can preclude the incorporation of proprietary information, which can lower the quality of technical estimates. Therefore, a process to support R&D decision making must be feasibly transparent but not necessarily actually both publically and privately transparent.

Current U.S. energy R&D decision making practice does not make its assumptions and process transparent, making it infeasible to determine if current benefit estimates are flexible to changing assumptions or amenable to sensitivity analysis. In current practice, the technology assumptions used to estimate the social benefits of individual technology programs often come from anonymous scientists or other experts within the DOE program offices, raising questions about the independence of these benefit estimates. So long as program managers benefit from additional funding, they may suffer from motivational bias and are incentivized to overestimate the effectiveness of
their programs to increase the funding they receive. This had led to an erosion of trust among technical experts internal to R&D programs who hold detailed knowledge about the R&D portfolio and between these experts and their funders in Congress.

The four design principles and their components are summarized in Table 1.1.

### Table 1.1: Summary of Four Design Principles for an R&D Decision Making Process

<table>
<thead>
<tr>
<th>Principle</th>
<th>Components of Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>Quantifiable</strong>: Technology improvement benefits prospectively quantified with a full account of uncertainty</td>
<td>• Technology benefits estimated conditional on R&amp;D levels modeled &lt;br&gt; • Benefits over different time horizons considered &lt;br&gt; • Uncertainty in technology benefits of R&amp;D modeled explicitly and estimated under common conditions</td>
</tr>
<tr>
<td>2. <strong>Comprehensive</strong>: Social benefits evaluated in a common framework</td>
<td>• At least one social benefit evaluated with common units &lt;br&gt; • Dependence between R&amp;D benefits modeled &lt;br&gt; • Accommodation for details of how technology improvement benefits were estimated</td>
</tr>
<tr>
<td>3. <strong>Adaptive</strong>: Flexible to changing assumptions</td>
<td>• Flexible to update for technological change &lt;br&gt; • Flexible to update for policy changes &lt;br&gt; • Capable of sensitivity analysis</td>
</tr>
<tr>
<td>4. <strong>Transparent</strong>: Feasible transparency</td>
<td>• Transparency of assumptions &lt;br&gt; • Transparency of methods</td>
</tr>
</tbody>
</table>

1.1.3 **Proposed Methods in the Literature**

Several studies in the literature on U.S. public energy R&D have proposed approaches to estimating the value of supporting energy technology R&D using a variety of analytical methods. Schock et al. (1999) and Nemet and Kammen (2007) estimate the appropriate level of energy R&D as the difference between the cost of meeting CO₂ emissions targets using assumptions of a business-as-usual (BAU) and an advanced technology scenario of costs. Davis and Owens (2003) use the concept of real options to estimate the value of investments in renewable energy R&D. And Blanford (2009) estimates the optimal allocation of R&D funds for renewable energy, nuclear energy, and
coal with CCS by defining two states for the cost of those technologies (BAU and low) and assuming that the probability of achieving the low-cost technology is an exponential function of R&D. All of these approaches, however, are based on assumptions that are not grounded in empirical data about the degree of technological innovation that will result from increased R&D investment. Other studies have used expert elicitation to determine the relationship between technology-specific public R&D and technology cost and performance in the United States and the European Union (Anadón et al., 2012; Baker et al., 2009a, 2009b; Baker and Keisler, 2011; Bosetti et al., 2012; Chan et al., 2011), but have not made the additional step of quantifying aggregate benefits of a portfolio of R&D investments. The National Research Council (2007a) proposed a method to evaluate individual DOE R&D programs using expert-assessed probabilities incorporated in a decision-tree framework to capture key uncertainties coupled with models to quantify benefits. However, this report does not propose a method to assess the aggregate benefits of an R&D portfolio in which the benefits of individual programs are contingent on each other. Nevertheless, the insights on assessing individual R&D programs were important for shaping this proposed approach to quantifying the benefits to energy R&D.

1.1.4 The Challenges of R&D Benefit Estimation

The uncertainties in the returns to R&D make estimation of the benefit of a single R&D program, let alone an entire R&D portfolio, challenging. Benefit calculation requires significant technological assumptions including an explicit representation of uncertainty. Uncertainty in the returns to R&D are well-documented, with a particular strain in the literature emphasizing the skewed distribution in the returns to R&D investment (Pakes, 1986; Scherer and Harhoff, 2000). It is also well-known that
uncertainty in the returns to R&D is a feature of the R&D resource allocation problem that makes it distinct from other investment problems (Arrow, 1962). This uncertainty can be due to: complementary and substitute technologies leading to inter-technology dependent or “recombinant” uncertainties (Fleming, 2001), the public goods nature of the information outcomes of R&D leading to spillovers between R&D investments by different (public/private) actors (David et al., 2000; Griliches, 1992; Keefer, 1991), and contingencies on many other factors (e.g., unpredictable demand, changing macroeconomic conditions, dependencies on markets in other countries, changing patterns of scientific/technical human capital etc.). Accounting for uncertainty in the returns to R&D is important for benefit estimation because greater uncertainty may either increase or decrease the value of conducting R&D (Bloom and Van Reenen, 2002; Santiago and Vakili, 2005). There is a considerable literature estimating the ex-post returns to R&D (see Hall et al. (2010) for a survey), with a particular strand grappling with the question of attributing technological change to specific R&D projects (Hall, 1996). However, there is a more limited literature on methods to quantify the ex-ante returns to R&D, which are precisely the quantity necessary to assess in designing an R&D portfolio.

Different methods in the literature can be classified in how they utilize information to quantify uncertainty ex-ante: (1) historic data (McNerney et al., 2011; Nemet, 2006; Wiesenthal et al., 2012); (2) data on early stage “precursor” technologies (Martino, 1987; Roper et al., 2011); and (3) data from technology experts. Methods that utilize data from technology experts have distinct advantages as an information source that feeds into a decision making process concerning R&D investments. Data from technology experts allows for the possibility that technologies may advance through new pathways that
endogenously depend on current decisions or in ways supported by only the most recent information. Further, technology experts can incorporate useful information that is unpublishable or proprietary.

Approaches to quantifying uncertainty typically represent probability distributions stylistically. Methods that utilize any of the three sources of information described can estimate notions of uncertainty parametrically (e.g. first and second moments) or non-parametrically (e.g. selected percentiles). Therefore, uncertainty analysis that requires propagating the uncertainty of estimated input parameters through a model typically depends on additional assumptions and appropriate sampling techniques. This is a particular challenge when there are multiple uncertain and non-independent parameters (such as the impact of R&D in various energy technologies that interact in the market), requiring an explicit representation of co-variation in parameters.

1.2 Methods

Inspired by an examination of the strengths and weaknesses of current practice in allocating U.S. public energy R&D investments, this chapter proposes a methodology to generate inputs to an R&D decision making process that satisfies the four proposed principles. This method has six components, detailed below and in Figure 1.5 (which uses public R&D investment in just two technology areas as an example).

This chapter develops and applies a method to support public energy R&D investments in the context of decision making at DOE. The first stage of this method is a major expert elicitation exercise that collected inputs from 100 experts in a range of sectors about the probabilistic distribution of the future cost and performance of 25 energy technologies conditional on different DOE R&D investment levels and allocations. Conditional probability distributions then parameterize the MARket
ALlocation (MARKAL) model, a bottom-up energy system model of the U.S. economy with internal buy-in at DOE (as demonstrated by its use by the DOE Office of Policy and International Affairs in the past). The conditional probability distributions are introduced into MARKAL with a targeted sampling strategy to approximate joint distributions, allowing us to run Monte Carlo simulations to approximate the distribution of several outcome variables of interest, such as economic surplus, pollution emission levels, and crude oil imports. The final step of the methodology uses an importance sampling and optimization approach to estimate optimal R&D portfolios for varying aggregate budgets.

1.2.1 Expert Elicitation

Recent research has shown that technical experts are able to consider and quantify the outcomes of R&D programs (Ruegg and Feller, 2003) and even parameterize probability distributions of outcomes (Chan et al., 2011; Catenacci et al., 2013; Bosetti et al., 2012; Fiorese et al., 2013; NRC, 2007a; Baker and Keisler, 2011; Baker et al., 2009b, 2009a; Curtright et al., 2008a; Abdulla et al., 2013; Jenni et al., 2013; Baker et al., 2010). Following the first design principle, the method proposed in this chapter uses expert elicitation to parameterize probability distributions of technological improvement returns conditional on several R&D levels. Data from technology experts is collected through an expert elicitation of over 100 experts in six technology areas (fossil energy, vehicles, energy storage, biofuels, solar energy, and nuclear energy)\(^1\), covering 25

---

\(^1\) These elicitation were conducted as part of a broader study on the political economy of energy R&D investments in the United States. The full results of this study are published in Anadón et al. (2011) and Anadón et al. (2014a). A 7th elicitation on building technology was also conducted but not utilized in this chapter due to implementation complexities in MARKAL.
technologies\textsuperscript{2}. R&D funding in these six technology areas totaled approximately $1.5 billion in 2012, or approximately one-third of total DOE-funded applied R&D investment. Estimates were collected using six distinct written and online surveys administered between 2009 – 2011. Experts were selected for this study based on their contribution to the peer-reviewed literature, conference participation, and employment at research laboratories and universities. See Appendix A.1 for a more detailed description of the elicitation protocol and Anadón et al. (2014b) for even further detail, including the names of participants and the raw results of the elicitations.

Expert elicitation is a structured and systematic process for collecting and assessing subjective probabilistic estimates from individuals with particular expertise of interest (Anadón et al., 2012; Baker et al., 2009a; Chan et al., 2011; Cooke, 1991; Curtright et al., 2008b; Morgan, 2014; Morgan and Keith, 1995). This method involves in-depth engagement with experts to extract their subjective beliefs about uncertain parameters. This differs from surveys in that individual responses are not treated as observations from a single population, but rather as representative of a large body of knowledge. Therefore, expert elicitation seeks to include a group of participating experts of the highest quality and diversity of expertise, not the greatest quantity of viewpoints (Cooke, 1991). To avoid unwanted interactions between experts that would obscure the true diversity of judgments (Oppenheimer et al., 2007), experts were elicited individually

\textsuperscript{2}Vehicles technology included fuel cell vehicles, battery-electric vehicles, plug-in hybrid vehicles, hybrid vehicles, and advance internal combustion vehicles. Solar photovoltaics (PV) included utility PV, residential PV, and commercial PV. Biofuels included bioenergy for electricity, and biochemical and thermochemical biofuels for jet fuel, diesel, and gasoline (thermochemical biofuels for jet fuel was excluded). Energy storage included grid-scale lithium ion batteries, sodium-sulfur batteries, flow batteries, flywheels, and compressed air energy storage. Nuclear technology included modular nuclear reactors, Generation IV reactors, and Generation III/III+ reactors. Fossil energy included natural gas power plants with and without carbon capture and coal power plants with and without carbon capture.
rather than in a group setting, as in the related Delphi process or expert consensus methods (Dalkey, 1969).

As in other technology forecasting expert elicitations, each elicitation instrument utilized in this study began with a technology primer based on a broad survey of the engineering literature in the technology area (Curtright et al., 2008a). These primers covered current technology cost and performance, fuel costs – if applicable, a summary of previous studies about future costs, and a summary of current U.S. federal government R&D investments in the particular technology area (primarily, but not exclusively, these investments were managed by DOE). Experts were then presented with an overview of heuristics to reduce their bias and overconfidence and asked to provide a detailed self-assessment of their expertise.

After this background material, experts were asked to provide their estimates of 2010 technology costs. Next, they were asked to recommend a level of R&D funding for the technology area that the study considered and propose a specific allocation of these funds to specific technologies and research pathways within the technology area. These recommendations were made without a consideration of the tradeoffs between technologies and without a presupposed policy goal (although experts were asked to describe their strategy for allocating funds to specific technology areas and along different technology development stages). Figure 1.1 displays the results of the R&D funding recommendation portion of the expert elicitations. Recommendations for R&D funding in the six technologies consisted of R&D in several sub-technologies and across different stages of development; for these specific results see Anadón et al., (2014b). From a methodological perspective, these results can be compared to the results from expert panels discussed above (American Energy Innovation Council, 2010; APS, 2008;
NCEP, 2004; PCAST, 2010, 1997). In every technology area, the majority of experts in this study recommended funding levels greater than current allocations.

The box plots are the expert-recommended funding levels (with empty grey circles denoting individual recommendations). The blue circles are the recommendations of the chosen “middle expert” (based on centrality of cost estimates, not recommendations). These middle expert recommendations form the basis of much of the subsequent analysis. The red and orange markers are the FY 2009 and FY 2012 DOE budget allocations to particular R&D areas, respectively.

**Figure 1.1: Comparison of Expert-Recommended R&D Levels**

In the next step of the elicitations, experts provided estimates of their subjective belief distribution for specific technology costs in 2030 under four R&D funding scenarios (business as usual and three hypothetical R&D scenarios based on multiples of their recommendations). The elicitation results are constrained by the way in which technical
experts are able to consistently understand and interpret probabilistic statements. Specifically, experts estimated their belief distributions by reporting the 10th, 50th, and 90th percentiles of the distribution of 2030 technology costs. Belief distributions were not elicited this way because percentiles can be expressed in the natural units of technology costs, which are more familiar to technology experts (unlike the inverse problem of estimating the cumulative probability of a given technology cost). Further, the inverse problem requires pre-specifying technology cost levels which could induce bias through anchoring or could be far from experts' beliefs and therefore not informative. Three percentiles were elicited to limit the number of parameters experts had to grapple with while still providing enough information to recover an estimated continuous distribution. This was a conscious decision in light of the limited patience and attention of participating experts and the tradeoff between more precisely estimating a smaller number of belief distributions or more imprecisely estimating a larger number of distributions. The elicitations concluded with a suite of qualitative questions to better understand each expert’s R&D strategy.

1.2.2 Formalizing Elicitation Results

This subsection uses the following notation to describe the steps of how the expert elicitation outputs were translated into inputs for the MARKAL model: \( t \) indicates specific technologies which are grouped into technology clusters, \( c(t) \); \( p \) indicates the specific percentiles, \( \alpha_p \), used in the expert elicitation; \( r \) indicates the R&D budget multipliers, \( \gamma_r \), used in the expert elicitation; \( R_{c(t)} \) is the expert-recommended R&D levels for the \( c(t) \) technology cluster; \( RD \) are specific R&D funding levels; \( x_{t,p,r} \) is the cost of a technology \( t \) at the \( p \) percentile under the \( r \) R&D level. The \( c(t) \) technology clusters
group the 25 technologies into 6 R&D clusters based on how aggregate R&D investments are allocated to the specific technologies. For example, R&D investments in solar photovoltaic technologies are allocated to utility photovoltaics, residential photovoltaics, and commercial photovoltaics.

The outputs of the expert elicitation were: R&D budget recommendations for each technology-cluster \( R_c \), technology cost estimates at three points on the inverse cumulative distribution (the 10th, 50th, and 90th percentiles) in 2010 and in 2030 at each of three multiples (0.5, 1, and 10) of recommended R&D levels. In 2030, the cost parameters, \( x_{t,p,r} \) for each of the \( t = 1, \ldots T \) (\( T = 25 \)) technologies were estimated by experts at three points on the inverse cumulative distribution function of cost:

\[
x_{t,p,r} = Q_t(\alpha_p; RD_{c(t)} = y_r R_{c(t)})
\]

In the above expression, \( c(t) \) is the R&D cluster of technology \( t \), \( RD_{c(t)} \) is the R&D level in the \( c(t) \) cluster, \( R_{c(t)} \) is the expert’s recommendation for \( RD_{c(t)} \), \( p = 1,2,3 \) index three percentiles \( (\alpha_1 = 0.1, \alpha_2 = 0.5, \alpha_3 = 0.9) \), and \( r = 1,2,3 \) index three R&D multipliers \( (y_1 = 0.5, y_2 = 1, y_3 = 10) \). 2010 costs were elicited as in Equation \((1.1)\) and do not depend on R&D levels. With estimates for 2030 technology costs for twenty five technologies at three percentiles and three R&D levels, and estimates for 2010 technology costs at three percentiles, this amounts to a minimum of 300 total parameter estimates from the expert elicitation exercise.

An explicitly modeled dependence structure between these conditional distributions is represented as the \( V_T \) Spearman correlation matrix of 2030 costs, capturing co-variation in technology improvement benefits that could be due to technological spillovers (e.g. from grid-scale batteries for energy storage to batteries used in electric
vehicles). Spearman correlation, rather than Pearson correlation, is appealing for expert elicitation because it is cognitively more natural to think of relationships between uncertain quantities in terms of their strength of monotonicity rather than their strength of linearity. For many technology-technology diodes, a correlation in the $V_T$ matrix was not elicited and instead it was assumed that technology costs would be independent.

Similarly, $T$ estimates of $\rho_t$, are estimated time rank correlations for each technology. The $\rho_t$ time correlations take into consideration how much information relative 2010 technology costs provide for relative 2030 technology costs. These longitudinal (rank) correlations will be high for most technologies ($0.7 \leq \rho \leq 0.9$), as experts assumed that it is unlikely that a technology on the high end of costs in 2010 will be on the low end of costs in 2030.

In the vehicle technologies elicitation instrument, experts were asked to provide information that could be used to empirically estimate joint probability distributions of costs that were related to batteries. After asking experts to provide their $10^{th}$, $50^{th}$, and $90^{th}$ percentile cost estimates in 2030 under the various R&D scenarios, experts were asked to assume as fixed a given cost of a technology in 2030 and then re-estimate the distribution of costs for a different technology in 2030. Through this conditional re-estimation, experts provided information that could be used to estimate a correlation between the future costs of the two technologies. However, these suites of questions were not implemented in all surveys because these were mentally taxing questions on an already fatiguing exercise. Therefore, a Delphi process within the research group was used, which had significant technology expertise, to propose a correlation matrix of 2030
technology costs for all twenty-five technologies. For many technology-technology diodes, it was assumed that technology costs would be independent (See the Appendix A.2 for the correlation matrix used in this work).

The elicitations utilized included subjective belief distribution estimates from over 100 experts. However, for analytical tractability and the well-known problems of inter-expert reliability’s dependence on multiple factors (Anadón et al., 2013; Keith, 1996), a representative “middle” expert for each of the six elicitations was selected for the results presented in this work. Other analysis not focused on the methodological aspects could analyze the results of using middle experts alongside with the results of using “optimistic” and “pessimistic” experts to further explore the impact of expert selection on outcomes. “Middle” experts for each of the 6 technology areas were selected by evaluating which expert in each area had central estimate, $x_{t,2}$, and uncertainty range indicator, $(x_{t,3} - x_{t,1})/x_{t,2}$, estimates of future technology costs that that fell at or near the average values of central and uncertainty range estimates of all experts in their area. Selection of “middle” experts was made without considering the expert’s R&D funding recommendation (see Figure 1.1). This selection was also vetted with 23 “higher level” qualitative reviewers with experience in the management of large scale technology programs (Anadón et al., 2014b).

1.2.3 Sampling Strategy

Using the expert elicitation results from middle experts, estimates of the benefits of an R&D portfolio are generated by introducing these estimates in the MARKAL model, a publicly-available energy-economic model (see Section 1.2.4 for detail of the model). A key challenge is to translate the expert elicitation results into congruent probability
distributions that could efficiently estimate outcome distributions given the computational cost of MARKAL. Because MARKAL is so computationally expensive due to the level of technical detail it incorporates, this sampling strategy is constrained to a finite number of model simulations (1,200 scenarios in the final implementation used in optimization). To overcome the limits of this constraint, samples from the distributions of technology costs were drawn using Latin Hypercube sampling (LHS) (McKay et al., 1979) and in a way to cover the full range of possible R&D realizations. LHS reduces the total variance in the sampled values of uncertain quantities by fixing the probability mass between all sampled values but does not introduce bias. The variance reduction property of LHS allows us to decrease the total number of samples (and therefore total number of model simulations) that are needed to run in order to sufficiently describe the variance in the output quantities of interest. However, the tradeoff in using LHS is that the samples drawn from the process are no longer independent and therefore, each sample viewed by itself is difficult to interpret.

A shifted-log-logistic (SLL) functional form is imposed to interpolate and extrapolate the expert elicited percentiles as full probability distributions. The SLL distribution has three parameters, allowing us to exactly identify a continuous probability distribution that maximizes the information content of the elicitation results. Equation (1.2) shows the quantile function parameterization of the SLL distribution conditional on $x_i$ in terms of the three values of $x_{t,p}; RD_{c(t)}$ at a given level of R&D, allowing us to sample values of $p$. A graphical depiction of the SLL fitting is shown in Figure 1.2 for percentiles estimated by experts at three R&D levels.
A graphical depiction of representative sets of expert-elicited percentiles for three R&D scenarios (shown separately in red, green, and blue white-filled circles) and conditional probability distribution fitting with the SLL distribution (on the left side of the y-axis).

**Figure 1.2: Distribution-Fitting to Expert-Elicited Percentiles**

While there are many probability distributions with three parameters, the SLL distribution is relevant for this application because it is a smooth distribution that can allow for skewness. A disadvantage of the SLL distribution is that it is almost always bounded on one side and the bounds are determined by the three parameters. While there may be conceptual reasons to include bounds in the distribution of costs (e.g. forcing costs to be greater than zero), bounds could also be elicited directly, although this would add to the number of parameters included in elicitations. Ultimately, the choice of
any probability distribution that can fit the three percentiles exactly is arbitrary since a three parameter distribution fully utilizes the information content of the elicited beliefs.

Our elicitation methodology included a process for estimating a Spearman correlation matrix of 2030 technology costs, $V_T$. Using the $T$-dimensional Gaussian copula, $C_{V_T}^{\text{Gauss}}$ for each sample, $T$ samples from Unif(0,1) with the specified $V_T$ Spearman correlation matrix are drawn. Then, correlated samples from the joint distribution of cost given a fixed level of R&D can be found by evaluating the quantile function given in Equation (1.2) at the correlated variates using $(x_t; RD_{c(t)})$ as calculated in Equation (1.1). More formally, joint samples of 2030 technology costs, $x^*$, are drawn from a joint distribution such that the variates are distributed as described in Equation (1.3).

$$F(x^*|RD) \sim C_{V_T}^{\text{Gauss}}$$ (1.3)

Because $(x_{t,p}; RD_{c(t)})$ is weakly monotonic in $RD_{c(t)}$, the rank correlations as sampled from the copula are maintained under this transformation. An alternative to this approach proposed by Iman and Conover (1982) essentially approximates the Gaussian Copula with less precision. Figure 1.3 shows example joint samples for 5 vehicle technologies with correlated costs.
An example sample from the joint distribution of 2030 costs for five technologies in 2010 USD: battery electric vehicles (BEV), advanced internal combustion vehicles (CAR), hybrid vehicles (HYB), plug-in electric vehicles (PEV), and fuel cell vehicles (FCV). Marginal sample distributions are shown as histograms in the diagonal plots and joint samples between all pairs are shown in scatter plots off the diagonals along with the corresponding rank correlation coefficients, $\rho$.

**Figure 1.3: An Example Sample from the Joint Distribution of Five Technology Costs**

Next, for each sample the 2010 and 2030 cost draws are interpolated and extrapolated to construct a vector of costs for 2010–2050 in 5-year time steps. This step is necessary to conform to the required inputs of the MARKAL model. Because the elicitation only provide estimates of costs in two years (2010 and 2030), additional assumptions are required, which have a substantial effect on the 2030–2050 extrapolation region. With the 2030 costs sampled, 2010 costs conditional on 2030 costs are sampled using the estimated time correlation, $\rho_t$ and the expert-elicited probability
distribution for 2010 costs, fit in the same way as the 2030 distribution. To calculate a sample's 2010 cost, a 2-dimensional copula with rank correlation $\rho_t$ is sampled, conditioning on the 2030 sample's quantile (which was sampled from a $T$-dimensional copula). This approach samples from the 2-dimensional copula, representing time-dependence, conditionally using a numerical approximation at $10^{-5}$ precision. Then, the resulting quantiles for 2010 are transformed by Equation (1.2), using the $x_t$ values elicited for technology $t$ in 2010. Note that for 2010 estimates, there is no need to condition on R&D levels since R&D is constant by definition in 2010. For each sample, if the 2030 draw is greater than the 2010 draw, costs are linearly interpolated and extrapolated; otherwise, an exponential functional form is imposed. The choice of functional form is of little practical consequence in the interpolation region (2010–2030), but has important consequences for the extrapolation region (2031–2050). The choice of a linear functional form for scenarios with cost increases is consistent with cost increases due to institutional causes, such as increasing permitting and licensing costs, which are unlikely to evolve at nonlinear rates. The choice of an exponential functional form for cost decreases is conservative in the sense that the rate of cost decrease declines from 2030–2050, relative to the rate of cost decrease from 2010–2030. See Figure 1.4 for a graphical depiction of these steps.
A graphical depiction of dependent sampling of 2010 costs conditional on a sampled 2030 cost. Moving from the top right to the left, the 2030 cost is sampled (shown in red) from the estimated distribution based on elicited percentiles (in green). In the top center figure, the 2-dimensional Gaussian copula at the 2030 sampled cost defines a conditional probability distribution of 2010 cost percentiles, shown in the top left subfigure. The bottom left figure reflects the 2010 cost percentiles, which are then transformed across the 2010 elicited distribution, shown in the center frame of the bottom row. These two samples together are then used to interpolate costs between 2010 and 2030 using a linear functional form for scenarios with cost increases and an exponential functional form for cost decreases. To extrapolate costs to 2050 it is assumed that between 2030 and 2050 costs follow the same functional form as between 2010 and 2030.

**Figure 1.4: Graphical Depiction of Dependent Sampling**

### 1.2.4 Modeling with MARKAL

The method proposed in this chapter parameterizes the results from the elicitations to use as stochastic cost inputs in MARKAL, a detailed energy system model (Fishbone and Abilock, 1981; Loulou et al., n.d.). This approach also uses elicited point values of performance metrics, which were held constant across samples at expert-elicited values.
but varied over time. Other model parameters not included in the elicitations were held constant at their default values based on the U.S. Energy Information Administration’s Annual Energy Outlook (EIA, 2009). MARKAL is a bottom-up, partial equilibrium model of the U.S. economy that is specifically designed to represent technological evolutions of the physical energy system occurring over 30–50–year periods. MARKAL is solved as a cost minimization problem where future states of the energy system are determined by identifying the most cost-effective pattern of resource use and technology deployment over time, given exogenously specified energy demands (Anadón et al., 2014b; Fishbone and Abilock, 1981; Loulou et al., n.d.). DOE and EPA have each developed their own versions of MARKAL for their in-house policy analysis. This study utilizes a version of the U.S. multi-region MARKAL model maintained by Brookhaven National Laboratory, one of the main operators of MARKAL for DOE.

MARKAL was chosen for this study for its technical detail which allows us to accommodate the nuances of the impact of the technology improvement benefit estimates generated in the expert elicitations. For example, MARKAL allows us to include the specific performance characteristics of technologies that the experts conditioned on when estimating costs, the solar irradiation profile and underground CO₂ storage space in each of MARKAL’s 10 geographic regions, and the interaction between different vehicle types in satisfying aggregate vehicle demand. Further, MARKAL allows us to evaluate social benefits along a common set of metrics while also accounting for the interactions of technologies in satisfying market demand.

The MARKAL model allows us to integrate the results from the suite of expert elicitations in different technology areas in a transparent framework with its own
assumptions that can be individually assessed\(^3\); MARKAL is publically-available and
many government agencies implement the model themselves. A MARKAL scenario run
produces hundreds of outcome metrics of potential interest (e.g., CO\(_2\) emissions, energy
costs, oil imports, etc.), many of which could be used to evaluate an R&D portfolio.

\subsection*{1.2.5 Optimization}

Our approach implements a sampling and optimization method that allows for the
estimation of the optimal allocation of R&D investments at a range of budget levels. For
these results, 1,200 MARKAL Monte Carlo samples of technology costs are run under a
wide range of R&D levels that cover the full range of R&D scenarios considered. An
importance sampling technique is applied that allows for the calculation of the expected
value of outcome metrics under specific R&D portfolios that are not pre-specified
(Morgan and Henrion, 1998). This importance sampling approach allows for the
flexibility to update the technical assumptions of the study without repeating the prior
steps of the method, satisfying the third design principle. The importance sampling
strategy allows one to readily adjust for changing input assumptions—such as different
R&D levels in the different technologies in the portfolio—without requiring additional
model runs, thus solving a computational constraint faced by many decision-making
entities that would otherwise only be able to evaluate a small number of proposed R&D
portfolios (Pugh et al., 2011). Additionally, this method’s flexibility to different input
assumptions may be particularly useful in testing the potentially important sensitivity of

\(^3\)The advantages of using a credible and transparent model in a decision making process that involves
technical knowledge held by interested parties is notably discussed in the context of the Long Range
Transport of Atmospheric Pollutants (LRTAP) Protocol and the use of the RAINS model during the
negotiations (Figueira et al., 2005; Parson, 2002, 1998). By agreeing on methodology prior to the introduction
of technical assumptions, parties built credibility.
results to assumptions from different sources (e.g., more optimistic experts, experts internal to the decision making process, experts from stakeholder groups, or experts from different countries) and elicitation strategies (e.g., in person interviews, or written surveys) (Anadón et al., 2013).

Using this importance sampling strategy, a response surface of the expected returns across a continuous range of R&D levels can be constructed—as represented in subplot F of Figure 1.5. The final step of this method is to fit a polynomial response surface to the expected outcomes from the importance sampler and use a numerical optimization algorithm to calculate the R&D portfolio allocation that yields the optimal outcome (e.g. highest economic surplus) for a fixed R&D budget. This approach optimizes the portfolio on the expectation of the outcome metric. This method follows Principle 4 by using a publicly available economic model and explicitly representing conditional distributions of the returns to R&D in a way that could be easily communicated to actors external to the decision making process. The names of the experts that contributed to the estimates of the impact of public R&D on future technology cost and performance are also public (Anadón et al., 2011).

Our approach inputs stochastic realizations of technology cost parameters conditional on randomly drawn R&D levels and holds all other model parameters constant across model runs at their default values (i.e. technology performance parameters, which were held constant across samples at expert-elicited values but varied over time, and other model parameters not included in the elicitations, which were held constant at their default values). While the MARKAL model outputs many metrics for a given sampled cost vector, this method uses only one outcome metric in the optimization stage, denoted $S(x^*)$. 


The first stage of the optimization is to use the relationship between R&D funding and technology costs from the expert elicitation and the relationship between technology costs and the outcome metric, \( S(x^*) \), from many samples, to estimate the expected value of the outcome metric at any specified R&D level in the feasible range. Formally, for a given R&D vector, \( RD \), the goal is to find the expression in Equation (1.4).

\[
E[S(x^*)|RD] = \int S(x^*) p(x^*|RD) d(x^*|RD)
\]  
(1.4)

However, the distribution \( p(x^*|RD) \) is computationally intractable for integration due to the complexity of the expert-elicited distributions. While this distribution could be simplified to allow for a more direct evaluation of the expectation in Equation (1.4), doing so would undermine the integrity of the expert assessments. Instead, this approach uses an importance sampling strategy to evaluate the expected value in Equation (1.4) using \( p(x^*|RD) \) as the “target distribution.” The importance sampler is represented in Equation (1.5) where \( \gamma \) indexes the \( n=1,200 \) MARKAL model runs that computational constraints allow, and \( k(x_\gamma^*) \) is a kernel approximation to the entire joint “sampling distribution” of 2030 costs, described in Equation (1.3). The kernel approximation is used to calculate the “sampling probability” to reduce computational requirements and is of little practical consequence.

\[
E[S(x^*)|RD] \approx \frac{1}{n} \sum_{\gamma} \frac{p(x_\gamma^*|RD)}{k(x_\gamma^*)} S(x_\gamma^*)
\]  
(1.5)

In the second stage of the optimization, the importance sampling strategy is applied to a grid of R&D vectors that span the feasible R&D space to calculate the expected outcome metric over the full range of possible R&D portfolios. An 8-unit grid in the 6-dimensional R&D space is used, yielding importance sampling calculations at \( 8^6 = 262,144 \) R&D vectors. The grid constructed evaluates all permutations of R&D levels at
\( y = 0.5, 0.75, 1, 1.5, 2, 5, 7.5, \) and 10 multiples of the expert-recommended R&D level. These levels were chosen to give higher resolution to R&D levels close to the recommended levels while still informing higher R&D levels. Repeating the importance sampling strategy is the most computationally expensive step of the method. Future work could address this by investigating techniques to reduce the computational burden of evaluating the importance sampler's sampling distribution.

In the final stage of the optimization, a high dimensional polynomial is fit to the grid of expected outcome metrics. In the results presented in the chapter a least-squares fit is used to find a “response surface” of the expected outcome metric using the six first-order R&D terms, the thirty six second-order R&D terms (including squared terms and interactions). Since the polynomial fits the expected values of the outcome metric, the predicted values along the response surface can be thought of as a double expected value or a predicted value of an expectation, as shown in Equation (1.6).

\[
\mathbb{E}[S|RD] = \beta_0 + \sum_{c}^{6} \hat{\beta}_c RD_c + \sum_{c}^{6} \sum_{c'}^{6} \hat{\beta}_{cc'} RD_c RD_{c'} 
\]

(1.6)

The estimated polynomial in Equation (1.6) is used in an optimization scheme to find the vector \( RD^*_n \) that maximizes \( \mathbb{E}[S|RD] \) under the constraints \( \sum RD \leq \Omega \), where \( \Omega \) is a budget constraint, and that all R&D levels are within their feasible ranges. The results of repeating this optimization at many levels of \( \Omega \) are shown in Figure 1.7.

Figure 1.5 summarizes the six steps of this method using an example of two technology areas. The figure shows the collection of expert belief distributions, fitting probability distributions, sampling from the joint distribution, modeling with MARKAL, the Monte Carlo interpretation of modeled results, and finally the response surface connecting the set of Monte Carlo results.
This figure utilizes projections across relevant dimensions to visualize a schematic example of the methodology described in this chapter using two technologies as examples, energy storage and vehicles. Subplots (A) and (B) replicate the key features of Figure 1.2, namely probability distribution fitting to the expert-elicited cost percentiles at a given level of R&D. The expert elicitation provided estimates of the 10th, 50th, and 90th percentile of technology costs in 2030 under three R&D scenarios—these are shown with the blue points in the two R&D funding–technology cost spaces highlighted in yellow. For a given vector of R&D funding levels in storage and vehicle technologies (RD1*,RD2*), shown by the grey line perpendicular to the R&D axes, the approach fits the three-parameter SLL probability distribution to the interpolated percentiles for technologies, shown in red. In subplot (C), then the joint distribution of technology costs is sampled, utilizing a dependence structure for technology costs—samples are shown as red dots in the highlighted storage cost–vehicle cost space; this replicates the key features of Figure 1.3. In subplot (D), for a vector (pair) of technology costs, aggregate outcomes, such as lost economic surplus, are estimated using the MARKAL model—the purple line perpendicular to the storage cost—vehicle cost plane shows this relationship. In subplot (E), using a LHS approach over storage cost—vehicle cost combinations, the distribution of outcome metrics is estimated, as shown with the purple vertical dot plot and superimposed box plot. The boxplot replicates the key features of Figure 1.6. Finally, in subplot (F) a response surface is built connecting the box plots that can be used to find the portfolio that optimizes the expected outcome metric under a budget constraint.

**Figure 1.5: Summary of Methodology from Elicitations to an Optimal Portfolio**
1.3 Results

This section evaluates the results of the suite of model runs parameterized by the expert elicitations in several ways. This section considers, in turn, system benefits (e.g. aggregate economic surplus and CO\textsubscript{2} emissions), technology diffusion (e.g. deployment of renewable energy), and uncertainty analysis (e.g. high and low percentiles of outcome metrics and the variance in outcome metrics). Each of these three classes of methods can be useful inputs to support public energy R&D investment decision making. These results are summarized in Figure 1.6, which focuses on a comparison of a BAU R&D portfolio that perpetuates Fiscal Year 2009 R&D investment allocations and levels at $2.1 billion \textsuperscript{4} and the “middle” expert-recommended R&D portfolio with a total investment of $5.3 billion\textsuperscript{5}.

1.3.1 System Benefits

In Figure 1.6, the top subplot shows that the recommended R&D portfolio reduces the median projection of annual CO\textsubscript{2} emissions by 46 million metric tons relative to the BAU portfolio in 2030 and by 253 million metric tons in 2050. Even with the recommended R&D portfolio, without additional limits, results project that CO\textsubscript{2} emissions will rise by 7% between 2010 and 2020, inconsistent with the stated goal of President Obama (Executive Office of the President, 2013) of a 17% reduction of total greenhouse gas emissions below 2005 levels by 2020.

\textsuperscript{4} In FY 2009, DOE’s R&D portfolio in the six technology areas considered allocated $214 million to bioenergy, $432 million to vehicles, $172 million to solar PV, $701 million to fossil energy, $514 million to nuclear energy, and $83 million to energy storage (Gallagher and Anadón, 2014).

\textsuperscript{5} The middle expert-recommended R&D portfolio allocates $300 million to bioenergy, $650 million to vehicles, $200 million to solar PV, $2,850 million to fossil energy, $1,200 million to nuclear energy, and $100 million to energy storage.
In terms of other environmental performance metrics, median projected NO\textsubscript{x} emissions under the recommended R&D scenario are 2\% lower relative to the BAU scenario in 2030 and 5\% lower in 2050. SO\textsubscript{2} emissions show smaller differences – in 2030 they are virtually equivalent, and in 2050, the recommended scenario has median projected emissions 3\% lower than the BAU scenario.

The results in the middle subplot of the figure show that the median projection of annual economic surplus\textsuperscript{6} is $29 billion higher in 2030 and $54 billion higher in 2050 with the recommended R&D portfolio relative to the BAU portfolio. Given that the recommended R&D portfolio has a budget $3.2 billion per year greater than the BAU portfolio, the recommended portfolio has positive net social benefits.

1.3.2 Technology Diffusion

The results in the bottom subplot of Figure 1.6 show that median renewable energy deployment (energy generated by hydroelectric, wind, solar, and biomass) under business as usual R&D is expected to increase from 2010 levels by 160\% by 2030 and by over 230\% by 2050. Under the recommended R&D scenario, these growth rates increase to 170\% and 250\%, respectively. In levels, the BAU R&D scenario increases renewable energy deployment from 2010 levels (approximately 485 TWh) to 770 TWh in 2030 and 1,130 TWh in 2050, while the recommended portfolio increases renewable energy deployment to 810 TWh and 1,190 TWh, respectively. This shows that secular trends in renewable energy deployment are much larger than the incremental deployment induced by the recommended additional R&D. However, these estimates only represent changes

\textsuperscript{6} Net (producer and consumer) economic surplus is estimated by MARKAL as the area between the supply and demand curves for the full set of goods in the model and does not include most environmental externalities, such as greenhouse gas emissions.
due to R&D in a subset of renewable technologies since other potentially important renewable energy sources, such as geothermal, solar thermal, and wind, are not considered in the elicitations.

Unlike for renewable technologies, R&D in coal technology is unlikely to substantially alter projected deployment rates from 2010-2030 (perhaps due to the long-term nature of coal power plant construction and the other institutional factors that build inertia into the system of coal utilization). Projections through 2030 for coal deployment are virtually identical under the BAU R&D scenario and the recommended R&D scenario, with both scenarios estimating a median growth rate between 2010-2030 in coal energy of 22-24%\(^6\) (10.7-10.9 EJ in 2030 relative to 8.8 EJ in 2010). Taken together, these results indicate that R&D policy alone is unlikely to substantially affect the deployment of coal energy.

For crude oil imports, as with coal, high inertia in the system limits the ability of R&D to affect outcomes in the short run. In 2030, the recommended R&D scenario has median projected oil imports 2% lower than the BAU scenario. However, in 2050, this number increases to 10%. While median projected crude oil imports are projected to decrease from 2010 to 2035, even under the BAU scenario, they are still projected to increase from 2035 to 2050. Median crude oil price projects are within 2% of each other under the two R&D scenarios from 2010-2050. Taken together, this suggests that other non-R&D policies would likely be needed to perpetually reduce net oil imports.

---

\(^6\) Note that the model and expert elicitation were conducted during a period before natural gas prices were forecasted to decline as rapidly as they have in recent years due to large shale gas production.
1.3.3 Uncertainty Analysis

Figure 1.6 highlights the ability of this method to quantify the uncertainty in evaluation criteria of R&D portfolios. The figure allows the estimated distribution of evaluation criteria in different individual R&D portfolios to be assessed and compared as part of the R&D portfolio decision making process (DOE External Expert Peer Review Panel, 2006). For example, the proposed method allows for the quantification of high and low percentiles of outcome metrics. Relative to the business as usual R&D scenario, if the 5\textsuperscript{th} percentile or 95\textsuperscript{th} percentile of economic surplus is realized, the benefits of the recommended R&D scenario could be $48.2 billion and $89.7, respectively. As another example, under the BAU R&D scenario, the difference between the projected 95\textsuperscript{th} percentile and 5\textsuperscript{th} percentile of CO\textsubscript{2} emissions in 2050 is as large as 60\% of the difference in median projected CO\textsubscript{2} emissions for 2050 and 2010.

Uncertainty can also be evaluated by looking at the variance in outcome metrics. These results show that the variance in projected economic surplus in 2030 and in 2050 is statistically greater with the recommended R&D portfolio than in the BAU case (F-test for difference in variances has p-value = 0.001 for 2030 surplus projections and 0.01 for 2050 surplus projections). This demonstrates that while greater R&D has positive expected benefits, additional R&D also creates more uncertainty in outcomes.
Estimation of benefits of individual R&D portfolios in terms of CO$_2$ emissions, relative economic surplus, and renewable energy generation. In the left figures, the dotted lines encapsulate the estimated 90% probability intervals (5$_{th}$ – 95$_{th}$ percentiles) and the lightly-shaded regions are estimated 50% probability intervals (25$_{th}$ – 75$_{th}$ percentiles) from 400 Monte Carlo samples using the “middle” experts for each of the 6 technology areas. The blue lines/regions show projections under the business as usual R&D funding portfolio, whereas the red lines/regions show projections under the expert-recommended R&D portfolio. In the right plots, kernel density approximations to the distribution of benefits in 2050 are shown under the same two R&D scenarios. The top subplot shows CO$_2$ emission benefits; the middle subplot shows economic surplus benefits, and the bottom subplot shows renewable energy generation.

Figure 1.6: Distribution of Benefits under Two R&D Scenarios
Greater expected benefits combined with greater uncertainty under greater R&D investments also translates into a quantifiable larger probability of desirable outcomes. For example, this analysis can be used to estimate that under the BAU R&D scenario, the probability that CO₂ emissions in 2050 will be below 6 Gt-CO₂ is 9%, while under the recommended scenario the probability would increase to 66%. The use of probabilistic language to talk about the uncertain benefits of R&D through a combination of expert elicitations and models using a transparent process would be a positive development in the decisions about budget allocations, as it would help move debates away from the credibly of final estimates towards the technical assumptions that matter, which are usually less politically vulnerable.

1.3.4 Optimized R&D Portfolios

This section presents an analysis of optimal R&D portfolio allocation under a no-policy scenario, shown in Figure 1.7. Overall, results yield four main insights about the optimal allocation of R&D resources across the six technology areas that investigated.

First, there are decreasing marginal returns to R&D. The incremental return to 2030 economic surplus from R&D investments is substantially larger at low levels of R&D than at high levels. In the no policy case, results show that incremental returns to R&D when $2.5 billion in R&D funding is allocated optimally are $139 in economic surplus per year in 2030 for an additional dollar of yearly R&D funding allocated to the technology areas with the highest marginal returns at that budget level. Further, there are monotonically decreasing marginal returns to optimally-allocated R&D funds over the full range considered, a subjectively-defined “feasible range” bounded by the estimates of the expert R&D scenarios. However, these results also indicate that there are positive expected returns to economic surplus from R&D even at the highest end of
the range of R&D budget levels considered. This result implies that there are R&D portfolios for the six areas investigated with total budgets greater than $15 billion (more than 10-times Fiscal Year 2012 levels) that can be justified solely on expected gains to economic surplus realized by 2030. If extrapolated to budgets beyond the range considered, this implies an “optimal” R&D level beyond $15 billion at which the expected marginal benefits to economic surplus equal the marginal cost of R&D investment. However, this method is not able to capture the marginal cost of raising public funds through revenue-generating policies, such as taxes. The method also does not capture the welfare effects of other externalities associated with energy use, such as pollution and energy resource import dependency.

Second, there is a distinct prioritization of R&D investments by technology area. As the R&D budget expands, the optimal allocation shifts first towards energy storage, then to solar energy, then to bioenergy, then to vehicle technologies, and finally to nuclear and fossil energy. Because there are also decreasing marginal returns in the optimally-allocated budget, this result also implies that as the R&D budget expands, the marginal returns to R&D investments in single technology areas are greatest for energy storage, solar energy, and bioenergy. This prioritization of R&D investments appears to be robust across policy scenarios (optimization for minimizing CO₂ emissions reveals strikingly similar results). This is likely due to the low current investment levels in these technologies and the high expected economic returns to R&D in these areas.

Third, there are important differences between the current U.S. public energy R&D funding allocation and the results of this analysis for R&D budgets close to current levels. Comparing the current allocation to the estimated optimum for a $4 billion budget, fossil energy, energy storage, and solar photovoltaic technologies are
underinvested in. Of these three technologies, this analysis indicates that the technology area that would yield the greatest marginal return to economic surplus, given the current allocation, is energy storage.

The figure shows the allocation of R&D funding at different R&D budget constraints between $2.5 billion - $15 billion per year, relative to the Fiscal Year 2009 R&D budget allocation. The dark black line in the main plot is the maximum expected increase in 2030 economic surplus (above an arbitrary reference point: the expected 2030 surplus in the optimal allocation for the $2.5 billion budget) that can be attained for a given R&D budget constraint. The red numbers along the black line are estimated marginal returns on investment, calculated by linear approximation to the derivative of the expected 2030 surplus. At the lowest R&D budget considered, $2.5 billion, the optimal investment mix is 50% fossil, 24% nuclear, 13% vehicles and 3-6% storage, solar, and bioenergy. Because this method is constrained by the range of R&D levels that experts considered, at low levels of total R&D investment estimates are directed towards the technology areas that received expert recommendations for capital-intensive demonstration projects (fossil and nuclear).

**Figure 1.7: Optimal R&D Portfolios under a No Climate Policy Scenario**

The range of R&D portfolios considered is tied to the elicitations: to reduce model dependence, expert-elicited relationships between R&D and technology improvements
are not extrapolated, and therefore constrain the analysis to only the R&D ranges that experts explicitly considered. In some cases, this implies that at low and high R&D budgets, optimum portfolios cannot equate marginal benefits across technology areas (see Figure 1.8 because the implied optimum investment level is outside of the range considered by experts.

The figure shows the optimal allocation and marginal returns to economic surplus from R&D at six example budget levels. Corner solutions imposed by the limited range of R&D scenarios considered by experts lead to unequal marginal returns for low budget levels.

**Figure 1.8: Optimal Allocation and Marginal Returns by Technology Area**
1.4 Conclusions and Discussion

R&D decisions are complex, require integration of multiple assumptions and metrics, and are important for public policy. This chapter shows that current practices in energy R&D decision making in the U.S. could be improved. The new method developed in this chapter is based on a consideration of four design principles for an R&D decision making process. This method also highlights the need for analytic capability that exists between technical experts and funders of R&D portfolios.

The method developed in this chapter advances the current state of methods available in the literature. By operationalizing this method on data from a large set of expert elicitations, the distribution of different types of benefits under different R&D portfolios can be estimated – while fully propagating the elicited uncertainty and accounting for multiple interactions among technologies. Results quantify the aggregate benefits of an R&D portfolio in terms of system benefits (e.g. reduced pollutant emissions and economic surplus), technology benefits (e.g. the deployment of certain desirable technologies), and uncertainty analysis parameters (e.g. statistics of the distribution of other output metrics – such as variance of economic surplus or the probability that an R&D portfolio does not increase CO₂ emissions above certain levels). This method also allows analysts to test the sensitivity of the results to key assumptions, including functional form assumptions, the degree of spillover across technologies, the experts engaged in parameterizing the technology improvement distributions, the R&D investment levels, and other parameters in MARKAL. A transparent presentation of the assumptions that drive the calculation of benefits could help focus new work on important questions that are unresolved.
The method presented in this chapter also improves on current decision making practices at the DOE and several other government organizations, which have demonstrated interest in adopting this type of method. However, there are several possible improvements outside of the scope of this chapter. First, R&D investments could be modeled more realistically. Uncertainties at different innovation stages lead to dynamic time-contingencies in the benefits of R&D investments that occur over time. This chapter models the R&D portfolio decision in a static setting with R&D investment occurring at a single point in time. More recent work has emphasized the dynamic, or process nature of the R&D investments and has analyzed capacity and congestion effects (Terwiesch and Loch, 1999) as well as strategies for search and information gathering (Dahan and Mendelson, 2001; Loch et al., 2001). This implies the need to also consider the sequencing of R&D decisions as part of a dynamic R&D decision making problem (Granot and Zuckerman, 1991; Santen and Anadón, 2014) because aggregate R&D portfolio decisions may have differing impacts depending on the time profile of R&D investments. For example, the large increase and then decrease in federal funding for the National Institutes of Health over the past decade may have been less effective than a slow and continuous increase (Jaffe, 2012), perhaps in part due to the short-run inelastic supply of scientific expertise (Goolsbee, 1998). A dynamic R&D decision-making framework would capture a fundamental aspect of estimating the benefits of an R&D portfolio but would also require additional analytical complexity (on top of a framework that is already quite complex). In particular, the burden on expert participants would likely be very high.

A second direction for future work would be to address the challenge of multiple criteria for assessing the benefits of R&D that may depend on the different values of
stakeholders as well as different technical assumptions. Decision makers may disagree on which criteria to use for assessing the benefits of an R&D program. To be inclusive, decision makers may wish to consider more than one decision making criteria simultaneously (e.g. carbon dioxide emissions, oil imports, and economic growth). There is a long literature in Operations Research on decision making with multiple outcome criteria, sometimes referred to as multi-criteria decision making (MCDM) (Figueira et al., 2005; Greening and Bernow, 2004; Stewart, 1991). There is also literature on directly connecting expert opinions to R&D decision making without the use of an intermediate model of outcomes (Hsu et al., 2003; Liberatore and Titus, 1983). The method presented in this chapter can provide the necessary input data to support MCDM by providing estimates of social benefits measured by several individual criteria.

The approach presented in this chapter could be used in modelling efforts that help justify and improve decision making on R&D beyond the particular application to the DOE that is presented in this work. To generate quantitative estimates of the ex-ante benefits of an R&D portfolio, this method relies on expert judgment, which is inherently subjective in nature. While the inputs to any ex-ante policy assessment require scrutiny, the use of this method to evaluate impacts in a probabilistic fashion can advance public debate in many other cases in which the propagation of uncertainty and the interactions between policy instruments are important. Beyond R&D investment decisions, there are many contexts in which decision making can be supported through the use of a complex model of outcomes with uncertain parametric inputs; for example, earth systems models for decisions about mitigating environmental impacts, structural economic models for decisions about economic incentives, and engineering systems models for decisions about risk mitigation. The approach presented in this chapter has a more generalizable core
that addresses the common challenge in utilizing these types of models of representing uncertainty in parameters and summarizing probability distributions of outcomes that propagate uncertainty (Morgan and Henrion, 1998; Raiffa, 1968).
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Chapter 2

The Commercialization of Publicly Funded Science: How Licensing Federal Laboratory Inventions Affects Knowledge Spillovers

Annual U.S. federal investment in research and development (R&D) has surpassed $130 billion for the past decade, 40% of which has been allocated to R&D centers funded exclusively by the federal government. For over thirty years national policies have required commercially relevant inventions discovered in federally funded R&D centers to be transferred to the private sector to diffuse knowledge and to promote private sector follow-on innovation. However, there is limited empirical evidence demonstrating the effectiveness of these policies. I quantify the effect of technology transfer on innovation spillovers in the context of patent licensing at the U.S. National Laboratories using data from over 800 licensed patents since 2000. I demonstrate that licensing increases the
annual citation rate to a National Lab patent by 31 – 48%, signifying that licensing is an effective mechanism for inducing innovation. Further, I find that over 75% of follow-on innovation after a patent is licensed occurs outside of the licensing firm, indicating that knowledge spillovers induced by licensing diffuse broadly. These estimates rely on a novel matching algorithm based on statistical classification of the text of patent abstracts. I explore possible mechanisms for the effect of licensing on knowledge diffusion by examining the quality of the patents that cite a licensed patent and rule out the possibility of a strong strategic patenting effect. These results demonstrate that transactions over formal intellectual property to incentivize technology commercialization enhance the benefits of publicly funded R&D by multiplying the creation of knowledge spillovers.

### 2.1 Introduction

The federal government’s $126 billion ($2005) annual investment in research and development (R&D) supports nearly one-third of all R&D in the United States\(^8\) (National Science Board, 2014). R&D is an economically important government function because inappropriable positive spillovers arise when research discoveries serve as the foundation for follow-on innovation (Arrow, 1962; Nelson, 1959)\(^9\). However, realizing the

---

\(^8\) In 2011, a total of $424 billion ($2005) was spent on R&D in all sectors. Of this total, $126 billion (30%) was provided by the federal government, and of the total federal government expenditure, $49 billion (39%) was performed directly by the federal government or by an FFRDC. For comparison, total R&D funding spent in universities was $63 billion in 2011 ($39 billion of university R&D was provided by the federal government). See Figure 2.1 for the full time series of these ratios from 1953 – 2011. The figure shows that while the share of Federal R&D in total R&D has been declining since the mid 1960’s, the share of intramural and FFRDC R&D in the federal R&D portfolio has been relatively constant. (National Science Board, 2014)

\(^9\) Most simply, R&D can be thought of as the process of knowledge creation. Knowledge is a public good, which implies that markets will undersupply the optimal level of R&D as long as created knowledge induces spillover benefits that cannot be appropriated by the firm conducting R&D. The government also has a role in conducting R&D in fields where it has market power, such as those of strategic national priority, e.g. national defense and space exploration (Cohen and Noll, 1996).
full social value of R&D spillovers, particularly spillovers from publicly sponsored R&D, requires complementary investment in downstream development and commercialization of follow-on innovations (Green and Scotchmer, 1995; Scotchmer, 1991). With this understanding, various policy instruments have been adopted over the past three decades to drive private investment towards commercializing federally funded inventions. These policies allow government sponsored inventors to transfer title of their invention to a private firm for exclusive use, aligning firms’ profit incentive with the commercialization of publicly funded technology. Yet because other firms and researchers cannot utilize a technology once it is exclusively transferred, there is a concern that a single firm holding the right to utilize a technology may slow the generation of innovation spillovers (Galasso and Schankerman, 2013; Murray and Stern, 2007; Williams, 2013).

The red line shows the fraction of R&D funded by the federal government from 1953 – 2011. The black line shows the fraction of federally funded R&D performed by the federal government directly or by a federally funded R&D center (FFRDC). Data and definitions adopted from the National Science Board (2014).

**Figure 2.1: Time Series of Federal Funding for R&D**
In this chapter, I provide the first large-sample empirical evidence for the relationship between transferring federally funded inventions to the private sector and the subsequent rate of innovation spillovers. Contrary to the concern that exclusively transferred technologies are “held up” within a single firm, I find that technology transfer has a statistically significant and meaningfully large positive effect on the rate of spillovers. This finding is consistent with two socially beneficial effects of technology transfer: (1) information about a technology’s value is revealed when a firm declares its willingness to invest in the technology’s development (Drivas et al., 2014) and (2) knowledge about how to better produce or utilize a technology is created as a firm gains commercialization experience, sometimes referred to as “learning-by-doing.” I further demonstrate that the large majority of spillovers induced by technology transfer diffuse beyond the licensing firm with no evidence that this effect is driven by strategic patenting.

In this chapter I utilize a novel dataset of patents and licensing agreements originating from five U.S. Department of Energy (DOE) FFRDCs. This dataset includes nearly 3,000 utility patents filed from 2000 to 2012, of which over 800 have been licensed. I follow the literature on technological spillovers by using the forward citations to a patent as a measure of induced follow-on innovation (Jaffe et al., 1993, 2000). My empirical strategy utilizes variation in the timing of license agreements with respect to a patent’s age and a novel strategy to match licensed and unlicensed patents. I propose a new procedure for identifying patent matches that utilizes a machine learning algorithm for automated reading of patent abstracts to identify patents of similar technological scope. My proposed approach offers distinct methodological advantages relative to current approaches in the literature that rely on coarse classifications assigned by
patent examiners. I demonstrate the advantages of my approach and show that matching based on classified patent abstracts is less susceptible to omitted variable bias.

Utilizing a difference-in-differences regression design, I estimate that licensing increases the rate at which a patent accumulates citations by 0.22 – 0.34 citations per year above a pre-licensing average of 0.71 citations per year. This amounts to a 31 – 48% increase in follow-on invention induced by licensing. This estimate of licensing-induced innovation is concentrated in a period two to eight years after licensing, as I am not able to accurately measure effects beyond eight years. Alone, this result does not speak to the social benefits of technology transfer since follow-on innovation could be isolated within a licensing firm. Therefore, I examine follow-on inventions stratified by patent assignee and find that in fact, more than 75% of follow-on inventions induced by licensing occur outside of the licensing firm. Taken together, I conclude that licensing a federally funded invention enhances rather than detracts from the realization of the full social value of publicly funded R&D.

Several studies in the literature have examined innovation spillovers at the patent-level (see Section 2.4 for examples); however, only very recently has the literature examined the effect of formal technology transfer arrangements on innovation spillovers. In the most relevant study to this one, Drivas et al. (2014) examine the effect of patent licenses on subsequent citations with a different empirical approach and in a different institutional context, patents managed by the University of California, but find results of the same sign and of marginally greater magnitude to what I find.

Forty percent of federal R&D is conducted directly by the federal government or by federally funded research and development centers (FFRDCs), resulting in over 1,000 newly issued patents per year and a stock of over 4,000 invention license agreements
(National Science Board, 2014). However, despite these totals and multiple policy reforms over the past three decades to enhance technology transfer at FFRDCs, there is limited evidence for the relationship between formal transactions over intellectual property and innovation spillovers from federally sponsored R&D outside of the university context. There are two notable exceptions. Jaffe and Lerner (2001) study the effect of policy reforms and management practices on patenting and technology transfer activities at FFRDCs; however, the authors were limited by data availability and only examined aggregate patterns without specifically studying knowledge diffusion outcomes. Additionally, in a more narrowly focused study, Adams et al. (2003) utilize two surveys on FFRDCs from the late 1990s to conclude that cooperative research and development agreements (CRADAs) between an FFRDC and an industrial lab induce greater patenting by the industrial lab. My contribution in this chapter is to provide the first estimates of the spillover effects of transferring non-university federally funded inventions to the private sector, providing a relevant input into the ongoing policy process of reforming technology transfer policies at FFRDCs.

10 For comparison, 50% of federal R&D is conducted by universities and colleges (National Science Board, 2014), yet patenting in the university context, covered under the Bayh-Dole Act, has received significant attention in the innovation policy literature.

11 In July 2014, the U.S House of Representatives passed H.R. 5120, the Department of Energy Laboratory Modernization and Technology Transfer Act of 2014, which would reduce certain bureaucratic requirements for technology transfer while giving new authority for DOE FFRDCs to adopt best practice technology transfer activities of other federal agencies. As of October 2014, the bill is in committee in the Senate. (113th Congress, 2014) In a parallel effort, the White House initiated a process in October 2011 under presidential memorandum to accelerate technology transfer at all FFRDCs by requiring federal agencies to develop five-year plans to improve technology transfer goals and metrics, streamline technology transfer processes, and develop regional commercialization partnerships (The White House, 2011). Finally, the President’s Fiscal Year 2015 budget request included several relevant new initiatives, described in the President’s Management Agenda as priorities for “accelerating and institutionalizing lab-to-market practices,” which reflect “the Administration’s commitment to accelerating and improving the transfer of the results of Federally-funded research to the commercial marketplace” (The White House, 2014).
Beyond the direct results of this chapter, this chapter also makes two contributions to the broader literature. First, the method that I develop to construct matched control patents based on the text of patent abstracts offers a new tool to reduce omitted variable bias and model dependence in the large literature in innovation economics that relies on matching patents\(^\text{12}\). Because it is too costly for the researcher to read each document, existing studies treat the text of patents as unobservable noise. However, this is clearly an unreasonable assumption made for convenience, as the primary purpose of a patent’s text is to disclose novel information. Second, I provide some of the first empirical evidence in the literature on the role of formal intellectual property transactions in enhancing knowledge diffusion in the “market for ideas.” While representative data on patent licenses between two private actors is not readily available due to secrecy concerns, I was able to collect scrubbed information for license agreements that involved a public sector partner, making this a unique empirical opportunity to contribute to this literature which has thus far relied heavily on theoretical or sectorally limited evidence (Arora et al., 2004; Hellmann, 2007).

The rest of this chapter is organized as follows: Section 2.2 describes technology transfer at the U.S. National Labs and lessons to be learned from the literature on university technology transfer; Section 2.3 describes the data I use in my analysis; Section 2.4 details the empirical framework of the chapter, including a description of the matching algorithm and text-based classification of patents I develop; Section 2.5 presents the results of my empirical work; and Section 2.6 concludes by putting my results in the context of the broader literature.

\(^\text{12}\) A few example studies that match patents are Jaffe et al. (1993), Thompson and Fox-Kean (2005), and Singh and Agrawal (2011).
2.2 The U.S. National Labs and Technology Transfer

The U.S. National Lab system emerged from the facilities created under the Manhattan Project to build the atomic bomb during World War II. Following the War, the newly created Atomic Energy Commission (AEC) assumed responsibility for the Labs and used its new authority to expand the mission of the Labs to cover fundamental scientific research in nuclear sciences. Following the 1973 Arab Oil Embargo, new legislation and executive actions expanded the mission of the AEC to cover non-nuclear forms of energy R&D, doubled total federal investment in energy R&D, and later shifted institutional management of the Labs from the AEC to the short-lived Energy Research and Development Administration (ERDA). In 1977, the cabinet-level Department of Energy was established to replace ERDA (as well as several other energy-related federal organizations), and assumed responsibility for managing the Labs. Today, the National Lab system includes seventeen labs with a combined $13 billion R&D budget (FY 2011), 97% of which is provided by the federal government. For comparison, total R&D expenditure at U.S. universities and colleges in 2011 was $63 billion. (National Science Board, 2014)

The seventeen National Labs are heterogeneous. First, they are broadly geographically distributed across the country, as shown in Figure 2.2. Some are located near urban centers in close proximity to large research universities while others are in

---

13 For a general history of the Labs see Westwick (2003) and for a detailed history of each of the seventeen Labs see DOE Office of Scientific and Technical Information (2014a).

14 The R&D budget of the seventeen DOE labs constitute 75% of all U.S. expenditures at FFRDCs. The remaining 25% of FFRDC R&D is conducted by labs under the responsibility of other Federal agencies or organizations. Prominent examples and their sponsoring agencies are the Jet Propulsion Laboratory (NASA), Lincoln Laboratory (DOD), the National Center for Atmospheric Research (NSF), and the National Cancer Institute (HHS).
remote locations (by design as they were originally secretive nuclear research facilities). Second, the management structure of the Labs varies. While each Lab is owned by the Federal government and must report to DOE, only one of the seventeen Labs, the National Energy Technology Laboratory, is actually operated by DOE. Seven of the Labs are currently operated by a university or university consortium, four are operated by a non-profit R&D company, and the remaining five are operated by an industrial corporation. The Labs also differ in the breadth of their research focus and thus vary in their technology transfer activities. Table 2.1 presents summary statistics for R&D expenditure, patenting activity, and licensing activity for the seventeen Labs disaggregated by their operator type. For a deeper discussion of the implications of different Lab operator types and other Lab management issues, see Jaffe and Lerner (2001), Logar et al. (2014), and Stepp et al. (2013).

DOE is the steward for seventeen National Labs. Within DOE, ten Labs are managed by the Office of Science, three by the National Nuclear Security Administration, and four by the Office of Energy Efficiency & Renewable Energy, the Office of Fossil Energy, the Office of Nuclear Energy, and the Office of Environmental Management. The five labs I study are Brookhaven, Lawrence Berkeley, Pacific Northwest, Sandia, and the National Energy Technology Laboratory. Figure credit: DOE Office of Science (2013).

Figure 2.2: Location of the 17 U.S. National Labs under DOE
## Table 2.1: Summary Statistics of R&D, Patenting, and Licensing by Lab Operator

<table>
<thead>
<tr>
<th>Operator Type</th>
<th>R&amp;D Expenditure per Lab ($ mil, FY11)</th>
<th>Patents Filed per R&amp;D Expenditure (patents/$mil)</th>
<th>Patents Licensed per Patent Filed</th>
<th>Patent Licensing Income ($ mil)</th>
<th>Annual Licensing Income per License ($/patent)</th>
<th>Licensing Income as Fraction of R&amp;D Expenditure</th>
</tr>
</thead>
<tbody>
<tr>
<td>University (n = 7)</td>
<td>2,453</td>
<td>0.07</td>
<td>11%</td>
<td>13.48</td>
<td>62,235</td>
<td>0.74%</td>
</tr>
<tr>
<td>Non-Profit (n = 4)</td>
<td>3,568</td>
<td>0.07</td>
<td>35%</td>
<td>12.80</td>
<td>18,525</td>
<td>0.28%</td>
</tr>
<tr>
<td>Government (n = 1)</td>
<td>753</td>
<td>0.01</td>
<td>13%</td>
<td>0.05</td>
<td>4,674</td>
<td>0.00%</td>
</tr>
<tr>
<td>Industry (n = 5)</td>
<td>6,569</td>
<td>0.07</td>
<td>13%</td>
<td>12.81</td>
<td>25,305</td>
<td>0.19%</td>
</tr>
<tr>
<td>Aggregate (n = 17)</td>
<td>13,343</td>
<td>0.06</td>
<td>18%</td>
<td>39.15</td>
<td>27,484</td>
<td>0.30%</td>
</tr>
<tr>
<td>Sample (n = 5)</td>
<td>5,441</td>
<td>0.06</td>
<td>23%</td>
<td>15.68</td>
<td>20,057</td>
<td>0.23%</td>
</tr>
</tbody>
</table>

Summary of R&D expenditure, patenting, and licensing for the National Labs disaggregated by Lab operator type and also showing the sample of five labs examined in this chapter. Summaries of ratios of patenting per million dollars of R&D expenditure and licensing income per license also shown. All variables are three-year averages for 2009-2011 except for R&D expenditure, which is shown at 2011 levels. For comparison, in 2011, all U.S. universities patented at a rate of 0.19 filed patent applications per million dollars of R&D (DOE Office of Energy Efficiency and Renewable Energy, 2012; National Science Board, 2014).

Under the 1980 Stevenson-Wydler Act (P.L. 96-480) and subsequent reforms, all FFRDCs, the National Labs included, are legislatively required to transfer inventions to the private sector\(^{15}\). As part of this mission, the FFRDCs have each established technology transfer offices and appropriate a minimum of 0.5% of their R&D budget towards technology transfer, which can include several mechanisms of cooperation with the private sector (e.g. cooperative R&D agreements or “CRADAs”, leasing user facilities—such as bio-refineries and cyclotrons, spin-out company formation, and patent

---

\(^{15}\) Important legislation shaping technology transfer policy at FFRDCs include the 1980 Stevenson-Wydler Technology Innovation Act, the 1980 Bayh-Dole Act, the 1986 Federal Technology Transfer Act, the 1989 National Competitiveness Technology Transfer Act, the 2000 Technology Transfer Commercialization Act, and the 2011 America Invents Act. For a discussion of these and other policies shaping the U.S. policy architecture for National Lab and FFRDC technology transfer, see Bozeman (2000), Jaffe and Lerner (2001), Margolis and Kammen (1999), Cannady (2013), and Federal Laboratory Consortium for Technology Transfer (2011).
licensing). In this study I focus on patent licensing because it is both directly measurable in patent-level data and one of the defining activities to understand FFRDC technology transfer, as demonstrated by the central role licensing activity is given in technology transfer performance evaluation. Figure 2.3 compares the patenting and licensing activity enabled by Stevenson-Wydler across each federal agency.

The reforms that followed Stevenson-Wydler slowly changed the way the federal government used intellectual property (IP) to protect government-sponsored inventions. In order to facilitate the transfer of the rights to develop a publicly funded invention effectively, government lab technology transfer offices were given the mandate to quickly and thoroughly apply for IP protection so that eventual licensees could be guaranteed clear rights to utilize an invention in new product development. The long-understood
tradeoff with greater IP protection is that while new inventions are disclosed publicly, access to utilizing new inventions is made exclusive to the right holder. The effect is greater incentive to develop new technologies through the lure of monopoly profits at the societal expense of slowed diffusion of protected technologies, also raising the issue of equitable access to the fruits of innovation. With technology transfer of government inventions to a commercial partner, benefits of publicly sponsored innovations accrue back to the public in the form of access to new technologies and services developed by the commercial partner. Yet, there is a second important channel through which the public benefits from inventions discovered in the organizations it funds: Namely, due to the cumulative nature of innovation (Merton, 1973; Rosenberg, 1982), the introduction of new technologies leads to inspiration for follow-on inventions. Thus, complete evaluation of a policy that affects an innovation system must account for its effect on spurring further inventions (referred to as “spillovers”), a form of positive externality (Scotchmer, 1991). While greater IP protection slows the rate of knowledge diffusion ceretis paribus, using IP protection to leverage additional private investment in commercializing technologies that spurs follow-on innovation is a countervailing force.

2.2.1 Lessons from University Technology Transfer

The effect of greater IP protection in the context of university-sponsored research has been thoroughly studied in the context of the 1980 Bayh-Dole Act (Hausman, 2010; Henderson et al., 1998; Mowery et al., 2001, 2002; Wright et al., 2014). Some of the concerns raised in the context of university research also apply to intramural and FFRDC government innovation. Dasgupta and David (1994) summarize one of the most prominent concerns of greater IP protection in these contexts. They argue that promoting greater “industrial transferrability” of basic research findings may induce
short-run benefits through better utilization of existing scientific knowledge but could also have dynamic costs if these activities erode future development of new scientific knowledge. This erosion can occur if researchers are required to divert their effort towards technology transfer activities, for example by dedicating time towards the difficult task of transferring the tacit knowledge that enables the utilization of transferred technology (Arora, 1995; Arora et al., 2004).

An additional dimension of technology transfer of university or government inventions is its effect on the strength of existing IP. Transferring title of an invention to the private sector increases the likelihood that a patent will be litigated for infringement. FFRDCs, like universities, may be unenthusiastic about pursuing costly litigation to enforce their patent rights (Rooksby, 2013), but once title is transferred to a private actor, it becomes in the licensee’s interest to pursue litigation for infringement. Finally, there is an ethical concern that inventions discovered in universities or with public funds, once transferred to a single private actor, create benefits inequitably to licensees rather than the general public.

2.2.2 National Lab Patent Licenses

This section briefly describes the general features of National Lab patent licensing agreements. For more detail and a typical sample license agreement see DOE Technology Transfer Working Group (2013). It is difficult to generalize National Lab license agreements, as each license is negotiated individually with particular idiosyncratic terms. Patent license agreements are typically structured to incentivize the licensee to develop the technology (e.g. with performance diligence requirements delineating milestone targets for technology development) while returning a share of profits from commercializing the technology back to the Lab. A National Lab license
agreement typically includes terms for a license issuance fee due when a license is executed, patent cost reimbursement, a minimum annual royalty, and a running royalty equal to a fixed percentage of sales. License agreements can be terminated by the licensee, typically at any point, or by the Lab if diligence requirements or royalty obligations are not met by the licensee. Finally, the U.S. government retains a “march-in” right to re-license an already licensed patent or to use a licensed patent discovered in a National Lab for purposes in the national interest. (DOE Technology Transfer Working Group, 2013; LBNL, Innovation and Partnerships Office, 2014; PNNL, Technology Transfer, 2014)

In my dataset, 49% of licensed patents are licensed on an exclusive basis, meaning the Lab agrees to not license the patent to any other interested licensee. The remaining licenses are nearly all partially exclusive, either for a particular field of use or for a certain geographic region. While these non-exclusive licenses could lead to a single patent being licensed multiple times, it is very rare for a single patent to be licensed non-exclusively in such a way that licensees compete for the same market share. One additional distinction between exclusive and non-exclusive licenses is that the right to sublicense a patent to another firm is usually provided for in exclusive license agreements but not non-exclusive licenses. For the empirical section of this chapter, I utilize the first date a patent is licensed to construct the main independent variable.

---

16 An example of a patent that was non-exclusively licensed for two separate fields of use is patent 6,507,309, “Interrogation of an object for dimensional and topographical information” developed at the Pacific Northwest National Lab. This patent was licensed to a firm to develop millimeter wave body scanners for exclusive application in the fields of aviation, prison, building and border crossing security (these scanners are used extensively in U.S. airports). The same patent was later licensed to another company for a distinct field of use to create body measurements for custom-fit clothing. (Turner, 2004)
In selecting licensees, federal policy requires Labs to give preference to small business licensees and licensees whose production activities are located domestically. In addition, Labs typically must justify their choice of licensee as following from a fair process, although whether or how this is enforced is unclear. In general though, licensing opportunities are advertised on DOE and Lab websites. Although from qualitative interviews, I understand that there is rarely competition among private firms to license the same Lab patent.

Markets for licensing agreements are highly frictional due to the large information asymmetries inherent in transacting over technologies. Despite the existence of patents, which publicly disclose the primary functioning of a technology, nearly all technologies also require additional tacit knowledge possessed by the inventors to be maximally useful (Arora et al., 2004). Because this tacit knowledge is, by definition, not codified and because Lab inventors are typically not aware of the business challenges and technology needs of firms, potential licensees and Lab technology owners face large information asymmetries. This suggests that the role of technology transfer officers is important in finding the suitable matches between available Lab technologies and licensees (Hellmann, 2007). This also helps explain the long tail in the lag between when the Labs file patents and when these patents are eventually licensed (See Figure 2.4).
Figure 2.4: Distribution in the Lag between Patent Filing and Licensing

2.3 Data

In this study, I utilize data on 2,796 utility patents filed between January 1, 2000 and December 31, 2012 and developed at, or in partnership with, five of the seventeen National Labs (Brookhaven National Laboratory, Sandia National Laboratory, Lawrence Berkeley National Laboratory, Pacific Northwest National Laboratory, and the National Energy Technology Laboratory). These five Labs include at least one Lab in each of the four management structure categories utilized by DOE FFRDCs (government operated, university operated, non-profit operated, and industry operated). Table 2.1 displays summary statistics of R&D expenditure, patenting, and licensing activity for the sample of five Labs I utilize in this study compared to the full set Labs. The five Labs in my sample are representative of the seventeen Labs in terms of the rate of patenting per

\[ \text{I contacted the technology transfer offices at the other large National Labs engaged in applied R&D, but was not able to procure sufficient data from these labs to include in my analysis. To account for possible selection issues, I include lab fixed effects in all specifications that do not already include (co-linear) patent fixed effects.} \]
R&D expenditure, but they licensed a slightly higher fraction of their patents (23% instead of 18%) while their average patent license brought in slightly less in terms of royalties ($20,057 instead of $27,484). For the empirical section of the chapter, I only utilize data for the five Labs I have patent-level data on licensing.

Data for National Lab patents comes from two DOE databases, the U.S. Energy Innovation Portal, maintained by DOE’s Office of Energy Efficiency & Renewable Energy (2014) and D0epatents, maintained by DOE’s Office of Scientific and Technical Information (2014b). For each patent, I collect detailed patent-level covariates from two patent databases, the U.S. Patent and Trademark Office’s (USPTO) Full-Text and Image Database (U.S. Patent and Trademark Office, 2014) and Google Patents (Google, 2014). These databases allow me to observe the DOE contract number of the R&D agreement the patent was developed under, the name of the inventors and initial assignee, the application, grant dates, priority date, the U.S. and international technology classification, and the text of the patent abstract and claims.

For the five Labs in this study, I obtained comprehensive records of patent license agreements from each Lab’s technology transfer office. Of the 2,796 patents in the full dataset, I observe that 877 were licensed between January 1, 2000 and December 31, 2012. For each licensed patent, I observe the date on which the licensing agreement went into effect and whether the license was issued exclusively or non-exclusively.

Table 2.2 presents descriptive statistics for all patents and licensed patents in my dataset aggregated by observations at the patent-level (2,796 patent observations, of 18 Some of the patents in the full dataset may have been licensed prior to January 1, 2000 or after December 31, 2012. However, this is not problematic for my analysis as I limit comparisons to patents filed in similar time windows and the full database covers all unlicensed patents in the time period over which I have licensing data.
which 877 are licensed) and the patent-year-level (27,402 patent-year observations, 9,852 of which are for patents that are licensed between 2000 and 2012).

**Table 2.2: Descriptive Statistics for All Patents and Patents that are Ever Licensed**

a) Descriptive statistics at the patent-level

<table>
<thead>
<tr>
<th></th>
<th>All Patents</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs.</td>
<td>Mean</td>
<td>S.D.</td>
<td>Min</td>
<td>Max</td>
<td>Obs.</td>
<td>Mean</td>
</tr>
<tr>
<td>Lab = LBNL</td>
<td>2,796</td>
<td>0.16</td>
<td>0.36</td>
<td>0</td>
<td>1</td>
<td>877</td>
<td>0.14</td>
</tr>
<tr>
<td>Lab = NETL</td>
<td>2,796</td>
<td>0.10</td>
<td>0.30</td>
<td>0</td>
<td>1</td>
<td>877</td>
<td>0.02</td>
</tr>
<tr>
<td>Lab = PNNL</td>
<td>2,796</td>
<td>0.23</td>
<td>0.42</td>
<td>0</td>
<td>1</td>
<td>877</td>
<td>0.54</td>
</tr>
<tr>
<td>Lab = SNL</td>
<td>2,796</td>
<td>0.44</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
<td>877</td>
<td>0.27</td>
</tr>
<tr>
<td>Lab = BNL</td>
<td>2,796</td>
<td>0.07</td>
<td>0.25</td>
<td>0</td>
<td>1</td>
<td>877</td>
<td>0.04</td>
</tr>
<tr>
<td>Filed Year</td>
<td>2,796</td>
<td>2005.8</td>
<td>3.60</td>
<td>2000.1</td>
<td>2014.0</td>
<td>877</td>
<td>2004.3</td>
</tr>
<tr>
<td>Grant Year</td>
<td>2,796</td>
<td>2008.9</td>
<td>3.83</td>
<td>2001.3</td>
<td>2014.8</td>
<td>877</td>
<td>2007.6</td>
</tr>
<tr>
<td>License Year</td>
<td>877</td>
<td>2005.5</td>
<td>3.61</td>
<td>2000.1</td>
<td>2013.4</td>
<td>877</td>
<td>3.26</td>
</tr>
<tr>
<td>Grant Delay (yrs.)</td>
<td>2,796</td>
<td>3.09</td>
<td>1.49</td>
<td>0.25</td>
<td>11.17</td>
<td>877</td>
<td>3.26</td>
</tr>
<tr>
<td>Total Cites</td>
<td>2,796</td>
<td>7.92</td>
<td>18.51</td>
<td>0</td>
<td>252</td>
<td>877</td>
<td>12.14</td>
</tr>
<tr>
<td>Ever Licensed</td>
<td>2,796</td>
<td>0.31</td>
<td>0.46</td>
<td>0</td>
<td>1</td>
<td>877</td>
<td>1.00</td>
</tr>
<tr>
<td>Ever Exclusive Licensed</td>
<td>2,796</td>
<td>0.15</td>
<td>0.36</td>
<td>0</td>
<td>1</td>
<td>877</td>
<td>0.49</td>
</tr>
</tbody>
</table>

b) Descriptive statistics at the patent-year-level

<table>
<thead>
<tr>
<th></th>
<th>All Patents</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs.</td>
<td>Mean</td>
<td>S.D.</td>
<td>Min</td>
<td>Max</td>
<td>Obs.</td>
<td>Mean</td>
</tr>
<tr>
<td>Age from Filing</td>
<td>27,402</td>
<td>5.06</td>
<td>3.69</td>
<td>0</td>
<td>14</td>
<td>9,852</td>
<td>5.53</td>
</tr>
<tr>
<td>Cites</td>
<td>27,402</td>
<td>0.80</td>
<td>2.32</td>
<td>0</td>
<td>51</td>
<td>9,852</td>
<td>1.08</td>
</tr>
<tr>
<td>Cites from Unique Assignees</td>
<td>27,402</td>
<td>0.38</td>
<td>1.06</td>
<td>0</td>
<td>33</td>
<td>9,852</td>
<td>0.63</td>
</tr>
<tr>
<td>Cites from Non-Zero Cited Patents</td>
<td>27,402</td>
<td>0.43</td>
<td>1.62</td>
<td>0</td>
<td>35</td>
<td>9,852</td>
<td>0.59</td>
</tr>
<tr>
<td>Cites from Above-Median Cited Patents</td>
<td>27,402</td>
<td>0.33</td>
<td>1.37</td>
<td>0</td>
<td>30</td>
<td>9,852</td>
<td>0.45</td>
</tr>
<tr>
<td>Already Granted</td>
<td>27,402</td>
<td>0.69</td>
<td>0.46</td>
<td>0</td>
<td>1</td>
<td>9,852</td>
<td>0.71</td>
</tr>
<tr>
<td>Already Licensed</td>
<td>27,402</td>
<td>0.30</td>
<td>0.46</td>
<td>0</td>
<td>1</td>
<td>9,852</td>
<td>0.83</td>
</tr>
<tr>
<td>Already Exclusive Licensed</td>
<td>27,402</td>
<td>0.18</td>
<td>0.38</td>
<td>0</td>
<td>1</td>
<td>9,852</td>
<td>0.49</td>
</tr>
</tbody>
</table>
2.4 Estimating a Citation-Based Model of Knowledge Diffusion

In this chapter, I assess the public returns to patent licensing, as measured by the differential citation rates of licensed patents relative to non-licensed patents. To reduce selection bias that may arise from the non-random assignment of licensing status to patents in different technological areas, I carefully match patents based on their filing date, annual citations (pre-licensing), and a novel measurement of their technological scope derived from the text of their abstracts. I then compare citation rates after one of the matched patents is licensed using a difference-in-differences framework.

Measuring knowledge diffusion using technology-level data is difficult due to a lack of available data at a granular level. Patents, however, have proven to be a useful source of data for measuring knowledge diffusion because they include detailed information about the antecedent inventions on which a patent builds. The citations included in a patent also play a legal role by demarcating prior art and thereby limiting the claims of a patent with respect to previous patents, and therefore citations are a noisy but still useful measure of knowledge diffusion. Patent citations are included on the front page of a patent document and are added by inventors, legal counsel, or patent examiners. For a detailed discussion of the role and significance of patent citations in the context of economic research, see Jaffe and Trajtenberg (2002).

The matching method that I propose in this section is novel, but the way in which I estimate and measure spillovers draws heavily on the literature that has examined innovation spillovers at the patent-level. For example, Galasso and Schankerman (2013) examine the effect of patent invalidation on subsequent citations, Singh and Agrawal (2011) ask whether firms develop follow-on innovation through hiring already successful
inventors, and Jaffe et al. (1993) study how geographic proximity between an initial and follow-on inventor affect subsequent citations. As I show below, my proposed matching method has several important advantages for reducing bias and improving the precision of estimates, making it a useful tool to reevaluate some of this earlier literature.

2.4.1 Matching

My analysis relies on comparing patents within and across technology application areas. It is well known that the USPTO’s patent classification system poorly measures what researchers seek to use the classification as a proxy for (Scherer, 1982). Existing patent classification schemes are not well suited to this task because (1) in the USPTO, patents are not classified by their potential areas of application, but instead are classified by their technical characteristics (Hirabayashi, 2003) (2) the level of granularity in patent classifications is inconsistent across technology areas, and further, within a single class there may be substantial heterogeneity across patents (Thompson and Fox-Kean, 2005), (3) classifications are continuously revised over time, (4) classification relies on idiosyncratic decisions by patent examiners and exploratory analysis reveals that very similar technologies (even pairs of patents that are co-licensed by the same specialized company) are not consistently classified. In addition,

---

19 One striking example of the idiosyncratic nature of USPTO classifications is shown by the example of the Combustion Controls and Diagnostics Sensors technology developed at the National Energy Technology Laboratory in the early 2000s. This technology involved an initial patent, 6,429,020 titled “Flashback detection sensor for lean premix fuel nozzles,” which was filed in June 2000 and granted in August 2002. This patent was followed up with a continuation in part patent, 6,887,069 titled “Real-time combustion controls and diagnostics sensors (CCADS)” which was filed in September 2001 and granted in May 2005. Demonstrating the similarity of these two patents, they shared three inventors, were jointly licensed by Woodward Industrial Controls in December 2001, and were the subject of two CRADA agreements between NETL and Woodward. The abstracts of the two patents are extremely similar: Patent 6,887,069 states it is “an apparatus for the monitoring of the combustion processes within a combustion system,” and patent 6,429,020 is described as “a sensor for detecting the flame occurring during a flashback condition in the fuel nozzle of a lean premix combustion system.” However, they were given two different primary classifications by the USPTO. The initial patent, 6,429,020, was given the primary classification 436/153. Class 436 is described as “a generic class for ... process[es] which involve a chemical reaction for determining
inventions, particularly high-value breakthrough inventions, very often involve the
combination of technologies from distinct fields (Arthur, 2009; Fleming, 2001; Weitzman,
1998), and thus may span multiple USPTO categories. While patents can be placed in
multiple categories, they must also have a single declared primary category. In most
empirical studies, the single primary category is used for analytic traction. In addition,
because of finite sample size, the coarse nature of patent classifications implies that
studies that rely on matching have to discard a large number of patents due to the lack
of suitable matches. All matching approaches applied to patents will result in a
substantial fraction of discarded observations, as by definition, each patent must be
“novel,” but coarse measures like the USPTO classification make identifying more
similar patents difficult.

Fortunately, patent documents do contain a plethora of information concerning the
underlying innovation (that is explicitly what they are designed to do). Patents often
contain pages of text and figures, but in previous research, actual reading of the text of
patents has proved too time-consuming and too substantively demanding for social
science researchers use to determine which patents are most similar in statistical
analysis with large sample sizes\textsuperscript{20}. Therefore, studies in the innovation literature that
utilize patent data have not widely incorporated the fundamental information in
patents. This leads to greater omitted variable bias and model dependence as there will

---

\[20\] One notable exception is Scherer (1982) who, with a team of four engineering and chemistry students,
read and classified 15,000 quasi-randomly selected patents.
be potentially greater endogeneity concerns in these studies due to a lack of meaningful observables on which to account for selection bias.

Because of the issues of using USPTO classifications and recent development in automated content analysis in computer science, I am able to implement a more sophisticated patent classification algorithm. I classify the patents in my dataset using a machine learning algorithm based on the textual content of the patent abstracts. I use the Latent Dirichlet Allocation (LDA) algorithm, which uses a Bayesian model of word co-occurrence, to classify documents into endogenously defined technology topic areas (Blei, 2010; Blei et al., 2003; Blei and Lafferty, 2007).

2.4.1.1 Topic Modeling

Using text as a primary data source in a causal inference framework is not straightforward. In particular, it is difficult to discern the difference between changes in behavior and changes in the way people use language to describe a particular behavior. One advantage of using data from the abstracts of patents, is that innovators themselves tend to write patent abstracts (lawyers are typically more involved in writing the claims in the body of a patent); therefore, it is less likely that the abstracts contain strategically motivated language. In addition, because of the legal function patents play and because of the U.S. common law system (based on precedent), the use of language within patents may be more stable than other corporuses with long time series.

Text-based analysis of natural language has a strong legacy in computer science and statistics. More recently, advances in computational power, the growing acceptance of text-based data in social science research, and the digitization of text sources have led to

---

21 See, for example, Mostellar and Wallace (1964) for an early text classification analysis in statistics.
a proliferation of text-based analyses in the social sciences (Alexopoulos, 2011; Grimmer and Stewart, 2013; A few recent examples include: Hoberg and Phillips, 2010; Hopkins and King, 2010; Kaplan and Vakili, 2014; King et al., 2013; Quinn et al., 2010). Text-based analysis relevant for social science research has developed several different approaches for classification of documents into similar (predefined or unknown) categories.

In this chapter, I classify patents based on the text of their abstracts to account for otherwise-unobserved heterogeneity in the technological scope of an invention. Text-based classification requires the selection of the appropriate method. Because technologies arise through the recombination of existing technologies (Arthur, 2009; Fleming, 2001; Weitzman, 1998), they can often span the multiple technological categories of their predecessor technologies, making classification methods that allow for multi-category membership well-suited. Further, patents are highly technical documents, which gives multi-membership models greater power in modeling the facets of individual documents (Quinn et al., 2010). Finally, the complexity of patents greatly increases the cost of implementing a supervised method that would require human coding. Therefore, I have chosen the Latent Dirichlet Allocation (LDA) model (Blei, 2010; Blei et al., 2003), which is an unsupervised mixed-membership classification method utilizing a Bayesian machine learning algorithm. A notable disadvantage of unsupervised classification is that the resulting grouping are difficult to interpret since

---

22 Depending on the complexity of the classification task, text-based analysis can be supervised (meaning human input is required to “teach” an algorithm which documents belong in a category) or unsupervised (meaning the algorithm incorporates a method to “learn” how documents should be divided into categories). Quinn et al. (2010) and Grimmer and Stewart (2013) provide guidance for selecting appropriate classification methodologies in the context of political science research.
they are not pre-defined. However, my main objective in classification is to identify similar patents which doesn’t require directly interpreting classes of patents.

Abstractly, the LDA model estimates two simultaneous types of probability distributions. First, for the corpus of documents as a whole, LDA estimates a specified number of latent “topics,” representing the likelihood that words co-occur within a document. Each topic is a probability distribution over all words in the vocabulary, with greater probability weight assigned to words that are more likely to occur when that topic appears in a document. LDA requires the number of topics to be pre-specified by the researcher; greater number of topics gives more granular information about the structure of a document. The second set of distributions LDA estimates are the probabilities that any one word in a document originates from one of the topics. For this chapter, the relevant output of the LDA model is a document-level probability vector of topic frequencies. These frequencies provide a continuous measure of a patent’s substantive content and can be used to assess the topical similarity of two different patents.

The hierarchical classification of LDA provides useful advantages in a causal inference framework relative to alternative approaches, such as word-frequency clustering (e.g. k-means), that directly classify documents based on word frequencies. First, LDA allows the researcher to control the granularity of the classification by choosing the number of topics, giving the researcher a principled method to determine the specificity of patent classification, and therefore the closeness of matches, in a way that scales with the sample size. The frequency of topics also gives a chosen number of covariates to describe a patent, and thus can help separate meaningful words and combinations of words from meaningless words (whereas direct word frequencies give an
intractable number of covariates, often more than the number of documents). Second, the hierarchical structure provided by the topic distributions allows for words to take on distinct meanings depending on the words they are likely to co-occur with. For example, the word “compound” is likely to have a distinct meaning mean it is used with words concerning chemical compounds compared to when it co-occurs with words that describe inventions with two compounded sub-components.

In Figure 2.5, I provide a visual representation of the LDA model applied to classifying the subset of patents in my dataset from the National Energy Technology Lab. In the example, I implement the LDA model with 25 topics, and show, for a single patent, the document-level distribution of topics, the ranking of most likely words to occur within the topic, and the classification of words within the document to individual topics.
In this example, I show how U.S. patent 6,887,069 was classified under and LDA model with 25 topics applied to the subgroup of patents in my dataset from the National Energy Technology Lab. The patent abstract is shown at the top, with individual words highlighted in colors corresponding to the five most frequent topics for this document. In the box below the abstract, the topic distributions for the corpus are shown with words within topics arranged in descending order of likelihood to occur within the topic. Overlaid on top of the word-within-topic distributions is the distribution of topics within this particular patent, shown in blue bars. This distribution is the key output of the LDA model for my analysis as it gives a continuous measure of the patent abstract's substantive content.

Figure 2.5: Example Classification of a Patent using the LDA Model

While the LDA model has been applied to classifying patents before (see, for example, the recent work of Kaplan and Vakili (2014) and Venugopalan and Rai (2014)), to my knowledge, this is the first work that incorporates LDA-based classification to account for otherwise-unobserved heterogeneity in a model of causal inference. The LDA model, including full mathematical representation, is described in detail in Appendix B.1.
2.4.1.2 Matching Implementation

The matching method I implement has several steps which seek to vastly improve the number of observable characteristics extracted from the underlying patents. There are several methodological choices required to implement a matching method with many types of covariates of different relative importance. I describe alternative methods for matching licensed to unlicensed patents and implement several alternative algorithms to assess robustness. These choices apply different combinations of exact matching, coarsened exact matching (CEM) (Iacus et al., 2012) and nearest neighbor matching on available covariates and estimated balancing scores derived from the text-based classification described in Section 2.4.1.1. In all approaches, I apply coarsened exact matching to filing date and average annual pre-licensing citations.

I consider three approaches to matching patents on their estimated topical structure from the LDA analysis: I consider matching patents based on a balancing score that is a function of the estimated topic proportions, direct Mahalanobis distance between estimated topics proportions, and the USPTO classification. For the methods that rely on the LDA classification, I estimate matches with a 25-topic and 50-topic model. The remainder of this section refers to Table 2.8 where regression results from models described in Section 2.4.2 are estimated with different matching approaches.

In the balancing score approach, I match licensed and unlicensed patents based on a balancing score that captures the probability of a patent being licensed in a panel data setting. A filed patent can be licensed at any point and I have information on the timing of each patent’s filing and license; therefore, the simple propensity score of being licensed does not fully utilize the information available to estimate licensing probability. To construct a more appropriate balancing score, I implement a Cox proportional hazard
(Cox, 1984) model to estimate the (constant) hazard that a patent is licensed in any one year as a function of a patent’s topical structure. The predicted hazard is a balancing score appropriate for panel data where treatment occurs at different points for observations. The use of the predicted hazard as a balancing score is analogous to propensity score matching in cross-section data or panel data where treatment occurs at the same time. (Stange, 2011) I also include lab fixed effects in the hazard regression to account for heterogeneity in lab ability to license. This allows me to utilize the information about the delay between a patent being filed and licensed as a key input for determining licensing probability. Matching on the estimated hazard ratios is assessed in specifications (1) and (2) in Table 2.8. The outcome of the hazard regression is predicted hazard ratios for each topic in the topic model, which can be used to calculate expected hazards of being licensed for each patent. Figure 2.6 displays the range of topic coefficients estimated in the hazard regression which could serve as an input to such a calculation. The results of calculating patent-level predicted hazard based on these coefficients could be useful to technology transfer offices seeking to identify technology areas more promising for licensing. The figure also reveals that the majority of topics are not significant predictors of licensing and thus shouldn’t strongly affect how patents are matched – a nuance not captured by Mahalanobis distance matching.
Estimated hazard ratios can be used to predict how likely a given patent is to be licensed based on the classification of its abstract. Topics are arranged from lowest to highest hazard, where a hazard ratio of 1 means no effect on probability of a patent being licensed. 95% confidence intervals on estimated hazard ratios are shown for each topic with statistically significant estimates at the 5% level indicated with filled-in circles. These estimates inform the predicted hazard ratios for each patent, the balancing score used for matching in the preferred specification.

**Figure 2.6: Estimated Hazard Ratios for Each Topic**

The Mahalanobis distance matching approach simply takes the distance between the vector of estimated topics and finds nearest neighbor matches. I implement both the Cox proportional hazard model and the Mahalanobis distance matches on the panel of patents using the log of the estimated topic proportions from the topic model as the covariates. I use the log of estimated topic proportions to normalize the distribution of topic frequencies\(^{23}\). Matching on the Mahalanobis distance is assessed in specifications (3) and (4) in Table 2.8.

\(^{23}\)The distribution of topic frequencies is strongly right-skewed, which is a desirable property of the LDA model as it demonstrates stronger differentiation of topics.
To reduce the noise from small document-level estimated topic proportions, I also apply a calipers approach that sets all estimated topic proportions below the 90th percentile of topic proportions to zero. These approaches utilize only the estimated topic proportions that describe a substantial proportion of the patents. I then perform CEM on a binary indicator for the patent having an above-90th percentile estimated proportion of each topic and then resolve CEM matches with nearest neighbor matching based on the estimated hazard (specifications (5) and (6) in Table 2.8) and with Mahalanobis distance (specifications (7) and (8) in Table 2.8).

In the USPTO classification approach, I match patents exactly on their primary assigned class, ignoring secondary classes and subclasses to increase the number of matches. Still, while matching for topical scope using the hazard ratio or distance metrics preserves more than 9,000 patent-year observations, matching just on the primary USPTO classification reduces the number of observations to below 3,000 patent-year observations due to the lack of suitable controls. This again highlights the strength of the LDA classification approach in allowing for the granularity of topic matches to be defined relative to the sample size. Within PTO classes, I choose one-to-one matches randomly (specification (9) in Table 2.8) and also according to nearest neighbor matches in terms of the estimated hazard (specifications (10) and (11) in Table 2.8) and Mahalanobis distance (specifications (12) and (13) in Table 2.8).

In what I call the “preferred matched sample” I apply CEM matching on patent filing year and pre-license average annual citations. I then use the 50-topic LDA model and match patents one-to-one based the topic-dependent estimated hazard of being licensed.

A simple assessment of the matches is shown in Table 2.3 which gives naïve difference-in-difference estimates based on conditional means, using the matching to
control for pre-treatment heterogeneity in observables. Assessment of balance after matching under the preferred specification is shown in Table 2.4, which shows that filing year, grant year, priority year, and grant delay are all statistically distinct for licensed and unlicensed patents in the full sample, but balanced in the preferred matched sample.

**Table 2.3: Conditional Means of Annual Citations Approximating Diff-in-Diff**

a) Citations per year for patents that are never licensed and patents that are licensed during the time period of the panel

<table>
<thead>
<tr>
<th></th>
<th>Pre-Licensing</th>
<th>Post-Licensing</th>
<th>Post - Pre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never Licensed</td>
<td>0.85</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Ever Licensed</td>
<td>1.40</td>
<td>1.59</td>
<td>0.20</td>
</tr>
<tr>
<td>Licensed - Unlicensed</td>
<td>0.54</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

b) Citations per year for patents in the preferred matched sample before and after licensing (or licensing of matched patent). The difference-in-difference estimate in the bottom right cell approximates the regression results shown below but without additional controls.

<table>
<thead>
<tr>
<th></th>
<th>Pre-Licensing</th>
<th>Post-Licensing</th>
<th>Post - Pre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never Licensed</td>
<td>0.70</td>
<td>0.83</td>
<td>0.14</td>
</tr>
<tr>
<td>Ever Licensed</td>
<td>0.71</td>
<td>1.53</td>
<td>0.82</td>
</tr>
<tr>
<td>Licensed - Unlicensed</td>
<td>0.01</td>
<td>0.70</td>
<td>0.69</td>
</tr>
</tbody>
</table>
2.4.1.3 Evaluating Matching Covariates with Rosenbaum Bounds

Unbiasedness of matching estimators for causal inference depends on the conditional independence condition, which requires that after conditioning on the observable covariates used in matching, treatment assignment is independent of potential outcomes, or “as good as randomly assigned.” The fundamental identification concern with matching is therefore whether there are unobserved factors that affect treatment

<table>
<thead>
<tr>
<th>Table 2.4: Balance Check</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Filing Year</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Grant Year</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Priority Year</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Grant Delay (Days)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Matched Licensed Patents</th>
<th>Matched Unlicensed Patents</th>
<th>Difference (Matched Sample)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filing Year</td>
<td>2003.365</td>
<td>2003.474</td>
<td>0.109</td>
<td>0.5850</td>
</tr>
<tr>
<td></td>
<td>(0.139)</td>
<td>(0.142)</td>
<td>(0.199)</td>
<td></td>
</tr>
<tr>
<td>Grant Year</td>
<td>2006.756</td>
<td>2006.739</td>
<td>-0.016</td>
<td>0.9473</td>
</tr>
<tr>
<td></td>
<td>(0.173)</td>
<td>(0.172)</td>
<td>(0.244)</td>
<td></td>
</tr>
<tr>
<td>Priority Year</td>
<td>2002.422</td>
<td>2002.519</td>
<td>0.096</td>
<td>0.6607</td>
</tr>
<tr>
<td></td>
<td>(0.156)</td>
<td>(0.155)</td>
<td>(0.220)</td>
<td></td>
</tr>
<tr>
<td>Grant Delay (Days)</td>
<td>1231.788</td>
<td>1188.940</td>
<td>-42.847</td>
<td>0.2940</td>
</tr>
<tr>
<td></td>
<td>(9.026)</td>
<td>(28.679)</td>
<td>(40.806)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>404</td>
<td>404</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001

Comparison of conditional means of key patent-level variables for licensed and unlicensed patents in the full sample and the preferred matched sample.
assignment and bias causal estimates. An unobserved factor will bias a causal estimate only if it is correlated with the outcome variable and with treatment assignment. With this motivation, Rosenbaum (Rosenbaum, 2005, 2002), proposes assessing sensitivity to the conditional independence assumption by calculating the maximum value of the quantity $\Gamma$ that would make a causal estimate of interest no long statistically significant, where $\Gamma$ is the largest difference in odds of treatment for two units with the same value of observed covariates. In effect, $\Gamma$ can be thought of as a measure of the maximum co-variation in unobservable covariates and treatment assignment that preserves the conclusion of a hypothesis test based on a matching estimator. By assessing sensitivity of a matching estimator to $\Gamma$, overall sensitivity to all unobservables can be assessed, thus providing a useful assessment of the conditional independence assumption.

I compare several matching approaches using Rosenbaum Bounds to assess sensitivity of matching to violations of the conditional independence assumption. I do this on a subset of my dataset that provides a more straightforward comparison based on binary treatment and a single dependent variable. The objective of this analysis is to compare matching approaches that control for the technological scope of patents to account for non-random “assignment” to being licensed. For this section, I only examine licensed patents that were licensed in the same year that they were filed. I further restrict this subsample to patents with PTO classifications in which there is at least one licensed and one unlicensed patent (for fair comparison across methods). The final size of this subsample contains 140 licensed patents, for which I attempt to find a match in a pool of 1,131 unlicensed “control” patents. I search for non-licensed patent matches using seven approaches and calculate the average change in citations for licensed patents due to licensing, which can be thought of as an average treatment effect on the treated
(ATT). The approaches control for technological scope of patents in different ways, and thus are biased to different degrees depending on how well they capture the unobservable factors driving whether a patent is licensed. The key question I want to understand with this analysis is whether capturing the technological scope of a patent using the topic modelling approach is less susceptible to omitted variable bias relative to approaches that use the examiner-assigned primary PTO classification (as previous work in the literature has used).

For each of the seven approaches, I present the average treatment effect (on the treated) and its standard error, and the Rosenbaum Bound that would make the average treatment effect not statistically different from zero. It should be noted that the estimates presented in this section are not meant to be directly compared to the estimates in the remainder of the chapter as these estimates do not take advantage of the panel nature of the data (and therefore do not include important control strategies that I utilize elsewhere, such as patent fixed effects).

Table 2.5 summarizes the results from the analysis of Rosenbaum Bounds. Without matching, this subsample of the data contains licensed patents that receive 0.71 (S.E. = 0.11) additional citations per year compared to unlicensed patents (which receive 0.46 citations per year). In the simplest approach, I match licensed and unlicensed patents based on a propensity score model with two sets of fixed effects for the patent’s filing year and its originating Lab. With just this simple matching, the estimated difference in citations is 0.24 (S.E. = 0.36). However, this effect is not statistically significant (so there is no relevant Rosenbaum Bound). Next, I add onto this propensity score model by including fixed effects for each primary PTO classification. This increases the treatment effect estimate to 0.62 (S.E. = 0.16). The associated Rosenbaum Effect for this matching
procedure is 1.34, which can be interpreted as follows: if two patents have the same probability of being licensed based only on their filing year, originating Lab, and PTO classification, unobservable factors can cause at most a 1.34 factor difference in the odds of being licensed before the estimated difference in citations is no longer statistically different from zero at the 5% level (for a two-sided test).

**Table 2.5: Sensitivity Analysis with Different Matching Approaches**

<table>
<thead>
<tr>
<th>Matching Model</th>
<th>ATT Difference in Citations (Licensed - Unlicensed)</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>( \Gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Matching</td>
<td>0.71</td>
<td>0.11</td>
<td>6.66</td>
<td>n/a</td>
</tr>
<tr>
<td>Baseline*</td>
<td>0.24</td>
<td>0.36</td>
<td>0.67</td>
<td>n/a</td>
</tr>
<tr>
<td>Baseline + PTO Class</td>
<td>0.62</td>
<td>0.16</td>
<td>3.97</td>
<td>1.34</td>
</tr>
<tr>
<td>Baseline + 25 topic model</td>
<td>0.58</td>
<td>0.18</td>
<td>3.21</td>
<td>1.64</td>
</tr>
<tr>
<td>Baseline + 50 topic model</td>
<td>0.63</td>
<td>0.17</td>
<td>3.82</td>
<td>1.45</td>
</tr>
<tr>
<td>Baseline + PTO Class + 25 topic model</td>
<td>0.55</td>
<td>0.18</td>
<td>3.11</td>
<td>1.20</td>
</tr>
<tr>
<td>Baseline + PTO Class + 50 topic model</td>
<td>0.69</td>
<td>0.20</td>
<td>3.43</td>
<td>1.59</td>
</tr>
</tbody>
</table>

*Note: Baseline propensity score model includes filing year and lab fixed effects. Standard errors and t-statistics are heteroskedasticity-consistent as proposed by Abadie and Imbens (2006) using 20 nearest neighbors.

Average treatment effects on the treated units (ATT), standard errors, t-statistics, and Rosenbaum Bounds sensitivity parameters for seven matching approaches. Estimates are for a subsample of the data of treated patents that are licensed in the same year that they are filed in (making all citations in the post-licensing period for ease of comparison).

I compare this result to two approaches that use the topic modeling approach described earlier in this section: once using a 25 topic model and once using a 50 topic
model. I include the log of the estimated patent-level topic proportions\(^{24}\) along with the same three baseline fixed effects in the propensity score model. I find similar average treatment effects with these two approaches, 0.58 (S.E. = 0.18) and 0.63 (S.E. 0.17), respectively. Most importantly, I find larger values of \(\Gamma\) in the analysis of Rosenbaum Bounds: 1.64 and 1.45, respectively. A direct comparison of values of \(\Gamma\) is possible because the effect estimates from the topic modelling matches are either smaller or approximately the same as the PTO propensity score matches. In both cases, the topic models perform better than the PTO matching, and the 25-topic model performs better than the 50-topic model.

Finally, I implement two additional matching approaches that combine the PTO classification with the two topic model outputs. In these models I find treatment effect estimates of 0.55 (S.E. = 0.18) and 0.69 (S.E. = 0.20) with corresponding values of \(\Gamma\) 1.20 and 1.59.

The results from this sensitivity analysis highlight several considerations for matching design. First, matching with the topic model with 25 and 50 topics performs better than with the PTO classification. The matching procedure with 25 topics appears to be the most robust to confounders. Second, the 25 topic model performs better than the 50 topic model, but when combined with the PTO classification, this is reversed. This finding exemplifies the bias-variance tradeoff in matching (Black and Smith, 2004). Third, while the topic model performs better than the PTO classification, it is not clear whether combining the two approaches together is preferable, again because of the bias-variance tradeoff. Finally, it is important to note that the matching procedure relying on

\(^{24}\) Taking the log regularizes the topic proportions and makes the distribution of topic proportions across documents close to Normal.
the topic models has a potentially large advantage over the PTO classification matching due to the condition of common support. Matching on the PTO classification requires dropping all patents in PTO classes in which all patents in the sample were licensed or all were unlicensed (in these cases the PTO class perfectly predicts licensing). This could be a potentially large loss of data (in this example, I dropped eight licensed patents out of 148 that met the other criteria for the subsample, but I was fortunate to have a large control group to pull from). The topic modeling matching approach allows the “distance” between any two patents of different technological scope to be compared, and therefore significantly reduces matching issues that arise from the common support condition.

2.4.1.4 Remaining Selection Bias Concerns

The fundamental challenge in estimating the causal effect of licensing is that patents are selected for licensing by interested agents. This can be problematic for causal identification if patents that are licensed are also cited more, for example because they are of greater value (see Table 2.3 which shows that the conditional mean of annual citations to licensed patents before licensing is 1.40 but 0.85 for unlicensed patents). A more nuanced version of selection bias can occur if patents that are available for licensing are actually licensed at a time when they would be of greater value, for example when complementary discoveries are made elsewhere in the economy. This second form of selection bias shows that controlling for pre-licensing citations, a proxy for patent value, alone may not solve the selection issue if there are secular trends in technology-area value. A third and related issue is that of simultaneity, patent licensing may occur in anticipation of a technology becoming more useful. In this case, patents may appear to be cited more after licensing but they would have had greater citations even without licensing.
Matching reduces pre-treatment imbalance, importantly bias from secular technology trends. However, all matching approaches rely on an identification assumption that all relevant variables determining selection (in this case, being licensed) are observable and controlled for to mitigate selection bias (Heckman and Navarro-Lozano, 2004; Imbens, 2004). Without random assignment of patents to licensing status, it is impossible to rule out selection bias concerns. Nevertheless, the matching approaches I present in this chapter make an important contribution by providing a method to incorporate a large number of relevant characteristics of patents described by the text of the patent documents, previously treated as unobservable. Introducing these additional covariates reduces bias relative to other approaches that ignore the text of the patents as long as the text of the patent abstracts contain information relevant to whether a patent is licensed that is not incorporated elsewhere. This almost certainly has to be the case in this context if we believe licensees carefully select the patents that they license, so my approach reduces selection bias concerns relative to simpler approaches to matching on observables.

In addition to matching, I utilize patent-level fixed effects in my preferred specifications which focuses the identifying assumption on the timing of licensing relative to unobservable factors that differentially affect a patent over time. Patent fixed effects control for all unobservable time-invariant characteristics of patents, such as the patent’s inherent value, so the most concerning omitted variable bias must stem from factors that simultaneously affect the timing of licensing and cause citations to licensed patents to relatively increase. Examples include a shock to a patent’s value that isn’t picked up by the topic model that affects license probability and citation rate, such as the discovery of a complementary technology. I feel confident that this is not likely to be a
strong factor as there are huge frictions in the market to license these technologies. From qualitative interviews with technology transfer offices, Lab employees describe the huge effort and time lags required to market technologies to the right companies, implying that licensing is very slow to respond to secular technology-sector trends.

2.4.2 Regression Framework

I use patent citations to infer the effect that a patent has had on knowledge diffusion; when a patent is cited, I interpret this as the patent in question having spurred a subsequent invention (Jaffe et al., 1993; Jaffe and Trajtenberg, 1999, 1996). In the baseline specifications, the key dependent variable of interest is the annual citations that a patent receives. In each specification, I estimate the causal effect of a patent being licensed on the rate of citations it receives. In this section, I present a set of regression models that build up from simple cross-section and time-series regressions to full difference-in-difference regressions. The specifications that I implement are inspired by previous work that has estimated the causal effect of events on patent or paper-level citation rates (e.g. inventors changing firms, filed patents being eventually granted, and contested patents being ruled invalid) (Drivas et al., 2014; Furman and Stern, 2011; Galasso and Schankerman, 2013; Murray and Stern, 2007; Singh and Agrawal, 2011). In the specifications I discuss below, I also apply the matching approaches described in Section 2.4.1 to preprocess the data to reduce selection bias and model dependence.

The simplest models to quantify the effect of a patent being licensed takes either 1) a cross-section of licensed and unlicensed patents and compares citation rates or 2) a time series of licensed patents and compares citation rates before and after licensing. These two models suffer from selection bias as they do not account for the differential quality of
licensed versus unlicensed patents nor possible secular trends driving both licensing and citations. Nevertheless, I present these models for comparison.

The cross-section regression is estimated with the equation:

$$CITES_{i,t} = f(\psi_L \times EVER\_LICENSED_i + \delta_{i,t} + \gamma_t + \epsilon_{i,t}).$$ (2.1)

In this equation, $CITES_{i,t}$ are citations received by patent $i$ in year $t$, $EVER\_LICENSED_i$ is a dummy variable equal to 1 if patent $i$ is licensed and 0 if the patent is not licensed, $\delta_{i,t}$ are fixed effects for a patent’s age (based on the filing year of the patent), and $\gamma_t$ are fixed effects for the citing year. $\psi_L$ is the coefficient of interest as it estimates the difference in citation rate for licensed patents relative to unlicensed patents. This regression is estimated using data on the post-licensing period only, using the post-period for unlicensed patents defined by their matched pair that was licensed.

The time series regression is estimated with the equation

$$CITES_{i,t} = f(\psi_{LP} \times LICENSED_{i,t} + \delta_{i,t} + \gamma_t + \epsilon_{i,t}).$$ (2.2)

$LICENSED_{i,t}$ is a dummy variable that takes the value 1 if patent $i$ in year $t$ has been licensed and is 0 otherwise. This equation is estimated only for patents that are eventually licensed. $\psi_{LP}$ is the coefficient of interest as it represents the change in citation rate for a patent that is licensed relative to its citation rate before it is licensed.

The cross-section and time series regressions are biased due to selection. I estimate these models for a sample of patents where licensed patents are matched to unlicensed patents based on their pre-licensing characteristics. This helps to partially correct for bias by balancing observed omitted variables. However, bias still clearly remains due to unobserved patent-level factors.

A difference-in-difference approach more rigorously estimates causal effects by accounting for systematic time-invariant differences between licensed and unlicensed
patents and patent-invariant differences between patents of different ages. The basic difference-in-difference regression is estimated with the equation

$$CITES_{it} = f(\psi_L \text{EVER LICENSED}_i + \psi_{LP} \text{LICENSED}_{it} + \psi_P \text{POST}_{it} + \delta_{it} + \gamma_t + \epsilon_{it}).$$  \hspace{1cm} (2.3)

$\text{POST}_{it}$ is a dummy variable equal to 1 if a licensed patent has been licensed by year $t$ or if the matched licensed patent for a never licensed patent has been licensed by year $t$. This approach makes a strong assumption that matching finds comparable pairs, as contrasted with the more lenient assumption that matching achieves covariate balance overall between licensed and unlicensed patents (Rubin, 2006). A natural extension to this model is to add, $\alpha_i$ matched-pair fixed effects to account for the fixed characteristics of matched pairs:

$$CITES_{it} = f(\psi_L \text{EVER LICENSED}_i + \psi_{LP} \text{LICENSED}_{it} + \psi_P \text{POST}_{it} + \alpha_i + \delta_{it} + \gamma_t + \epsilon_{it}).$$  \hspace{1cm} (2.4)

A more rigorous approach to estimating a difference-in-difference regression relaxes the assumption of strict matched-pair design, instead relying on matching for covariate balance. In this approach, patent-level fixed effects account for all fixed unobserved heterogeneity of individual patents. This regression is estimated with the equation:

$$CITES_{it} = f(\psi_{LP} \text{LICENSED}_{it} + \sigma_i + \delta_{it} + \gamma_t + \epsilon_{it}).$$  \hspace{1cm} (2.5)

where $\sigma_i$ represent patent-level fixed effects. As before, $\psi_{LP}$ is the coefficient of interest. However, in this equation, the coefficient represents the difference in citations from licensing relative to the change in citations for unlicensed patents at similar relative ages.

Finally, the difference-in-difference regression can be disaggregated to estimate yearly effects of licensing, meaning the effect of licensing on citations in specific years prior to and following licensing. This regression is estimated with the equation:
\[ \text{CITES}_{lt} = f \left( \sum_{j=1}^{10} \psi_{\text{PRE}_j} \text{PRE LICENSE}(j)_{lt} + \sum_{k=1}^{10} \psi_{\text{POST}_k} \text{POST LICENSE}(k)_{lt} \right) \\
+ \sigma_l + \delta_{lt} + \gamma_t + \varepsilon_{lt} \right) \]

which estimates ten coefficients on yearly difference-in-difference effects prior to licensing, \( \psi_{\text{PRE}_j} \), and ten yearly coefficients after licensing, \( \psi_{\text{POST}_k} \). Matching to improve balance in pre-licensing covariates should effectively make each estimated \( \psi_{\text{PRE}_j} \) close to zero, as these coefficients represent differences in citation rates prior to licensing.

Each of these regression models uses annual forward citations as the dependent variable. Most simply and easiest to interpret is a linear model which is well suited to applications with many fixed effects (the incidental parameter problem with non-linear models is not a concern with OLS). However, because citations are a right-skewed count variable (Scherer and Harhoff, 2000), there are several options available to specify alternative functional forms. Non-linear models for count data, such as the negative binomial model, explicitly account for features of count data and can be more appropriate in some contexts. The negative binomial model is a more-flexible extension of the Poisson regression but cannot account for patents that never receive any citations (see Angrist and Pischke (2009) for a discussion of tradeoffs between linear models and non-linear models suited for different types of dependent variables). Finally, for comparability to other studies in the literature, I also estimate a log-linear specification. To avoid the problem of the negative binomial model in accounting for never-cited patents, other studies in the patent literature transform the dependent variable by adding 1 before taking the log (Murray and Stern, 2007). For comparability to the previous literature, I present this functional form, but it is known to be problematic.
2.5 Results

This section presents the results from the application of the text analysis, matching, and regression frameworks presented in Section 2.4. First, I present the main regression results from applying Equations (2.1) – (2.6) to the preferred matched dataset of patents. I then examine the extent to which diffusion may be localized to one firm repeatedly innovating. Turning to mechanisms, one concern is that licensing could drive strategic patenting in technology areas that competitor firms now see as more desirable to enter. I account for this by looking at the citation rates of the citing patents themselves, noting that strategic patents are not cited often.

2.5.1 Diffusion after Licensing

The results of applying Equations (2.1) – (2.6) to the preferred matched dataset are presented in Table 2.6. Models (1) – (6) in Table 2.6 correspond to Equations (2.1) – (2.6). Model (1) shows that in the post-licensing period, licensed patents receive 0.344 (SE = 0.100) more citations than unlicensed patents. In this model and in models (2) – (4), the post-period for unlicensed patents is defined by the matched licensed patent. A cross-section regression of this form is typically biased because pre-treatment citation rates between licensed and unlicensed patents could differ. However, this is mitigated by the matching algorithm which used pre-treatment citations as a balancing covariate. Nevertheless, this regression may still suffer from other forms of omitted variable bias due to differences in licensed and unlicensed patents.

Model (2) in Table 2.6 shows that licensed patents receive 0.520 (SE = 0.155) additional citations per year after being licensed relative to their pre-license citation rate. Again this regression is biased if there are other factors that occur simultaneously.
at the time of licensing. Age and citing-year fixed effects do help reduce some of these concerns, but the lack of a suitable control group in this regression may bias this estimate.

Models (3) and (4) in Table 2.6 present difference-in-difference regressions that now control for heterogeneity in time-invariant differences between licensed and unlicensed patents as well as differences between pre-license and post-license periods. Model (4) adds fixed effects for each matched pair, which controls for a more specific layer of time-invariant heterogeneity. Because the matching algorithm already balanced licensed and unlicensed patents on pre-treatment citations, it is not surprising that the coefficient estimates in these regressions are similar to the results of Model (1) and that the coefficient on EVER_LICENSED is close to zero. In model (3), I estimate an effect of licensing of 0.328 (S.E. = 0.091) citations per year without matched-pair fixed effects and in model (4), I estimate an effect of licensing, which includes matched-pair fixed effects, of 0.335 (S.E. = 0.091).

Model (5) extends Model (4) by replaced matched-pair fixed effects with patent-level fixed effects. This relaxes the assumption of matching by allowing for separate estimates at the patent-level instead of the pair-level. As a result, EVER_LICENSED and POST drop and the coefficient on LICENSED remains the difference-in-difference coefficient of interest. I estimate that licensed patents receive 0.223 (SE = 0.066) additional citations after being licensed relative to unlicensed patents over similar time periods. This estimate represents a 31% increase in the citation rate for licensed patents before they are licensed (from 0.71 cites/year for eventually licensed patents before they are licensed).
Finally, Model (6) in Table 2.6 extends Model (5) by estimating yearly difference-in-difference effects of licensing. The coefficients presented in this model are each relative to the citation rate in the year the patent (or its matched pair) is licensed. The coefficient on the pre-licensing dummy variables are not distinguishable from zero (except for the year eight years prior to licensing, although this may be an anomaly), indicating that matching on pre-treatment citations worked. In the post-licensing period, the coefficient on the second year after licensing dummy is also not distinguishable from zero. However, beginning in the third year after licensing, the difference-in-difference rate is statistically significant. This effect holds for years three through eight after licensing (although the dummy on seven years after licensing is not statistically significant). During this period, citations are between 0.253 – 0.465 cites/year higher to licensed patents relative to unlicensed patents of comparable age. This represents a 36 – 65% increase in the citation rate for licensed patents due to licensing. Nine to ten years after licensing, the estimated difference-in-difference coefficient drops, but this is likely due to insufficient data on patents that have been licensed for this length of time. The surprisingly negative coefficient on the ten year post-licensing dummy is also the least precisely estimated of the post-period dummies. The results of Model (6) are presented graphically in Figure 2.7.
### Table 2.6: Baseline Regression Estimates

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Functional Form</th>
<th>Matched Sample</th>
<th>Model (1)</th>
<th>Model (2)</th>
<th>Model (3)</th>
<th>Model (4)</th>
<th>Model (5)</th>
<th>Model (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVER LICENSED</td>
<td>All Cites</td>
<td>OLS</td>
<td>0.344 ***</td>
<td>0.015</td>
<td>0.328 ***</td>
<td>0.335 ***</td>
<td>0.223 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Preferred matching</td>
<td></td>
<td>(0.100)</td>
<td>(0.021)</td>
<td>(0.091)</td>
<td>(0.066)</td>
<td></td>
</tr>
<tr>
<td>LICENSED</td>
<td>All Cites</td>
<td>OLS</td>
<td>0.520 ***</td>
<td>0.015</td>
<td>0.328 ***</td>
<td>0.335 ***</td>
<td>0.223 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Preferred matching</td>
<td></td>
<td>(0.155)</td>
<td>(0.021)</td>
<td>(0.091)</td>
<td>(0.066)</td>
<td></td>
</tr>
<tr>
<td>POST</td>
<td>All Cites</td>
<td>OLS</td>
<td>0.145</td>
<td>0.046</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Preferred matching</td>
<td></td>
<td>(0.110)</td>
<td>(0.067)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **(1)** Post-Licensing Cross-Section
- **(2)** Time-Series
- **(3)** Diff-in-Diff
- **(4)** matched pair FE
- **(5)** patent FE
- **(6)** patent FE yearly effects

- **P**.LICENS.10(*10)
- **P**.LICENS.9(*9)
- **P**.LICENS.8(*8)
- **P**.LICENS.7(*7)
- **P**.LICENS.6(*6)
- **P**.LICENS.5(*5)
- **P**.LICENS.4(*4)
- **P**.LICENS.3(*3)
- **P**.LICENS.2(*2)
- **P**.LICENS.1(*1)

### Observations
- **Ever Licensed**
- **Post Licensed**

### Age Fixed Effects
- Yes

### Citing Year Fixed Effects
- Yes

### Matched Pair Fixed Effects
- No

### Patent Fixed Effects
- Yes

### Observations
- 6,621

### Number of Patents
- 808

### Adj. R-Squared
- 0.094

* p < 0.05, ** p < 0.01, *** p < 0.001

Regression equations as described in Section 2.4.2. Models (1) – (6) correspond to Equations (2.1) – (2.6). Standard errors clustered at the patent level in models (1) – (2) and (5) – (6) and clustered at the matched-patent level in models (3) – (4).
Estimated diff-in-diff coefficients associated with individual years before and after licensing. Beginning 2 years after licensing, citations increase by about 0.25 – 0.47 cites/year through 8 years after licensing. Quantitative estimates shown in Model (6) in Table 2.6.

**Figure 2.7: Annual Difference-in-Difference Estimates**

I assess sensitivity to functional form in Table 2.7. Models (1) and (2) in Table 2.7 replicate Models (5) and (6) in Table 2.6 for comparison. Models (3) and (4) in Table 2.7 apply a negative binomial functional form to Equations (2.5) and (2.6). Because of restrictions in the negative binomial model, patents with no citations over the panel are dropped, reducing the number of patent-year observations from 9,357 to 7,640. Nevertheless, the estimated coefficients in the negative binomial regressions closely match the OLS results in sign and statistical significance. Models (5) and (6) present results from an augmented log-linear regression where the dependent variable is transformed by the function $\log(CITES + 1)$ to account for its skewness. Again, results match closely to the OLS results in both sign and statistical significance.
### Table 2.7: Robustness to Functional Form

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Functional Form</th>
<th>Matched Sample</th>
<th>( \beta ) (SE)</th>
<th>( \beta ) (SE)</th>
<th>( \beta ) (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Cites</td>
<td>OLS</td>
<td>Preferred matching</td>
<td>0.223 *** (0.066)</td>
<td>0.265 *** (0.068)</td>
<td>0.067 ** (0.022)</td>
</tr>
<tr>
<td>PRE_LICENSE(10)</td>
<td></td>
<td></td>
<td>-0.294 (0.249)</td>
<td>-0.659 (0.455)</td>
<td>-0.180 (0.093)</td>
</tr>
<tr>
<td>PRE_LICENSE(9)</td>
<td></td>
<td></td>
<td>-0.310 (0.269)</td>
<td>-0.966 * (0.411)</td>
<td>-0.220 * (0.095)</td>
</tr>
<tr>
<td>PRE_LICENSE(8)</td>
<td></td>
<td></td>
<td>-0.566 * (0.246)</td>
<td>-1.018 ** (0.340)</td>
<td>-0.248 ** (0.096)</td>
</tr>
<tr>
<td>PRE_LICENSE(7)</td>
<td></td>
<td></td>
<td>-0.040 (0.218)</td>
<td>-0.422 (0.238)</td>
<td>-0.051 (0.079)</td>
</tr>
<tr>
<td>PRELICENSE(6)</td>
<td></td>
<td></td>
<td>0.106 (0.126)</td>
<td>-0.170 (0.191)</td>
<td>0.012 (0.049)</td>
</tr>
<tr>
<td>PRE_LICENSE(5)</td>
<td></td>
<td></td>
<td>0.049 (0.137)</td>
<td>-0.246 (0.174)</td>
<td>-0.026 (0.050)</td>
</tr>
<tr>
<td>PRE_LICENSE(4)</td>
<td></td>
<td></td>
<td>0.007 (0.121)</td>
<td>-0.152 (0.155)</td>
<td>-0.034 (0.042)</td>
</tr>
<tr>
<td>PRE_LICENSE(3)</td>
<td></td>
<td></td>
<td>0.095 (0.084)</td>
<td>0.036 (0.130)</td>
<td>0.030 (0.035)</td>
</tr>
<tr>
<td>PRE_LICENSE(2)</td>
<td></td>
<td></td>
<td>-0.031 (0.080)</td>
<td>-0.076 (0.124)</td>
<td>-0.036 (0.030)</td>
</tr>
<tr>
<td>PRE_LICENSE(1)</td>
<td></td>
<td></td>
<td>-0.055 (0.066)</td>
<td>0.001 (0.109)</td>
<td>-0.025 (0.029)</td>
</tr>
<tr>
<td>POST_LICENSE(1)</td>
<td></td>
<td></td>
<td>0.184 * (0.091)</td>
<td>0.231 * (0.098)</td>
<td>0.040 (0.029)</td>
</tr>
<tr>
<td>POST_LICENSE(2)</td>
<td></td>
<td></td>
<td>0.123 (0.090)</td>
<td>0.176 (0.109)</td>
<td>0.013 (0.029)</td>
</tr>
<tr>
<td>POST_LICENSE(3)</td>
<td></td>
<td></td>
<td>0.372 ** (0.123)</td>
<td>0.375 *** (0.099)</td>
<td>0.075 * (0.033)</td>
</tr>
<tr>
<td>POST_LICENSE(4)</td>
<td></td>
<td></td>
<td>0.358 ** (0.114)</td>
<td>0.396 *** (0.104)</td>
<td>0.096 ** (0.033)</td>
</tr>
<tr>
<td>POST_LICENSE(5)</td>
<td></td>
<td></td>
<td>0.445 *** (0.126)</td>
<td>0.500 *** (0.109)</td>
<td>0.119 *** (0.036)</td>
</tr>
<tr>
<td>POST_LICENSE(6)</td>
<td></td>
<td></td>
<td>0.381 * (0.164)</td>
<td>0.486 *** (0.119)</td>
<td>0.104 ** (0.037)</td>
</tr>
<tr>
<td>POST_LICENSE(7)</td>
<td></td>
<td></td>
<td>0.253 (0.149)</td>
<td>0.464 *** (0.132)</td>
<td>0.064 (0.044)</td>
</tr>
<tr>
<td>POST_LICENSE(8)</td>
<td></td>
<td></td>
<td>0.465 *** (0.140)</td>
<td>0.783 *** (0.134)</td>
<td>0.182 *** (0.047)</td>
</tr>
<tr>
<td>POST_LICENSE(9)</td>
<td></td>
<td></td>
<td>0.155 (0.144)</td>
<td>0.605 *** (0.157)</td>
<td>0.097 (0.050)</td>
</tr>
<tr>
<td>POST_LICENSE(10)</td>
<td></td>
<td></td>
<td>-0.379 * (0.191)</td>
<td>0.338 (0.195)</td>
<td>-0.043 (0.062)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age Fixed Effects?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citing Year Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Matched Pair Fixed Effects?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Patent Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>9,357</td>
<td>9,357</td>
<td>7,640</td>
<td>7,640</td>
<td>9,357</td>
<td>9,357</td>
</tr>
<tr>
<td>Number of Patents</td>
<td>808</td>
<td>808</td>
<td>615</td>
<td>615</td>
<td>808</td>
<td>808</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>893.6</td>
<td>893.6</td>
<td>-5,993.1</td>
<td>-5,997.6</td>
<td>889.4</td>
<td>889.4</td>
</tr>
<tr>
<td>Wald Chi-Squared</td>
<td>0.093</td>
<td>0.102</td>
<td>0.152</td>
<td>0.160</td>
<td>0.152</td>
<td>0.160</td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001
Next, I assess sensitivity to the matching algorithm. I rely heavily on matching for causal identification, so assessing sensitivity to different decisions in the matching algorithm is important. Table 2.8 shows results from five matching algorithms applied to estimating Equation (2.5). Figure 2.8 displays these estimates graphically and Figure 2.9 displays the results of the thirteen matching approaches applied to estimating Equation (2.6). Model (2) in the table is the “preferred specification” and replicates Model (5) in Table 2.6. The other models implement matching algorithms as described in Section 2.4.1. Overall, the choice of number of topics does not appear to affect the results as much as choice of what to do with the topics (matching on estimated hazard, Mahalanobis distance, or CEM on topic peaks). Other than the estimate in Model (6) for the 50-topic model with CEM on topic peaks with ties resolved by the estimated hazard, the estimates in models (9) – (13) which rely on exact matching on primary USPTO classification are systematically larger than the other estimates. These estimates also have larger standard errors, most likely due to having dropped a large number of observations to create exact matches on the USPTO classes. These findings are generally consistent with the Rosenbaum bounds approach shown in Table 2.5. Overall, the range of estimates across matching approaches represent a 31 – 48% increase in the citation rate to licensed patents after licensing. The thirteen approaches to matching produce similar estimates, and each approach confirms the overall qualitative thesis of this chapter. In fact, the preferred specification that I focus on is at the lower end of this range of estimates.
Table 2.8: Robustness to Matching Design

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
</tr>
<tr>
<td></td>
<td>(25 topics)</td>
<td>(50 topics)</td>
<td>(25 topics)</td>
<td>(50 topics)</td>
<td>(25 topics)</td>
</tr>
<tr>
<td>Dependent Variable</td>
<td>LICENSED</td>
<td>LICENSED</td>
<td>LICENSED</td>
<td>LICENSED</td>
<td>LICENSED</td>
</tr>
<tr>
<td>Age Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Citing Year Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Matched Pair Fixed Effects?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Patent Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>9,377</td>
<td>9,357</td>
<td>9,366</td>
<td>9,441</td>
<td>8,134</td>
</tr>
<tr>
<td>Number of Patents</td>
<td>809</td>
<td>808</td>
<td>810</td>
<td>815</td>
<td>709</td>
</tr>
<tr>
<td>Adj. R-Squared</td>
<td>0.090</td>
<td>0.093</td>
<td>0.108</td>
<td>0.099</td>
<td>0.090</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
</tr>
<tr>
<td></td>
<td>Topic Peaks + Hazard (50 topics)</td>
<td>Topic Peaks + Distance (25 topics)</td>
<td>Topic Peaks + Distance (50 topics)</td>
<td>Topic Peaks + Hazard (25 topics)</td>
<td></td>
</tr>
<tr>
<td>Dependent Variable</td>
<td>LICENSED</td>
<td>LICENSED</td>
<td>LICENSED</td>
<td>LICENSED</td>
<td>LICENSED</td>
</tr>
<tr>
<td>Age Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Citing Year Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Matched Pair Fixed Effects?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Patent Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>7,349</td>
<td>8,176</td>
<td>7,431</td>
<td>2,904</td>
<td>2,968</td>
</tr>
<tr>
<td>Number of Patents</td>
<td>648</td>
<td>711</td>
<td>655</td>
<td>273</td>
<td>277</td>
</tr>
<tr>
<td>Adj. R-Squared</td>
<td>0.099</td>
<td>0.103</td>
<td>0.099</td>
<td>0.097</td>
<td>0.088</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(11)</th>
<th>(12)</th>
<th>(13)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
<td>Diff-in-Diff</td>
</tr>
<tr>
<td></td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
</tr>
<tr>
<td></td>
<td>PTO Primary Class + Hazard (50 topics)</td>
<td>PTO Primary Class + Distance (25 topics)</td>
<td>PTO Primary Class + Distance (50 topics)</td>
</tr>
<tr>
<td>Dependent Variable</td>
<td>LICENSED</td>
<td>LICENSED</td>
<td>LICENSED</td>
</tr>
<tr>
<td>Age Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Citing Year Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Matched Pair Fixed Effects?</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Patent Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>2,869</td>
<td>2,962</td>
<td>2,979</td>
</tr>
<tr>
<td>Number of Patents</td>
<td>268</td>
<td>278</td>
<td>280</td>
</tr>
<tr>
<td>Adj. R-Squared</td>
<td>0.087</td>
<td>0.093</td>
<td>0.092</td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001
Estimates and 95% confidence intervals are shown for the matching procedures described in Section 2.4.1 for the regression model described by Equation (2.5).

Figure 2.8: Sensitivity of Coefficient Estimates under Different Matching Procedures
Estimates (red lines) and 95% confidence intervals (black dashed lines) are shown for the matching procedures described in Section 2.4.1 for the regression model described by Equation (2.6).

Figure 2.9: Sensitivity of Coefficient Estimates under Different Matching Procedures

2.5.2 Exclusive versus Non-Exclusive Licenses

I collected information from the Labs on which patents were exclusively licensed or non-exclusively licensed. In general, Lab technology transfer offices prefer to offer less exclusive licenses so as to increase the number of users who can access their technologies, whereas licensees prefer greater exclusivity so as to protect their right. In my sample, 49% (430 of 877 patents in the full sample) of licensed patents are exclusively licensed. Table 2.9 adds in a separate variable that interacts the LICENSED dummy with a dummy indicating whether the license was on an exclusive basis. The coefficient on the interaction term is positive and suggests a 50% increase in follow-on
innovation relative to non-exclusive licenses. However this difference is not statistically significant, indicating that this difference is not precisely estimated. Because non-exclusive licenses still typically are exclusive within their field of use or within a geographic region, this finding is not completely surprising.

In terms of mechanisms, a license agreement can cause greater follow-on innovation either through a signaling effect or a learning-by-doing effect. A non-exclusive license and exclusive license would seem to suggest an equal signal but provide greater incentives for learning-by-doing, as a firm is likely to have a greater market share under exclusive licensing. This result provides preliminary evidence that the learning-by-doing effect is greater than the signaling effect, as exclusive licensing adds approximately 50% additional citations.

Table 2.9: Exclusive versus Non-Exclusive Licenses

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functional Form</td>
<td>All Cites</td>
<td>All Cites</td>
</tr>
<tr>
<td>Matched Sample</td>
<td>OLS</td>
<td>OLS</td>
</tr>
<tr>
<td>Matched Sample Preferred matching</td>
<td>Preferred matching</td>
<td>Preferred matching</td>
</tr>
<tr>
<td>LICENSED</td>
<td>0.223 *** (0.066)</td>
<td>0.179 * (0.080)</td>
</tr>
<tr>
<td>EXCLUSIVELICENSED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Citing Year Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Matched Pair Fixed Effects?</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Patent Fixed Effects?</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>9,357</td>
<td>9,357</td>
</tr>
<tr>
<td>Number of Patents</td>
<td>808</td>
<td>808</td>
</tr>
<tr>
<td>Adj. R-Squared</td>
<td>0.093</td>
<td>0.093</td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001
2.5.3 Breadth versus Concentration of Spillovers

When follow-on innovation occurs only within a licensing firm, there is no positive externality associated with licensing. Therefore, the broad diffusion of follow-on innovation is important to understand for evaluating the impact of licensing.

Licensing grants a single firm the right to commercialize a patented invention in a field of use. One concern with the empirical findings presented in Section 2.5.1 is that the increased citation rate to licensed patents could be driven by the licensing firm repeatedly developing follow-on inventions from its licensed patent. This would suggest that while licensing leads to follow-on innovation, benefits from induced innovations would be captured by the licensing firm exclusively. To investigate this concern, I create a new dependent variable that counts citations only from patents with assignees who have not already filed a patent citing this same patent. For example, if a patent is cited five times by a single firm, I only count this as one unique citation. Table 2.10 presents results from regressions with this modified dependent variable. Model (1) replicates Model (5) from Table 2.6 for comparison. Model (2) uses the dependent variable of only citations from first-time citers. This model estimates a positive and significant difference-in-difference coefficient, showing that knowledge diffusion from licensing does occur beyond just the licensing firm.

Comparing the magnitudes of the coefficients in Model (1) to Model (2) in Table 2.10 reveals that citations are still concentrated in assignees to a degree. Although I am not able to observe which citing assignees are the licensees, the most conservative interpretation would be to assume that all citations from repeated assignees could be from the licensee. Therefore, comparing these coefficients suggests that at least 76%
(0.169 / 0.223) of the estimated effect in Model (1) is driven by citations from assignees other than the licensing firm.

Table 2.10: Concentration of Diffusion

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Variable</td>
<td>All Cites</td>
</tr>
<tr>
<td>Functional Form</td>
<td>OLS</td>
</tr>
<tr>
<td>Matched Sample</td>
<td>Preferred matching</td>
</tr>
<tr>
<td>LICENSED</td>
<td>0.223 *** (0.066)</td>
</tr>
<tr>
<td>Age Fixed Effects?</td>
<td>Yes</td>
</tr>
<tr>
<td>Citing Year Fixed Effects?</td>
<td>Yes</td>
</tr>
<tr>
<td>Matched Pair Fixed Effects?</td>
<td>No</td>
</tr>
<tr>
<td>Patent Fixed Effects?</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>9,357</td>
</tr>
<tr>
<td>Number of Patents</td>
<td>808</td>
</tr>
<tr>
<td>Adj. R-Squared</td>
<td>0.093</td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001

2.5.4 Accounting for Strategic Patenting and Signaling

Sections 2.5.1 – 2.5.3 have established that licensing increases the rate of citation to licensed patents relative to unlicensed patents of comparable age. The increased rate of citations may not necessarily suggest that knowledge is diffusing if citations are accruing to licensed patents for strategic reasons. For example, when a National Lab patent is licensed to a firm, competitor firms may take this as a signal that firms are moving in a certain technological direction. In response these firms could file defensive or “strategic” patents in the area to protect their competitive positions rather than take the information signal as a useful indicator of technological promise, as suggested by Drivas et al. (2014). Strategic patents are for defensive purposes and do not represent
actual knowledge spillovers, yet they still may drive increased citations to the licensed patent – in which case these citations would represent demarcations of prior art rather than inspiration for follow-on innovation. Previous studies have found that strategic patents are cited less often than patents that represent novel inventions (Blind et al., 2009; Harhoff et al., 2003). Therefore, to investigate the mechanisms underlying the results presented previously, I define two new independent variables. First, I create a new variable of citations that only counts citations from patents that themselves have been cited at least once. Second, I create a variable of citations that only counts citations from patents that have received at least the median annual rate of citations. This effectively drops all citation counts in the dependent variable from patents that received fewer than 0.27 citations per year.

Table 2.11 presents the results of regressions applying Equation (2.5) to three dependent variables: all citations, citations only from patents cited at least once, and citations only from patents with at least median citations per year. Model (1) in Table 2.11 again repeats Model (5) in Table 2.6. In my sample, 35% of citing patents are themselves never cited. If never-cited patents were proportionally represented as citers to all patents, then the estimate in Model (2) should be approximately 35% less than the estimate in Model (1). The estimate from Model (2) is 33% less than the estimate from Model (1), suggesting that never-cited patents cite licensed patents approximately just as often as average. A similar comparison for Models (3) and (1) can be made. By definition, 50% of citing patents are cited less than the median of 0.27 cites per year. Therefore, if above-the-median citing patents were evenly distributed, the expected coefficient in Model (3) would be half of the coefficient in Model (1). Table 2.7 shows that the coefficient in Model (6) is indeed 50% smaller than the coefficient in Model (1). Taken
together, these results provide evidence that the additional citations to licensed patents due to having been licensed are from patents that are representative of average citing patents and do not tend to be less often cited themselves. Given that strategic patents are cited less often, this provides evidence against a strong strategic patenting effect.

Table 2.11: Accounting for Strategic Patenting

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent Variable</strong></td>
<td>All Cites</td>
<td>Cites from Non-Zero Cited Patents</td>
<td>Cites from Median Cited Patents</td>
</tr>
<tr>
<td><strong>Functional Form</strong></td>
<td>OLS</td>
<td>OLS</td>
<td>OLS</td>
</tr>
<tr>
<td><strong>Matched Sample</strong></td>
<td>Preferred matching</td>
<td>Preferred matching</td>
<td>Preferred matching</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LICENSED</th>
<th>0.223 ***</th>
<th>0.150 ***</th>
<th>0.111 **</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.066)</td>
<td>(0.044)</td>
<td>(0.036)</td>
</tr>
<tr>
<td><strong>Age Fixed Effects?</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Citing Year Fixed Effects?</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Matched Pair Fixed Effects?</strong></td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><strong>Patent Fixed Effects?</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>9,357</td>
<td>9,357</td>
<td>9,357</td>
</tr>
<tr>
<td><strong>Number of Patents</strong></td>
<td>808</td>
<td>808</td>
<td>808</td>
</tr>
<tr>
<td><strong>Adj. R-Squared</strong></td>
<td>0.093</td>
<td>0.101</td>
<td>0.081</td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001

2.6 Discussion and Conclusion

Public innovation policy is oriented toward enhancing basic scientific understanding and developing fundamental inventions without immediate commercial application. Yet public R&D has led to new technologies, such as the Internet, GPS, and radar, which have dramatically altered the economy and improved well-being. While initial investment in these inventions relied on public support, development of the majority of these inventions into the products and processes that made these inventions revolutionary required large private investment.
Beginning with the Stevenson-Wydler and Bayh-Dole Acts of 1980, national policy reforms over the past 30 years have greatly increased the intellectual property protection surrounding publicly sponsored inventions, decreasing public access to utilizing these technologies. Yet despite this decreased access, the diffusion of technological knowledge created by public R&D funding has not similarly decreased.

In this chapter, I have shown that in the context of five U.S. National Labs, technology transfer agreements that license patents to private firms have increased the rate of spillovers from publicly sponsored inventions. This empirical finding, corroborated through a variety of statistical methods to account for unobserved heterogeneity and selection bias, provides new evidence for the role of intellectual property protection in increasing the benefits to publicly funded R&D. By making technological knowledge appropriable, patenting allows public institutions to transfer the right to utilize a public invention for the purpose of commercializing the technology in the “market for ideas” (Gans and Stern, 2010). In this chapter, I find evidence that the incentives to commercialize a licensed technology lead to a net positive change in follow-on invention and that this effect is driven not just by the licensing firm, but by invention in firms that did not have access to the licensed technology. Instead these firms may either learn useful information about licensed government patents or may have still gained experience with downstream products and processes resulting from commercialization. This implies that at least for the case of publicly sponsored inventions, the spillover effects of licensing a patent cannot be fully appropriated by the licensing firm.

This research is also provides an important improvement on existing approaches to evaluating technology transfer, which have often relied on short-term and easy-to-
measure metrics. Recent policy evaluation initiatives have called for improved measurement of technology transfer efforts (Stepp et al., 2013; The White House, 2014, 2011; U.S. Government Accountability Office, 2009), and the focus of this chapter on measuring the social impacts of technology transfer through its effect on follow-on innovation would be a useful contribution to this discussion.

Methodologically, the matching algorithms presented in this chapter could be usefully extended to study other problems in the innovation literature. In this work, I have focused on patent abstracts to find comparable patents, but future work could apply text classification to the claims within patents to understand which patents draw on more diverse prior art or establish new technologies that are cross-disciplinary. This would be a particularly useful extension of this mixed-membership model.

Clearly, not all innovations (and not even all important innovations) are captured by patents. While the results presented in this chapter apply to patented inventions, the recurrent problems associated with drawing inferences about innovation more broadly from patent data persist. However, the context for this work is over transactions in the market for innovations, and these markets rely on patents heavily to develop contractible assets. Therefore, the conclusions of this work do have important implications for understanding the general dynamics of innovation and knowledge diffusion.

Licensing a technology to a private firm requires IP protection. In this chapter, I show that licensing an already patented invention increases the rate of knowledge diffusion. The magnitude of the effect I estimate can be usefully compared to other research that has studied the effect of patenting on knowledge diffusion. Such comparisons can provide insight on whether patenting and licensing considered together
positively or negatively effects knowledge diffusion relative to putting a publicly
discovered invention into the public domain. Galasso and Schankerman (2013) estimate
that removing patent protection on highly valuable patents increases the citation rate to
these patents by 50%\(^25\). The estimates I present in this chapter would suggest that
licensing cuts the effect of patenting on knowledge diffusion impediment by more than
half. This suggests that for the sole objective of increasing knowledge diffusion, patented
inventions should be licensed but unpatented inventions should not be patented because
diffusion effects are even higher for inventions in the public domain. However, from the
perspective of maximizing the net social benefit of public R&D over time, policy must
assess the tradeoff between developing discovered inventions for use in the short-run
through greater IP protection with greater knowledge diffusion to create new inventions
in the long-run. At the margin, technology transfer is a win-win policy as it both drives
private investment into developing technologies in the short-run and also increases the
rate of follow-on innovation for the long-run.
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Chapter 3

Financing Wind Energy Deployment in China through the Clean Development Mechanism

In this chapter we study the Kyoto Protocol’s Clean Development Mechanism (CDM) using data on all Chinese wind energy projects constructed through the end of 2012. First, we present the first systematic evidence on the pervasiveness of the CDM in the Chinese wind sector. We find that 80% of projects from 2007-2012 received financing through the CDM. As a project-based offsetting mechanism, CDM projects must establish their additionality – that they would not have been constructed without the financial support from the Mechanism – and although additionality claims are verified by a third-party auditing board, calculations depend on several untestable assumptions, such as the expected wind resource quality. In this chapter, we evaluate the claims of

26 Co-authored with Joern Huenteler.
additionality of projects funded by the CDM by calculating the internal rate of return for every project that did and did not receive CDM financing utilizing a state-of-the-art methodology for estimating the distribution of wind speeds at a fine geographic granularity. We find no evidence that CDM projects were any less financially viable than those projects not financed through the CDM, which are non-additional by definition. These results imply that the Chinese wind projects financed through the CDM would have been built in the absence of the CDM, and that the credits generated in this sector, amounting to 3 years of emissions reductions in the European Union Emissions Trading Scheme, did not represent actual emissions reductions.

3.1 Introduction

Anthropogenic climate change is a global commons problem, making international cooperation necessary to significantly mitigate its impacts. Two key features of climate change underpin the necessity of international cooperation: the global mixing of greenhouse gases (GHGs) in the atmosphere and the wide variation in the costs of mitigation opportunities across countries. (IPCC, 2014) These features imply that cost-effective climate change mitigation, which requires equating marginal costs of emissions abatement across all jurisdictions, will mobilize mitigation opportunities wherever they are most affordable. However, the political feasibility of a global policy architecture that directly covers the lowest-cost mitigation opportunities is limited, as these low-cost opportunities are likely to be in the developing countries that bear the least historic responsibility for the accumulated GHGs in the atmosphere. With this motivation, international offsets are seen as a path forward to increase the cost-effectiveness of climate change mitigation while maintaining politically feasible distributional outcomes. International offsets and other flexibility mechanisms can achieve this by geographically
splitting which countries bear the costs of mitigation from which countries actually host mitigation efforts.

The most significant international offset scheme to date has been the Kyoto Protocol’s Clean Development Mechanism. Under the CDM, countries with legally binding emission reduction targets under the Kyoto Protocol could meet their targets in part by financing mitigation projects in countries without emission targets. In principle, the CDM enhanced the cost effectiveness and the political feasibility of the Kyoto Protocol by expanding the pool of mitigation opportunities (thus lowering costs), and by creating institutional support for North-South financial transfers. However, the effect of the CDM on the Kyoto Protocol’s environmental effectiveness has been called into question due to concerns that credited emission reductions under the CDM were not actually associated with the level of mitigation claimed.

3.1.1 Offsets in Theory

Pollution offsets are credits representing a unit of emissions reduction by an activity outside of a policy’s coverage (either outside of the policy’s geographic jurisdiction or beyond the policy’s covered emission sources). Most prominently, pollution offsets have been implemented as a complimentary policy design feature of quantity based climate policies, such as cap-and-trade schemes.

Offset schemes, such as the CDM, function by creating a pool of alternative credits, referred to as “Certified Emission Reductions” (CERs)\(^\text{27}\), which can substitute for mitigation activities of the policy’s covered sources. In a domestic cap and trade scheme, purchased CERs from an approved international or domestic offset scheme can be

\(^{27}\) One CER corresponds to one ton of CO\(_2\)-equivalent in emission reductions.
submitted in lieu of the cap and trade scheme’s emission permits. Offset schemes are beneficial for their effect on economic performance and institutional feasibility: they lower aggregate costs of compliance by increasing the supply of mitigation opportunities and they can facilitate the linkage between national climate policies (Ranson and Stavins, 2015). In principle, because of the substitutability enabled by offset schemes for CERs to take the place of domestic pollution reductions, greater utilization of CERs directly implies higher emissions from the sources covered by a domestic policy. With globally mixing pollutants, such as CO\textsubscript{2} and other GHGs, geographic shifting of emission sources and mitigation activities is of little environmental consequence. However, at a fundamental level, whether offset credits represent equivalent emission reductions to the credits that they substitute for cannot be shown incontrovertibly.

Offset credits only represent the real emission reductions they purport to if the credited activity would not have occurred in the absence of the financial transfers associated with the generation of CERs. A version of the world without the transfers of an offset scheme cannot be directly compared to the real world that has an offset scheme, and therefore, whether or not the credited activity was induced by the offset scheme or whether the activity would have happened otherwise, must rely on untestable assumptions about these two worlds. In other words, the environmental integrity of CERs (and therefore an entire offset scheme) depends on whether or not the offsetting project caused emissions to decrease. The concept of whether or not an offset project would have occurred only with the offset scheme in place is referred to as “additionality,” and lies at the heart of whether or not offset schemes have a negative effect on the environmental effectiveness of the climate policies they complement.
Additionality implies that emission offset projects should be credited for the difference in emissions between the emissions measured in practice and the emissions that would have occurred in the absence of the project, also known as the “baseline.” More generally, the baseline can be thought of as a counterfactual scenario for GHG emissions within a well-defined system’s boundaries. From the well-known Fundamental Problem of Causal Inference (Holland, 1986), counterfactuals are fundamentally unobservable, thereby implying that the calculation at the center of additionality assessment requires untestable assumptions about baselines. Nevertheless, statistical methods to estimate counterfactual baselines are readily available, but require data for comparable “control groups.” In this study, we utilize data from projects constructed during the same time period when the CDM was active to construct a comparable control group.

3.1.1.1 Emissions Additionality and Financial Additionality

Additionality of offsetting activities must satisfy the criterion that the emissions in the world with the offsetting activity are lower than the alternative counterfactual world where the offsetting activity did not take place. For clarity of prose, we refer to additionality in this context as “emissions additionality.” A less stringent form of additionality that is a necessary but not sufficient condition for emissions additionality is what we refer to as “financial additionality.” Under financial additionality, a project is financed only in the world with the offsetting scheme in place and not financed in the world without the offsetting scheme, but the effect of the project on emissions in the two worlds is not directly considered. If a project is financially additional, it may or may not
be emissions additional, depending on the project’s effect on emissions directly, but also on how the financing of the project affects other activities that produce emissions.\footnote{An example of a financially additional but not emissions additional project would be a renewable energy project that received finance through an offset scheme that was not financially viable without this additional finance. However, in response to the construction of this financially additional project, another project developer decided to decommission its (zero-emission) nuclear power project at a one-for-one power production rate. Thus, emissions in the scenario where the offset scheme exists and the renewable energy project is built compared to the scenario in which the offset scheme exists and the nuclear power project continues to run would have equal emissions. Similarly, instead of decommissioning the nuclear power plant, complementary infrastructure development to connect the financially additional renewable energy project to the grid may never be made, and thus the project may never generate electricity that can displace other emission-intensive sources, once again making this project financially additional but having no effect on emissions.}

Financial additionality of a project can be assessed with a simple model of an output subsidy. Figure 3.1 displays a schematic diagram of the supply and demand for projects that qualify for offset credits with and without an offset scheme. The presence of the offset scheme acts as a subsidy on the supply of projects and lowers the supply curve. Projects that are financially additional are higher up on the supply curve than projects that are not financially additional. The presence of the offset scheme’s effective subsidy on supply increases the quantity of projects by an amount equal to the number of financially additional projects. In practice, assessing financial additionality is challenging because at any point in time, only one supply curve is actually observed and actual marginal costs are typically unobservable. These two challenges manifest themselves clearly in evaluating the financial additionality of projects in practice. Because one supply curve is observed in practice, the determination of financial additionality requires an assumption about the supply curve in the counterfactual world without the offset scheme to determine what the equilibrium point on the supply curve would have been in the absence of the offset scheme. In practice, the equilibrium price in the absence of an offset scheme is referred to as a “benchmark” and is a crucial concept...
in assessing additionality in practice, a point we return to in Section 3.3. This counterfactual equilibrium point can be thought of as determining the financial threshold for assessing whether projects are additional. The second challenge, the opaqueness of marginal costs, is challenging for auditors, particularly when marginal costs rely on highly context-dependent factors (e.g. the wind resource quality for a site where a wind farm is planned).

A single demand curve and a supply curve for a world with an offset scheme and a world without scheme are shown. The offset scheme acts as a subsidy on production and shifts the supply curve downward. Projects that are financially additional have higher marginal costs than non-additional projects, but determining financial additionality in practice is challenging because only one supply curve is observed in practice and marginal costs are typically unobserved.

**Figure 3.1: The Supply and Demand for Projects that Qualify for an Offset Scheme**

If a project is financially additional, it may also be emissions additional if the financing of the project also leads to emissions reductions. The assessment of emissions additionality in practice requires assumptions that necessarily vary from project to
project, depending not just on the characteristics of projects themselves but also on the broader context of the projects. Accounting for this broader context is essential in estimating the environmental effectiveness of an offset project because this context informs what other projects might have been constructed in the absence of the project in question. However, accurately modeling a project and its broader context can substantially increase the transactional costs of offset project development.

3.1.1.2 Environmental Integrity and Transactions Costs

Transactions costs associating with verifying offset schemes are increased by challenges of accurately evaluating financial additionality in the absence of reliable cost information and by the observation of supply only in the observed world (and not the counterfactual world without an offset scheme). Together, this sets up a fundamental tradeoff in the design of an offset crediting scheme: offset projects can increase the aggregate cost effectiveness of climate policy by opening the possibility for low-cost mitigation opportunities, but to ensure the environmental integrity of offset projects requires thorough assessment of financial and emissions additionality, increasing transactions costs and lowering the cost effectiveness benefits offsetting schemes might otherwise confer.

This tradeoff is illustrated well by the comparison of project-based offsetting schemes, such as the CDM, and sectoral offsetting schemes, such as those proposed by the European Union for the post-2020 period (UNFCCC, 2012a). Project-based offsetting schemes require every offsetting investment to establish its own financial and emissions additionality, raising transactions costs. In the CDM, while methodologies to facilitate the demonstration of additionality have proliferated, transactions costs remain high (Michaelowa, 2012; Michaelowa et al., 2003). In many cases, financial additionality is
deemed as a sufficient condition for emissions additionality. This is the case for the sector we study, renewable energy. Large-scale projects, including solar photovoltaic technologies, solar thermal electricity generation, off-shore wind technologies, marine wave technologies and marine tidal technologies can follow a “simplified procedure to demonstrate additionality” (UNFCCC, 2014, 2012b). According to the simplified procedure, projects have to demonstrate that (1) the proposed CDM project activity is unlikely to be “financially attractive” (defined by a benchmark) and that (2) there are essential distinctions between the proposed CDM project activity and similar activities that can “reasonably be explained.”

In contrast, sectoral offsetting schemes provide a uniform set of criteria for an entire national sector and offer discounted credits for each project with the assumption that a fraction of projects are not individually additional. The uniform criterion for the sector lowers transactions costs while crediting some projects that are not additional.

The large majority of offset schemes implemented in practice, including the CDM, have been project-based. This choice has been made under the implicit assumption that project-based design of offset schemes is necessary to achieve an acceptable level of additionality, and that the associated higher transactions costs of project-based offset certification and verification are a necessary cost. In other words, high transactions costs are a concession necessary to achieve additionality and therefore the environmental integrity of the original policy.

The conceptual tradeoff between greater environmental integrity of offsets and increasing transactions costs is displayed graphically in Figure 3.2. This tradeoff is essential in prospectively understanding alternative design choices of offset schemes. However, it is also important to understand how existing offset programs have
performed on these dimensions ex-post. In Section 3.3, we present an analysis that accomplishes exactly this for the environmental effectiveness dimension of one of the largest national sectors of the CDM, the Chinese wind sector. In Section 3.3.5, we will revisit how our assessment of the CDM in the Chinese wind sector can inform future policy design of offsetting schemes in light of the tradeoff between environmental effectiveness (a function of additionality) and cost effectiveness (a function of transactions costs, given the available mitigation opportunities).

![Transaction Costs vs. Environmental Integrity](image)

The conceptual tradeoff between lower transactions costs and higher environmental integrity is primarily due to the analytical complexity of accurately estimating baseline emission scenarios that account for the context that a project is embedded in. The figure makes the implicit assumption that there are decreasing marginal returns in environmental effectiveness from greater transactions costs (implying that further additionality oversight is less productive as a given level of environmental integrity is already ensured). Optimal offset schemes exist on the frontier depicted in the figure, but in practice may lie to the left of the curve, for example because of institutional constraints.

**Figure 3.2: Transaction Costs and Environmental Integrity in Offset Schemes**

### 3.1.2 Offsets in Practice: The Clean Development Mechanism

International offsets were a key design feature of the 1997 Kyoto Protocol, a legally binding treaty under the United Nations Framework Convention on Climate Change
The Kyoto Protocol implemented legally binding pollution targets for largely rich, industrialized countries (Annex B parties) and did not implement binding targets for all other countries. Under the Kyoto Protocol, flexible mechanisms complemented the legally binding emission targets, allowing countries with targets to meet their targets by trading emission permits among themselves, financing additional mitigation projects within countries with obligations (Joint Implementation), or by financing additional mitigation projects in non-Annex B countries (CDM).

As of October 2013, 1.4 billion tons of CO$_2$-equivalent in emission permits were created through the CDM. This is equivalent to over two years of global growth in energy-related CO$_2$ emissions (using the average rate of change for 2000 – 2012) (IEA, 2014). While CDM projects are eligible in virtually all Annex B countries, in practice, CDM projects have been heavily geographically concentrated, as shown in Figure 3.3.

Within China, CDM projects have been concentrated in a small number of sectors. Projects to destroy hydrofluorocarbon gases (HFCs) and other potent industrial gases, are projected to receive 15% of total Chinese CERs and have attracted significant scrutiny for their alleged manipulation of baselines (The Economist, 2010). Renewable energy in the form of hydroelectric and wind energy is expected to receive 55% of Chinese CERs, roughly evenly split between hydroelectric projects (30% of total) and wind energy projects (25% of total). In this chapter, we focus on the 25% of Chinese CERs to be credited to wind energy projects. The distribution of Chinese CDM projects weighted by expected CERs is shown in Figure 3.4.
China has hosted 59.02% of all CDM projects, weighted by number of carbon credits issued, more than all other countries combined. Outside of China, India, and Latin America, the rest of the world (ROW) has received 15.39% of the CDM’s total carbon credits. As there is a global market for carbon credits, the geographic distribution of issued carbon credits stratified by host country closely mirrors the below distribution of CDM investment.

**Figure 3.3: Geographic Distribution of Investment in CDM Projects**

China’s wind sector has benefited significantly from international climate finance through the CDM. And as a result, the case of China’s wind sector is often used as a reference to inform the design of offsetting mechanisms and international climate policy more broadly (He and Morse, 2010; Lema and Lema, 2013; Lewis, 2010a; Tang and Popp, 2014).

Beyond the Chinese wind energy sector’s importance in its own right as the largest national wind sector in the world, this sector also makes for an interesting context for assessment of additionality because while CDM activity occurred, wind energy was developed simultaneously without support of the CDM, creating a relevant control group of projects. Further, unlike HFC and hydroelectric CDM projects in which CERs are
credited to a very small number of large projects, there are nearly 1,500 approved Chinese wind projects financed by the CDM. The role of the CDM in the context of the Chinese wind sector is explored in Section 3.2 and additionality of these projects is assessed in Section 3.3.

The distribution of Chinese CDM projects by project class weighted by cumulative CERs projected to accrue by 2030. Destruction of hydrofluorocarbon gases (HFCs) is the largest class of Chinese CDM projects, followed by hydroelectric power, wind power, nitrous oxide (N\textsubscript{2}O) emission reduction, energy efficiency, switching away from fossil fuels to other fuels, and capture of methane released from coal beds. (IGES, 2015a)

**Figure 3.4: Distribution of Chinese CDM Projects by Project Class**

### 3.1.3 The Chinese Wind Sector

Climate policy in China and the Chinese wind sector have several distinct characteristics that make its study important in and of itself. First, China is currently the world's largest national emitter of GHGs, making efforts to reduce Chinese GHG emissions of global policy relevance. With overtures and examples of several national and sub-national climate policies, China seems poised to expand its GHG mitigation efforts, and renewable energy and offset schemes are likely to play an expanded role moving forward. Second, the Chinese wind sector has experienced exponential growth,
and is now the world’s largest national wind sector by installed capacity, with 115 GW of installed capacity at the end of 2014 (NEA, 2015), equivalent to approximately 20% of the world’s total installed wind capacity, as shown in Figure 3.5. While becoming the world’s largest wind sector, China has also developed a viable domestic industry in turbine manufacturing and wind power services and is now beginning to export turbines to other developing countries (Lewis, 2013).

This rapid growth in the Chinese wind sector was facilitated by several targeted policies, beginning with the Sixth Five-Year Plan in 1981-1985 (Shi, 2003). Through the mid-1990s, Chinese policies were targeted towards small domestically produced turbines and a small number of imported turbine models from Denmark. By 1994, these efforts amounted to approximately 10 megawatts (MW) of installed capacity, equivalent to the capacity of four modern turbines, which can routinely surpass 2.5 MW in capacity. A landmark regulation was adopted in 1994 by the Chinese Ministry of Power, which required electric grid operators to compensate wind power producers with a price of electricity that allowed them to generate a “reasonable profit.” Further policies and measures were adopted the late-1990s and early-2000’s, including preferential loan schemes (in 1995, 1999, and 2000), national installation targets (in 1996, 1997, and 2001), and support schemes for wind turbine science, technology, and manufacturing (in 1995, 1996, 1997, and 2001). A full list of Chinese policies to facilitate the development of the domestic wind energy sector are described in Appendix C.2 (see also Lewis (2013) and Gosens and Lu (2013)).

Several additional policies from 2003 onward led to even more rapid wind energy development. A new electricity pricing policy in 2003 changed the tendering scheme for large wind parks, tariffs were reformed for all wind projects in 2006, 2008, and 2009, the
national Renewable Energy Law was adopted in 2005, Chinese wind projects became eligible for CDM project finance following the Kyoto Protocol’s ratification in 2005, and national installation targets were revised upward again in 2006, 2008, and 2009. From 2004 – 2013, a span of nine years, the domestic Chinese wind market grew by 12,800%, equivalent to doubling seven times. Figure 3.5 shows the growth of the Chinese wind market relative to the growth of domestic industries in other counties. Figure 3.6 displays how this growth was distributed across the provinces of China. Importantly for our analysis in Section 3.3, there was no systematic difference in the application of these policies and programs for projects that participated in the CDM and those that did not.

![Figure 3.5: Cumulative Installed Capacity of Wind Power by Country](image-url)

Time series of installed wind capacity for 2003 – 2012. Since 2010, China has had the largest installed capacity of wind power, although the United States currently generates more electricity from wind than China.
Spatial distribution of Chinese wind farms by province shown by provincial land area and share of population. The area of the bubbles represents the province’s total installed capacity as of 2012.

**Figure 3.6: Spatial Distribution of Chinese Wind Farms by Province**

The rest of this chapter proceeds as follows. In Section 3.2, we investigate the role of the CDM in facilitating the growth of the Chinese wind sector. In this section, we create the first project-level distinction of CDM projects and non-CDM projects. Prior literature has only examined these two populations of projects in aggregate or individually and has not taken the additional step of matching databases on the universe of Chinese wind projects and databases on the universe of CDM projects. Our distinction allows us to directly investigate the role of the CDM on the projects that received the CDM relative to those projects that did not participate in the CDM. In Section 3.3, we use this project-level matching to assess the claims of additionality of the CDM projects. By definition, projects not supported by the CDM are non-additional, so we can construct careful comparisons of CDM and non-CDM projects to empirically assess the similarity of these.
two classes of projects to shed light on counterfactual development in the absence of the CDM.

### 3.2 The Role of the CDM in Financing Wind Energy in China

#### 3.2.1 Introduction

China’s wind power sector is one of the often-cited success stories of low-carbon energy development in emerging economies (Dai and Xue, 2015; Lewis, 2013). However, there remains considerable uncertainty about the exact role played by the CDM and the large amount of international climate finance that flowed to the sector during the period of rapid expansion.

First and foremost, it is unclear what share of China’s wind investments received financial support through the CDM. Estimates in the literature of this share range from 32% (He and Morse, 2013) to almost 88% (Stua, 2013). With such a wide range of estimates, it is difficult to assess how fast China’s wind sector would have developed without support from the CDM. Second, it remains unclear how important the prospective revenue from offset credits was for getting the projects financed. And third, we know only little about the impact of the CDM on technology choices by investors and technology development more broadly in China’s wind turbine industry (Lema and Lema, 2013). Therefore, it is difficult to assess the importance of the CDM in comparison to domestic policy support implemented by the Chinese government. This uncertainty is unfortunate, because a better understanding of the drivers of investment in low-carbon energy in emerging economies is highly relevant for the ongoing debate on the design of the future international climate policy regime, which is likely to have a major technology component, leading up to the envisioned agreement in Paris in December 2015.
This section aims to address this gap by identifying the role of the CDM in attracting investment in China’s wind sector. How much of China’s wind capacity has been registered to receive offset credits under the CDM? What was the total volume of attracted investment? What was the projected inflow of carbon revenues to the projects that participated in the CDM, and how much revenue has actually been collected so far? And do the projects that received CDM funding use more advanced technology than those that did not?

Our analysis contributes to the political and academic debate on the CDM in two ways. First, our analysis allows us to evaluate the relative importance of domestic and international climate finance in the development of the Chinese wind sector. This helps put in context the lessons drawn for domestic and international climate policy from previous studies of China’s wind sector, and, more broadly, has implications for the debate on the future role of offsetting in addressing climate change. Second, our analysis allows us to evaluate the impact of the CDM – in particular its impact on the regional distribution of wind power investments and its impact on technology choice. This contributes to the literature on technology spillovers and international technology transfer. Finally, the analysis in this section allows us to evaluate the environmental effectiveness of the Kyoto Protocol, an analytic effort we pursue in Section 3.3.

The remainder of the section is organized as follows. We first introduce the empirical strategy, data, and methodology in the context of the prior literature in Section 3.2.2. Section 3.2.3 presents our results. Section 3.2.4 discusses the findings, before Section 3.2.5 synthesizes our contributions and the limitations of our analysis.
3.2.2 Estimating the Share of CDM Projects in China’s Wind Sector

At first glance, the disagreement in the literature about the role of the CDM in China’s wind sector might seem surprising. Statistics on total wind installations in China are available from a number of government agencies and industry associations (CREIA, 2014; CREIA et al., 2014; NBS, 2013). And data on each Chinese wind project that receives financial support through the CDM, including size, location, technology, capital investment and investors, is collected by the Secretariat of the United Nations Framework Convention on Climate Change (UNFCCC) and compiled by several institutions (IGES, 2015a, 2015b; UNEP Risoe Center, 2013).

However, integrating and comparing the two data sources is difficult. Chinese official statistics are only consistent for actual installations, not planned projects, while the UNFCCC statistics are consistent only for planned projects, not actual installations. In particular, while the UNFCCC data contains a clear timeline for each project from the start of the planning phase to the end of the project lifetime, it does not keep track of when projects are actually installed. It only indicates when projects plan to start generating credits, not when they actual do.\textsuperscript{29}

Since some projects may be developed faster than scheduled and others face delays in permitting or construction, using the UNFCCC database to estimate wind power installations under the CDM – as done by several studies (Lewis, 2010a; Stua, 2013; Tang and Popp, 2014) – yields only rough estimates of how many wind projects received CDM support and how many were built outside the CDM. He and Morse (2013) estimate

\textsuperscript{29} Actual operation is only registered when the first monitoring report is submitted, which may be several years after installation. The monitoring reports contain externally verified information on power generation of CDM wind projects and provide the basis for CER issuance.
that about 32% of Chinese wind investments in 2003-2009 received CDM support. This implies that about 17.3 GW of projects were built outside of the CDM in that period. Stua (2013), on the other hand, concludes that about 88% of the 75.56 GW installed by the end of 2012 received credits under the CDM, which would mean that only about 8.6 GW were realized outside the CDM in 2003-2012. Other studies, including by Tang and Popp (2014), who estimate the CDM share at 75% in 2003-2009, Lewis (2010a) (41% in 2003-2008) and Zhang and Wang (2011) (45% in 2005-2008) lie somewhere in between these two extremes. The wide range of estimates, summarized in Table 3.1, poses a significant challenge to research aiming to assess the role of the CDM in the development of the Chinese wind sector.

Table 3.1: Estimates of the Share of Chinese Wind Projects that Received CDM

<table>
<thead>
<tr>
<th>Study</th>
<th>Time period</th>
<th>Total capacity installations in period*</th>
<th>CDM Share</th>
<th>Capacity in CDM</th>
<th>Capacity outside CDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>He and Morse (2013)</td>
<td>2003-2009</td>
<td>25.25 GW</td>
<td>32%</td>
<td>8.11 GW</td>
<td>17.23 GW</td>
</tr>
<tr>
<td>Lewis (2010)</td>
<td>2003-2008</td>
<td>11.47 GW</td>
<td>41%</td>
<td>6.86 GW</td>
<td>4.69 GW</td>
</tr>
<tr>
<td>Zhang and Wang (2011)</td>
<td>2005-2008</td>
<td>10.75 GW</td>
<td>45%</td>
<td>7.18 GW</td>
<td>4.84 GW</td>
</tr>
<tr>
<td>Stua (2013)</td>
<td>Until 2012</td>
<td>75.33 GW</td>
<td>88%</td>
<td>66.29 GW</td>
<td>9.04 GW</td>
</tr>
</tbody>
</table>

Our study resolves this uncertainty by individually matching data on CDM and non-CDM projects. We do so by matching two separate, project-level databases, one on

---

30 The absolute capacity data listed in the table were derived by applying percentage estimates to capacity data provided by Chinese Renewable Energy Industry Association (CREIA et al., 2014) for reasons of consistency and may therefore differ slightly from absolute numbers cited in individual studies.
Chinese CDM wind projects and one on all Chinese wind projects. The comparison of the two matched databases allows us to identify which projects received CDM funding and which did not, and to compare the characteristics of the two populations of projects. In contrast to previous, sector-level studies, the richness of project-level data allows to draw novel and much more rigorous conclusions on the role of the CDM in the development of China’s wind sector.

3.2.2.1 Data

Our analysis is based on three main databases. First, we obtained, cleaned, and augmented a proprietary project-level database on Chinese wind installations (Huaxia, 2013) (from here on referred to as “full-sector database”). The database contains information on each batch of turbines (identified by a unique turbine model; e.g., “33 1.5MW Goldwind turbines”) installed in China at the end of 2012, including the name of the wind farm (in Chinese), the turbine owner, the turbine model and the installation date. In total, the database contains 2,246 batches of turbines with 80.474 GW of capacity. We cleaned the names of turbine models and owners (e.g., by combining subsidiaries and parent companies) and added approximate project coordinates based on the project name (which typically contains the township or village name).

Second, we compiled a database of all wind projects in China that were registered with the CDM as of January 2014 (henceforth referred to as the “CDM database”). The

31 The database does not contain information on decommissioned turbines, but a comparison with project-level data from 2002 (Shi, 2003) indicates that the number of decommissioned turbines is very low (99.3% of the turbines installed in 2002 were still online at the end of 2012).

32 The installed capacity according to Huaxia’s methodology is 6.8% higher than data by the Chinese Renewable Energy Industry Association (CREIA, 2014) because it applies a more “generous” definition to the installation date: i.e., turbines are included earlier than in the CREIA data. The installed capacity at the end of 2011 is the same in the two databases (62.4 GW), which indicates that the commissioning dates are adjusted ex-post.
publicly available CDM databases (IGES, 2015a, 2015b; UNEP Risoe Center, 2013) contain information on project timeline, projected CER and power generation, as well as financial information (e.g., investment cost, power tariffs, CER-price assumptions, etc.), which we cleaned and consolidated. To this, we added data on installed turbine models, project owner information, and project coordinate data, which we extracted from the individual Project Design Documents (PDDs). The final CDM database contains 2,051 batches of turbines (1,494 CDM projects with up to 7 batches each and a total of 82.798 GW.

Third, we consolidated and augmented the information on wind turbine models in the two database discussed above using a database on wind turbine models employed in China (Huaxia, 2011). The resulting turbine database contains information on turbine size, the source of the technology (e.g., import, license, local development) and the type of company (e.g., foreign manufacturer, local subsidiary of foreign manufacturer, joint venture, domestic manufacturer, etc.) for 424 unique turbine models (identified by turbine size in kW and manufacturer), allowing us to assess the influence of the CDM on technology choice and technology sourcing. The three categories of technology sourcing used in this chapter, hardware import, locally owned IP, and locally developed IP are defined in Table 3.2.

---

33 The PDDs are available on the UNFCCC website: https://cdm.unfccc.int/Projects/projsearch.html.
Table 3.2: Technology Transfer Classifications

<table>
<thead>
<tr>
<th>Mode</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardware import</td>
<td>We define “hardware import” as cases where wind turbines were directly imported from abroad. In case a multinational company established a manufacturing subsidiary in China, only turbines supplied before the establishment of its local subsidiary are defined as imported hardware.</td>
</tr>
<tr>
<td>Locally owned IP</td>
<td>A turbine manufactured by a locally owned company that has acquired IP (e.g., by ordering a turbine design from an engineering design company) or has developed its own IP (see below). Turbine licenses were excluded from this definition for the purpose of this analysis. Also, for practical purposes, joint ventures with foreign companies are excluded from this definition independent of majority ownership in this chapter.</td>
</tr>
<tr>
<td>Locally developed IP</td>
<td>A turbine manufactured by a locally owned company with its own innovation and proprietary technology design. Imported components may be used in the manufacturing process. But it is considered a local technology as long as the technology design originates in a local company, with or without local technology transfer.</td>
</tr>
</tbody>
</table>

3.2.2.2 Database Matching

To make the two datasets comparable, we manually matched the projects in the CDM database with the projects in the full-sector database. Our matching procedure followed a four-step process. First, we generated a set of candidate matches that (i) utilized the same turbine model and (ii) were installed in the same province. We then identified matches using additional information on the size, name, project owner, and exact location (township or village) of the wind farm. This step was repeated several times after eliminating identified matches from the pool of candidates and rerunning the matching algorithm. Second, we tested for false positives by automatically identifying projects that have (a) a distance of more than 50 km or (b) an installation date in the full-sector database that does not fall in between the “starting date of the CDM project activity” and the “starting date of the crediting period” in the CDM database. We manually checked all UNFCCC project documents of the remaining unmatched projects.

---

34 In some cases, a project in either of the two databases had to be split into multiple batches when all other indicators suggested a match but the total size of the wind farm did not match (e.g., 33 1.5 MW turbines in database A, 30 1.5 MW turbines in database B).
CDM projects for additional information on project location, timeline, and project ownership, and compared this information to all candidates in the same province in the full-sector database. In most cases, we were able to resolve matching conflicts through this additional research, e.g., because information in the publicly available CDM databases did not correspond to the project documents, the turbine model had been changed in later stages of the project cycle, or because coordinate data obtained from the PDDs was incorrect. Third, we tested for false positives by checking which of the CDM projects for which we had not found a match in the full-sector database had submitted monitoring reports to the UNFCCC by November 2014 (indicating that they had been built). Here, too, we were able to resolve most conflicts.

The remaining false-negatives error can be estimated at 4%, based on the ratio of the number of CERs issued to all Chinese wind projects (122.6 million CERs) to the number of CERs issued to the matched projects (117.7 million) according to UNFCCC data (IGES, 2015a).

Overall, we matched 78% of the CDM projects in capacity terms and 80% of the full-sector projects. The final, integrated database contains 1,586 matched batches. 565 CDM batches remain unmatched. 256 have a starting date before the end of 2012, which suggests that their implementation has been delayed until after 2012 (the other 409 have a starting date after 2012, the end of the full-sector database). 660 full-sector batches do not have a matching CDM project (562 of which were installed since 2003).

3.2.3 Results

We present four sets of results. First, we show aggregate statistics for the two databases, including the share of Chinese wind projects that received CDM funding. Second, we make use of the financial data in the CDM project documentation to estimate
the financial impact of the CDM on the Chinese wind sector, including the attracted capital investment and the revenues from CER sales. Third, we show a comparison of turbine model choices in CDM and non-CDM projects to illustrate the CDM’s impact on technology choice and technology sourcing. And fourth, we show data for the geographical proximity of investments to previous projects to illustrate whether or not the CDM incentivized investments in new and potentially more risky areas.

3.2.3.1 Capital Investment under the CDM

Our results indicate that the CDM provided financial support for a large majority of wind projects installed in China. Figure 3.7 shows capacity additions inside and outside the CDM in 2003, the year of the first CDM installation in China, through 2012. Over this time period, a total of 64.01 GW was installed under the CDM, corresponding to 79.96% of total installations in 2003-2012 and 79.50% of total cumulative installations since 1989. These numbers are close to the highest estimate in the literature (Stua, 2013). The annual share of CDM projects was lowest in 2003 (21%), when projects could apply for the CDM but the CDM had not gone into full effect, and highest in 2007 (92%). Our result for 2006-2010 are higher than almost all other annual estimates provided in the literature (Lewis, 2010a; Tang and Popp, 2014).
The capital investment attracted for Chinese wind CDM projects in the decade 2003-2012 was substantial. Figure 3.8 shows annual capital investment flows as documented in the project design and validation documents (IGES, 2015b). Total investment was $82.21 billion, with annual flows exceeding $5 billion every year since 2008. Average investment per kW of rated turbine capacity increased over time from below $1,152 per kW in 2004 to $1,300 per kW in 2010.

---

35 In 116 cases no investment cost data was available in the IGES (IGES, 2015b) database. In these cases we interpolated capital investment using year, province, turbine size, and turbine manufacturer as determinants.

36 This wind-farm cost increase is similar to trends observed in the United States, where increases have been linked, in part, to increasing turbine complexity and commodity prices (Bolinger and Wiser, 2012). In the Chinese case, the price increase may also be related to the exploitation of increasingly remote wind resources in the Northwestern and Northeastern provinces.
However, our results also show that projects totaling 16.503 GW, corresponding to about $21.17 billion of investment, were realized in China without the prospect of revenues from the CDM\textsuperscript{37}.

![Figure 3.8: Capital Investment under the CDM in the Chinese Wind Sector](image)

Capital investment and revenues are shown for 2003 – 2013 in nominal terms.

**Figure 3.8: Capital Investment under the CDM in the Chinese Wind Sector**

### 3.2.3.2 Revenues from the CDM

The size of capital investment under the CDM displayed in Figure 3.8 is in stark contrast to the relatively small flow of revenues from offset credit sales to Chinese wind projects since 2003. On the one hand, the projected revenues from offset credit sales are large in absolute terms but small compared to revenues from electricity sales by the projects. On the other hand, actual CER generation has so far fallen far short of projected CER generation.

Subpanel (a) of Figure 3.9 shows projected emission reductions in tons of CO\textsubscript{2}-equivalent – equal to the projected generation of CDM offset credits, or CERs – by the

\textsuperscript{37} The investment cost per project were approximated from the CDM investment data based on the following characteristics: province, year, turbine model, and turbine manufacturer.
matched CDM batches over their project lifetime (CDM projects can generate CERs for a maximum of 3 crediting periods of 7 years each, i.e., for up to 21 years). At its peak between 2014 and 2021, the 1,586 projects were expected to generate 133 million CERs per year, with a cumulative total of 2.76 billion tons of avoided emissions over the period 2003-2035. However, actual revenues have fall far short of this projection since 2010: CER issuance reached a peak of 36 million for the year 2011 but fell to 33 million and 5 million in 2012 and 2013, respectively, reaching a cumulative total of 117.7 million in March 2015. Some delay is inherent in the process, but new issuance has almost come to a halt, with a mere 8.46 million in new CERs issued for all 1,586 matched CDM batches between January 31, 2014 and March 30, 2015 (IGES, 2015a), compared to 55 million CERs issued in the 16 month prior to that.

The gap between projected and actual revenues from CER sales is almost as large as in the case of emissions (see subpanel (b) of Figure 3.9). At the CER prices assumed in each project’s PDD (between $7 and $32, with an average of $14.6), these CERs would have yielded a revenue stream of $1.94 billion per year and a total of $40.09 billion until 2035. While no detailed public information is available on realized sales volumes and prices, it is clear that real revenues are falling far short of this projection. Assuming a price band established by the prices listed in the PDDs (IGES, 2015b)– which often indicate longer-term purchase contracts with buyers from industrialized countries – and the spot market price of CERs (Thomson Reuters, 2012), the actual cumulative

---

38 Monitoring reports have to be filed and verified before CERs are issued, and project operators are free to choose when to report their emission reductions and in what frequency (the minimum is to report once every crediting period, i.e., once every 7 years, which means that credits can be issued for multiple previous years at once.

39 We approximated CER spot prices by secondary CER prices with vintage December 2012 (for the years 2008-2012) and December 2014 (for the years 2013-2014). For the years 2003-2008 we assumed prices at 2008-levels.
revenues were somewhere in between $1.13 billion and $1.87 billion for 2003-2015, lower than the annual projected value for 2015 that was assumed by project developers when they applied for the CDM.

Data from IGES (IGES, 2015a, 2015b).

**Figure 3.9: CER Generation and Revenue by Chinese Wind CDM Projects**

Even if projected volumes and price were to be realized in the coming decades, the CDM’s contribution to project revenues is likely to be dwarfed by revenues from power generation. Subpanel (c) of Figure 3.9 shows projected CER revenues in comparison to
electricity sales, which we estimated using projected CER generation (see above) and the grid-emission factors and power tariffs listed in each project’s CDM documentation. It can be seen that power sales reach approximately $19 billion per year at their peak in 2014-2021, adding up to $259.64 billion over 2003-2035. Even if realized at full scale, and if transaction cost for CDM monitoring, reporting and verification were zero, CER revenues would thus only contribute 13.37% of total project revenues. This is not to say that expected CER revenue was irrelevant to project planning, as typical CER prices were expected to increase project internal rate of returns by approximately 4.7 percentage points. However, CER revenues are much more uncertain than revenues from electricity sales, and in practice, the assumption that expected CER prices would persist for the lifetime of the projects has not been close to reality.

3.2.3.3 Technology Choice under the CDM

In addition to the direct effect of CDM revenue on project design, there is also evidence that the prospect of CDM registration influenced technology choices by investors. Figure 3.10 compares CDM and non-CDM projects on four dimensions of technology choice: the size of turbines (in kW; subpanel (a)), whether turbines were directly imported from abroad (subpanel (b)); and whether turbines with locally developed IP (subpanel (c)) or locally owned IP (subpanel (d)) were employed. The graphs illustrate that CDM projects used – on average – larger turbines and more often foreign technology, especially in the early years of the CDM. But the differences are marginal, and seem to become less significant over time: all technology sourcing modes are present in the population of CDM and non-CDM projects from 2006 onward, when annual investments pass the billion-USD-per-year threshold. This confirms previous accounts of the influence of the CDM on technology transfer (Lema and Lema, 2013). It is
interesting to note, however, that non-CDM investors were the first to adopt locally developed and locally owned IP on a significant scale, a trend which CDM investors later followed.

Figure 3.10: Differences in Technology Choice between CDM and non-CDM Projects

3.2.3.4 Geographical Diffusion of Wind Projects

Even more than turbine technology choice, siting the wind farm is the most important project decision for wind investors. But new and potentially more lucrative wind resources are often located in remote and difficult terrain and it takes time to fully assess and understand a particular location’s wind resource quality. These factors increase investment risk. Further, being close to existing wind farms often means that access roads already exist or can be extended, and that installation and maintenance resources – such as cranes and trained personnel – are available at lower cost. Wind
farms in China and elsewhere are therefore often developed in clusters of several hundred or thousand MW, and investors are hesitant to develop projects in new locations. Did the CDM make such investments in previously undeveloped areas more attractive? Our results suggest that there is evidence for this effect. The average minimum distance to existing projects, shown in Figure 3.11, is lower for non-CDM projects than for CDM projects in all years from 2005 to 2012 (the period of highest investment). Weighted by installed capacity, CDM projects were on average 17.12 km away from existing wind farms, compared to 14.65 km for non-CDM projects (in 2003-2012; see Figure 3.11). But here, too, the effect appears relatively small compared to the general sector-wide trend.

![Figure 3.11: Average Distance of New Wind Projects to Closest Existing Projects](image)

Average minimum distance of new investments to existing wind projects for CDM and non-CDM projects. For both classes of projects, the average distance decreases over time as more and more resources are exploited.

**Figure 3.11: Average Distance of New Wind Projects to Closest Existing Projects**
3.2.4 Discussion

3.2.4.1 Shifting Trajectories of Development

What was the impact of the CDM on the development of the Chinese wind sector? Since all indicators of technological change in the Chinese wind sector are changing rapidly as deployment has rapidly grown, disentangling the impact of the CDM is difficult when looking only at sector-level indicators of technological change. Our analysis of micro-level techno-economic data provides a novel perspective and new insights on the development trajectories in the sector and the role of the CDM relative to domestic subsidies from the Chinese government.

Our analysis shows that about 80% of Chinese wind projects is registered with the CDM. A total of $82 billion in capital investment was made with support from the CDM. These projects are projected to generate the equivalent of 2.8 billion tons of CO$_2$ reduction credits for the global carbon market. The CDM thus provided – and will continue to provide – additional revenue for the large majority of Chinese wind farms.

However, while capital investments under the CDM were substantial, our results illustrate that the populations of CDM and non-CDM projects followed remarkably similar trajectories in 2003-2012 on all indicators we analyzed. Investment in wind projects grew exponentially inside and outside the CDM; the average size of turbines increased steadily over time; investors increasingly relied on locally sourced technology; and investors gradually exploited the country’s dispersed wind resources. The projects elected into the CDM seem to have followed a strategy of intensifying development rather than changing the trajectory of development. It is therefore useful to think of the impact of the CDM in terms of shifts in the development trajectory: Did the CDM advance development on one or several of the indicators of technological change?
Under the UNFCCC’s supposition that the CDM projects were all financially additional – and this is a major assumption we evaluate directly in Section 3.3 – the marginal capital investments attracted through the CDM pushed the capacity trajectory of the Chinese wind sector ahead by about 3.5 years. This means that due to the CDM, wind installations reached 16 GW – the level of non-CDM installations without the CDM at the end of 2012 – already in mid-2009.

How material is a shift of 3.5 years in the development of a sector? Under the one-for-one substation dynamics of energy markets assumed under the CDM, the $82 billion of investments in wind power under the CDM in China reduced demand for investment in fossil-fuelled alternatives. If the energy demand fulfilled by the CDM wind projects would instead have been satisfied by coal-fired power plants, the 64 GW of wind would have replaced around 15-20 GW of coal, assuming typical capacity utilization factors for coal and wind in China. This is roughly equivalent to the coal-fired power plant fleet of the United Kingdom. Further, this assumption of one-for-one substitution yields even more important potential environmental consequences, because the emissions trajectory of China would have been altered for several decades as new coal capacity would have locked-in emissions for the lifetime of the plants, typically 40 years (Davis and Socolow, 2014). This suggests that there might be a role for offsetting mechanisms in the development trajectory of emerging economics, most notably India, which will face rapidly growing energy demand in the next decades that will require short-run decisions on new energy generation capital that will have long-run environmental consequences.

Again under the assumption of full financial additionality, the CDM appears to have helped accelerate the trajectory of turbine-sizes, especially in the years 2003-2008, when CDM projects were up to 2.5 years ahead of the non-CDM projects. The CDM also
appears to have provided significant incentives to keep importing advanced technology from abroad at a time when local-content requirements and cost-competition imposed pressure to invest in less advanced domestic technology. In terms of geographical diffusion, CDM projects appear to have been more risk-taking than non-CDM projects. Taken together, the indicators on deployment, specific turbine size, local manufacturing, and turbine development point toward the promise of international offsetting mechanisms on the development of low-carbon technology sectors in emerging economies. However, this promise is only a reality if the CDM projects were financially additional, otherwise, these trends are not a reflection of the CDM as a source of finance, but rather a spurious relationship due to the differential ability of project developers who did or did not participate in the CDM. Further, it is of note that on most indicators, the technological trajectories of CDM and non-CDM projects have converged in recent years, in particular the trajectories of technology choice and technology sourcing.

3.2.4.2 Impact of the CDM on the Financial Bottom-Line

The fact that CDM and non-CDM projects differ slightly on averaged characteristics hides that there is large overlap between the two populations on all indicators. This suggests that some of the projects that received CDM funding might not have been truly additional and should not have been able to pass the UNFCCC’s additionality criteria (see Section 3.3.3.1), and that some projects that did not receive CDM funding would have been able to register successfully\(^40\). The fact that investment continued almost unabated after 2012 (see Figure 3.12), the last year projects were able to register for the CDM.

\(^40\) We do not observe organizational factors, e.g., if the project owner is state-owned or privately owned, which might influence the ability to obtain the official approval required to apply for the CDM. The reasoning explaining why not all projects that appear eligible for the CDM participated in the system remains an open question.
CDM and be able to sell into the European Union’s carbon market, also raises doubts about how important the CDM was for investment decisions in the Chinese wind sector.

### 3.2.4.3 Future Research

This chapter points toward two avenues for future research. **First**, there is a need for micro-level and macro-level studies of the additionality of CDM financing. Future research should make use of micro-level wind resource data and the financial information contained in the CDM documentation to assess financial additionality of Chinese wind projects. More generally, so far there has been too much focus in the literature on the assessment of investments that did receive CDM funding and too little research on investments that did not. A better understanding of the counterfactual investment trajectories absent the CDM is needed to better the net impact of the CDM on emission trajectories of developing countries. **Second**, our findings point toward the opportunity to exploit the very rich, micro-level data available in the CDM documentation to analyze the Chinese wind sector more broadly. Tang and Popp (2014) took a first step in this direction by analyzing learning effects. But the data, which includes company information, tariffs, taxes, cost, loan conditions, as well as detailed technical information, may prove useful for a number of research questions relating to public policy and investment decisions in the world’s largest wind sector and investments in renewable energy in emerging economies.

### 3.2.5 Conclusions and Policy Implications

The Intergovernmental Panel on Climate Change (IPCC) emphasizes the need to rapidly scale-up investments in low-carbon energy technologies in emerging economies in order to mitigate dangerous climate change (IPCC, 2014). Better understanding the
influence of international climate policy on the development of China’s wind sector – the largest non-hydro renewable energy sector in the world – is therefore highly relevant to inform the design of the domestic and international climate policy regime post-2020.

This section presents a novel, project-level analysis of Chinese wind investments that allows us to identify which projects received CDM funding and how they differ from projects that did not. The comparison of the aggregate and project-specific characteristics of investments under the CDM with investments realized without CDM support allows us to draw conclusions about the marginal impact of CDM funding on investment and project-design decisions.

Our four main findings are that (i) a large majority – about 80% – of Chinese wind investments between 2003 and 2012 received CDM support; (ii) CER revenues have accounted for a relatively small share of total project revenue; (iii) CDM projects were, on average, slightly more likely to invest in more advanced foreign technology and slightly more likely to exploit previously undeveloped wind resources; and (iv) the characteristics of CDM and non-CDM projects tend to converge toward the end of the observed period.

Under the assumption that all projects were financially additional, the marginal capital investments attracted through the CDM pushed the capacity trajectory of the Chinese wind sector ahead by about 3.5 years. This points toward the positive effect that international offsetting mechanisms can potentially have on the development of low-carbon technology sectors in emerging economies. However, apart from absolute capital investment, the impact of the CDM on the long-term trajectory of the sector appears to have been marginal. The CDM’s impact seems to have to have advanced the sector’s
development rather than changed its trajectory, and on most indicators, the technological trajectories of CDM and non-CDM projects converged in recent years.

The actual role of the CDM in the development of China’s wind sector thus hinges critically on the concept of financial additionality. Yet at the same time, the similarity of CDM-projects and non-CDM projects on key project indicators averaged over a large number of projects suggests that some of the projects that have received CDM funding might not have been truly additional, and that some projects that did not receive CDM funding would have been able to pass the UNFCCC’s additionality criteria. This raises two key questions: First, what share of projects were truly additional? And why did those projects that did not receive CDM funding not apply for it? These questions have potentially significant implications for the adequate role of offsetting mechanism in international climate policy in general and need to be explored in further research.

3.3 The Additionality of Clean Development Mechanism Projects in the Chinese Wind Sector

The environmental effectiveness of an offset scheme in practice depends centrally on whether or not the emission reduction projects financed through the CDM would have occurred in the absence of the CDM, as described in Section 3.1.1. This criterion has been formalized in the design of the CDM through the “additionality” condition. In this section, we present an evaluation of additionality in one of the largest sectors of the CDM, the Chinese wind sector. In this section, we take a variety of methodological approaches to evaluating additionality, and then use the results of our assessment to offer insight about the design of future offset policies. The context for this analysis is the Chinese wind sector, which has seen the most rapid growth of any national non-hydroelectric renewable energy sector, as discussed in Section 3.1.3. As shown in Section
the period of intense sectoral growth in 2005 – 2012 saw 80% of the projects partially financed through the CDM. Figure 3.12 puts this into perspective, showing the background of rapid wind sector growth and the period during which new projects could apply for financing through the CDM. CDM projects were required to demonstrate that their construction would not have been financially viable without the additional support of the CDM. However, when the Chinese projects were no longer eligible for CDM finance in 2013-2014, the development of the wind sector continued in what appears to be an uninterrupted trend.

In this section, we explore the additionality claims of wind energy projects during this time period utilizing the carefully matched wind project database, whose construction is described in Section 3.2.

The red box corresponds to the period 2005 – 2012 when new projects were eligible to apply for finance through the Clean Development Mechanism (CDM). Following 2012, the rapid trend in wind energy development appears uninterrupted despite the fact that 80% of projects constructed from 2005 – 2012 established that they were “additional” and were only financially viable with the support of the CDM. Projects built starting in 2003 were eligible to apply for the CDM, but there was significant uncertainty in the viability of the scheme until 2005.

Figure 3.12: Cumulative Installed Wind Capacity in China from 1998 – 2014
3.3.1 Introduction

The additionality of CDM projects is of central importance to the environmental effectiveness of the CDM and the Kyoto Protocol. Understanding the additionality of CDM projects can inform the design of future offsetting schemes and the viability of future project-based schemes. In the CDM, additionality has been institutionalized in practice through a wide variety of approved methodologies for evaluating projects and relevant baselines. As described in Section 3.2, the Chinese wind sector has made up a large fraction of total CDM projects globally. As in many sectors of the CDM, a dominant approved methodology has emerged for certifying Chinese wind CDM projects.

For 98.4% of Chinese wind CDM projects, additionality was assessed with a single methodology, ACM0002, known as the “Large-scale consolidated methodology: grid-connected electricity generation from renewable sources.” Under ACM0002, renewable energy projects can establish their additionality by conducting “investment analysis,” which requires demonstrating that the CDM project in question satisfies an established “benchmark.” In the practice of CDM in the Chinese wind sector, this has led to an institutional development whereby nearly every project justifies its additionality in terms of the project finance statistic, internal rate of return (IRR). In practice, Chinese wind CDM projects have been certified as additional by the CDM Executive Board if they can demonstrate that the IRR of the project is below an established benchmark without financial support of the CDM but is above the benchmark with CDM finance. In practice, a single number has been used for all wind projects in China over the lifetime of the CDM: eight percent. Approved projects then generate credits proportional to the average GHG intensity of electricity generated on the grid that a wind project connects to.
The validity of additionality claims hinges on the accuracy of how counterfactuals are modeled. The implicit assumption in the dominant methodology used to approve Chinese wind CDM projects is that all projects with an IRR below 8% without the CDM (and above 8% with the CDM) would not be financed independent of the CDM. Further, it is assumed that by providing the additional finance needed to become attractive to investors, these projects displace the average unit of electricity on the grid. There are several conceptual issues with the assumptions embedded in this approach.

First, any additional project does not displace an average unit, but rather marginal units on both the intensive and extensive margins. On the intensive margins, nuances of electricity dispatching determine the GHG-intensity of the electricity that is actually displaced by a new investment. On the extensive margin, new investments that are not made as a result of the additional investment are displaced and the dynamics of dispatching subsequently change, which together determine the emission additionality of a project.

Second, financial benchmarks are more nuanced than the one-number summary provided by IRR. While the IRR of a project does capture much of a project’s relevant financial information, there are many known limitations of IRR, such as scale-independence and blindness to opportunity cost, which can lead projects with high IRR to not be financed in practice.

Third, any single benchmark that could be used in practice will miss important nuances and heterogeneity in the actual financial hurdle rates of projects in practice. The investment environment of a project depends on temporal and spatial dynamics, thus a single benchmark can become both outdated and irrelevant if not closely updated and tailored for each project based on empirical observations of financial conditions.
Finally, the benchmark that has been institutionalized over the duration of Chinese CDM wind activity is both outdated and largely irrelevant to the projects it is used to inform. The 8% benchmark for IRR is derived from a 2002 report of the State Power Corporation of China titled, “Interim Rules on Economic Assessment of Electrical Engineering Retrofit Projects,” which posited (without empirical justification) an acceptable IRR to be used during the State Power Corporation's breakup as a vertically integrated monopoly (SPC, 2002). For a thorough discussion of the 8% benchmark, see He and Morse (2013, 2010), who state that this benchmark is “taken from an interim decree of a defunct vertically integrated monopoly [and] cannot be considered legitimate for CDM additionality determination in the current Chinese market.”

The effect of the 8% benchmark rule is reflected in the distribution of self-reported IRR’s in the PDDs. Figure 3.13 displays the distribution of IRR’s reported in PDDs, as calculated for scenarios with and without revenue from CERs. The figure shows that without CER revenue, self-reported IRRs are highly concentrated in the range of 5 – 7%, and with CER revenue, IRRs are above 8%. The figure suggests that the 8% threshold is binding, in the sense that with CER revenue, reported IRR’s are concentrated just above the threshold. The apparent censoring at the 8% benchmark is suggestive of either the CDM process effectively screening for the projects that are truly additional or strategic self-reporting of project financials to satisfy the criteria established by the 8% benchmark.
The left (blue) distribution shows the reported IRR for projects in the absence of revenue from the generation of certified emission reductions (CERs) and the right (red) distribution shows the reported IRR when CER revenue is included. The horizontal red line is placed at the 8% IRR benchmark that was used to determine CDM eligibility for over 98% of Chinese wind CDM projects.

**Figure 3.13: Self-Reported Internal Rates of Return for Chinese Wind CDM Projects**

The conceptual issues with how additionality has been assessed in practice for Chinese wind CDM projects are challenging to overcome. As discussed in Section 3.3.4, this institutional structure has led to perverse incentives and strategic manipulation of regulations. In the Chinese wind sector context, we are able to apply a significantly more rigorous approach to modelling counterfactual scenarios to inform an assessment of additionality. As discussed in Section 3.2.4, 20% of Chinese wind projects financed during the time period of the CDM did not receive support from the CDM. By definition, these projects are non-additional – they were built without the support of the CDM. Leveraging data on these projects can enable an empirically grounded model of counterfactual wind development that has significantly greater analytical rigor relative
to the dominant institutionalized approach. With data on both CDM projects and non-CDM projects, as described in Sections 3.2.2 and 3.3.2, we are able to create several models of counterfactual wind project characteristics that serve as meaningful comparisons in additionality assessments. These alternative models rely on less and more restrictive assumptions, as described in Section 3.3.2. This section presents the findings of applying these counterfactual models to a comprehensive dataset of Chinese wind projects. Sections 3.3.4 and 3.3.5 draw out conclusions from these results and apply these findings to institutional reform of future offsetting schemes.

### 3.3.2 Data

Section 3.2.2.1 describes the two main databases of wind energy projects and characteristics that we use in this work: the Huaxia database and the CDM database. For the analysis of additionality, we integrate this data with additional matched data on wind resources. Assessing additionality requires careful consideration of potential energy generation, which depends on project characteristics (e.g. turbine choice) and site characteristics. To capture relevant site characteristics, we incorporate data from three databases of wind resources: a wind resource assessment conducted by the Harvard China Project (McElroy et al., 2009), a commercial product developed by the company 3TIER, called the Wind Time Series and Prospecting Tool (3TIER, 2015), and a dataset of near-ground wind speeds reported by NASA (NASA, 2005).

#### 3.3.2.1 Wind resource estimation with cross-validation

The three wind resource databases we utilize (henceforth “3TIER,” “Harvard China Project,” and “NASA”) partially overlap and share much of their underlying data and methods, yet differ in several key aspects. The datasets rely on satellite observations of
mid-atmosphere wind patterns, but differ in how this data is down-scaled to a geographic resolution relevant for assessing wind resources available to a specific wind farm. The three datasets use different approaches to down-scaling and rely on different topographical datasets, which is a crucial determinant of a wind farm’s effective wind resource. Topographical data determines the surface roughness in a particular region and determines the turbulence that affects the effective wind resource that can be extracted by a turbine. The three datasets provide different measures of wind resources and we use standard engineering formulae to map estimated wind speeds to capacity factors.

While correlated, these highly related data sources offer alternate projections for wind resources that capture different information. Rather than building a new physical model of wind resource, we utilize these three models in a cross-validation model selection approach, using observed generation as the calibrating baseline. We collected generation data for 492 CDM projects from 2005 – 2012 from the CDM’s monitoring and verification reports. For these projects, we collect 1,045 observations of annual energy generation fed into electric grids, as verified by third party auditors approved by the UNFCCC. This observed generation data allows us to assimilate the wind resource data, utilizing additional observed controls, to build a predictive model of energy generation that can then be used to forecast generation for the remaining projects, including the non-CDM projects.

Our cross-validation approach to assimilation model selection uses an 80-20 leave-out rule, where we randomly take a subsample of 80% of the 1,045 observations without replacement, called the “training” set, fit several regression models using the various wind speed measures and control variables to predict observed generation, and repeat
this procedure for 1,000 re-sampled training sets. Regression models are then evaluated based on the root mean squared error (RMSE) in predicting the generation of the held out 20% of the data not included in the training set\textsuperscript{41}. Cross-validation avoids over-fitting by penalizing predictions driven by a small number of training set observations that do not represent the relationships in the held-out set.

The general cross-validation regression is specified in Equation (3.1), where $CF_{3TIER_i}$ is the capacity factor estimated with the 3TIER data at location $i$, $CF_{HCP_i}$ is the capacity factor estimated with the Harvard China Project data at location $i$, and $CF_{NASA_i}$ is the capacity factor estimated with the NASA data at location $i$. The alternative models we explore vary the functional forms of the $f, g, h,$ and $j$ functions. The functional forms we explore for these functions are tabulated in Table 3.3.

$$CF_{obs_{it}} = f(CF_{3TIER_i}) + g(CF_{HCP_i}) + h(CF_{NASA_i}) + j(controls_i).$$ \tag{3.1}

### Table 3.3: Cross Validation Functional Forms

<table>
<thead>
<tr>
<th>$f, g, h(CF_i)$</th>
<th>$j(controls_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Specification</td>
</tr>
<tr>
<td>I</td>
<td>$\beta_1 CF_i$</td>
</tr>
<tr>
<td>II</td>
<td>$\beta_1 CF_i + \beta_2 CF_i^2$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Model numbers and specifications for the $f, g, h,$ and $j$ functions of the regression models considered in cross-validation. In the $j$ functions, $size_i$ is the size of the turbine (in MW), $maker_i$ is the manufacturer of the turbine, $province_i$ is the province the turbine is installed in, and $year_i$ is the commissioning year of the project. All three models use fixed effects for turbine size, maker, and commissioning year. Models I and II of the $f$ function include fixed effects for turbine size (there are 13 distinct turbine sizes in the data set), whereas Model III utilizes a quadratic function of turbine size. Models II and III of the $f$ function also include province fixed effects.

\textsuperscript{41} Regression models could also be evaluated in this context using the $R^2$ statistic. RMSE is preferable to $R^2$ in this context because we are interested in the magnitude of deviations between predictions and observed values, rather than relative deviations. Nevertheless, our results are qualitatively robust to using $R^2$ as the evaluation statistic rather than RMSE, although there are a few small flips in the rank-order of models – none of which flip for meaningfully large differences in $R^2$. 

153
We assess 29 models of the form described in Equation (3.1) that combine the functional forms described in Table 3.3. The full set of results from cross validation is shown in Table 3.4. The dominant combination of functional forms for the $f, g$ and $h$ functions is Model II for equations $f$ and $g$. Interestingly, the preferred model excludes equation $h$ (effectively dropping the NASA data). Across the three models for equation $j$, the dominant model in terms of mean RMSE is Model III. Together, our preferred assimilation model is the one with the lowest mean RMSE from the results of 1,000 cross-validation simulations, given by Equation (3.2):

$$
CF_{obs_i} = \beta_0 + \beta_1 CF_{3TIER} + \beta_2 CF_{3TIER}^2 + \beta_3 CF_{HCP} + \beta_4 CF_{HCP}^2 + \beta_5 size_i \\
+ \beta_6 size_i^2 + maker_i + year_i + province_i
$$

(3.2)

Notably, Equation (3.2) describes the model with the highest predictive power, but excludes all information from one of our three wind speed data sources, the NASA dataset. The finding that one of the three datasets does not improve predictive power for out-of-sample locations highlights the utility of the cross-validation approach. As an alternative, including all information in a predictive model would guarantee higher in-sample predictive power, but, as these results indicate, would lead to over-fitting and less accurate out-of-sample prediction.

Although not the focus of our work, this calibration model approach can also be used to assess the accuracy of wind resource models and may be a useful direction for future research in developing wind resource models that utilize observed generation data at similar sites in wind development prospecting and academic research on wind generation potential.
### Table 3.4: Cross Validation Model Evaluation

<table>
<thead>
<tr>
<th>$f$</th>
<th>$g$</th>
<th>$h$</th>
<th>$j$</th>
<th>Mean RMSE</th>
<th>Median RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>III</td>
<td>0.04113</td>
<td>0.04116</td>
</tr>
<tr>
<td>I</td>
<td>-</td>
<td>-</td>
<td>III</td>
<td>0.03919</td>
<td>0.03921</td>
</tr>
<tr>
<td>-</td>
<td>I</td>
<td>-</td>
<td>III</td>
<td>0.04016</td>
<td>0.04012</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>I</td>
<td>III</td>
<td>0.04060</td>
<td>0.04064</td>
</tr>
<tr>
<td>I</td>
<td>I</td>
<td>-</td>
<td>III</td>
<td>0.03926</td>
<td>0.03932</td>
</tr>
<tr>
<td>I</td>
<td>-</td>
<td>I</td>
<td>III</td>
<td>0.03922</td>
<td>0.03927</td>
</tr>
<tr>
<td>-</td>
<td>I</td>
<td>I</td>
<td>III</td>
<td>0.04002</td>
<td>0.04003</td>
</tr>
<tr>
<td>I</td>
<td>I</td>
<td>I</td>
<td>III</td>
<td>0.03928</td>
<td>0.03932</td>
</tr>
<tr>
<td>II</td>
<td>II</td>
<td>II</td>
<td>III</td>
<td>0.03891</td>
<td>0.03895</td>
</tr>
<tr>
<td>II</td>
<td>-</td>
<td>-</td>
<td>III</td>
<td>0.03910</td>
<td>0.03913</td>
</tr>
<tr>
<td>-</td>
<td>II</td>
<td>-</td>
<td>III</td>
<td>0.03954</td>
<td>0.03958</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>II</td>
<td>III</td>
<td>0.04058</td>
<td>0.04060</td>
</tr>
<tr>
<td>II</td>
<td>II</td>
<td>-</td>
<td>III</td>
<td>0.03887</td>
<td>0.03891</td>
</tr>
<tr>
<td>II</td>
<td>-</td>
<td>II</td>
<td>III</td>
<td>0.03912</td>
<td>0.03916</td>
</tr>
<tr>
<td>-</td>
<td>II</td>
<td>II</td>
<td>III</td>
<td>0.03949</td>
<td>0.03951</td>
</tr>
<tr>
<td>II</td>
<td>II</td>
<td>-</td>
<td>II</td>
<td>0.03977</td>
<td>0.03962</td>
</tr>
<tr>
<td>II</td>
<td>-</td>
<td>-</td>
<td>II</td>
<td>0.03982</td>
<td>0.03968</td>
</tr>
<tr>
<td>-</td>
<td>II</td>
<td>-</td>
<td>II</td>
<td>0.04045</td>
<td>0.04030</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>II</td>
<td>II</td>
<td>0.04134</td>
<td>0.04129</td>
</tr>
<tr>
<td>II</td>
<td>II</td>
<td>-</td>
<td>II</td>
<td>0.03976</td>
<td>0.03961</td>
</tr>
<tr>
<td>II</td>
<td>-</td>
<td>II</td>
<td>II</td>
<td>0.03982</td>
<td>0.03965</td>
</tr>
<tr>
<td>-</td>
<td>II</td>
<td>II</td>
<td>II</td>
<td>0.04038</td>
<td>0.04022</td>
</tr>
<tr>
<td>II</td>
<td>II</td>
<td>II</td>
<td>I</td>
<td>0.04109</td>
<td>0.04097</td>
</tr>
<tr>
<td>II</td>
<td>-</td>
<td>-</td>
<td>I</td>
<td>0.04132</td>
<td>0.04130</td>
</tr>
<tr>
<td>-</td>
<td>II</td>
<td>-</td>
<td>I</td>
<td>0.04405</td>
<td>0.04409</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>II</td>
<td>I</td>
<td>0.04414</td>
<td>0.04412</td>
</tr>
<tr>
<td>II</td>
<td>II</td>
<td>-</td>
<td>I</td>
<td>0.04104</td>
<td>0.04093</td>
</tr>
<tr>
<td>II</td>
<td>-</td>
<td>II</td>
<td>I</td>
<td>0.04120</td>
<td>0.04114</td>
</tr>
<tr>
<td>-</td>
<td>II</td>
<td>II</td>
<td>I</td>
<td>0.04395</td>
<td>0.04402</td>
</tr>
</tbody>
</table>

Minimum RMSE 0.03887 0.03891
The projections from the three wind resource data sets, measured capacity factors, and projected capacity factors from the model displayed in Equation (3.2) are shown in Figure 3.14. Figure 3.15 compares the model-predicted capacity factor and self-reported capacity factor in PDDs to the observed capacity factor from generation data.

![Figure 3.14: Capacity Factor Estimates and Observations](image)

Capacity factor estimates from three data sources (3TIER, the Harvard China Project, and NASA), measured capacity factors for a subset of these projects, and the fitted capacity factors from the preferred model described in Section 3.3.2.1. By calibrating with the observed capacity factors, our model estimates for all projects closely approximates the mean, variation, and distribution of observed capacity factors.

**Figure 3.14: Capacity Factor Estimates and Observations**
Comparison of observed capacity factors (yearly averages for all CDM projects that have at least one monitoring report with generation measures) with model-predicted capacity factors (left panel) and with self-reported capacity factor estimates in project planning documents (right panel). The model-predicted capacity factor, which is calibrated to the observed generation with available wind resource estimates, captures 48% of the variation in observed wind speeds, whereas the self-reported capacity factors capture 6.1%. For comparison, the natural year-to-year variation in capacity factors is such that previous annual generation explains between 37 – 67% of future annual generation.

Figure 3.15: Comparison of Capacity Factor Estimates and Observations

3.3.2.2 Interpolation of Variables Using Project Design Documents

In addition to wind speed, two other financial variables are available in the CDM project design documents but not available in our database on non-CDM projects: investment cost and tariffs (the electricity price guaranteed to project developers). Rather than using fixed values for these variables, we estimate a parametric relationship between these variables and variables we observe for both CDM and non-CDM projects. We adopt a similar cross-validation approach to the one described in Section 3.3.2.1 to allow us to test a large number of functional form relationships, while remaining agnostic to the underlying structural relationships between these parameters. For example, tariffs are typically set by provincial governments and are typically
negotiated based on observable project characteristics and developer experience. We observe these relationships and can flexibly estimate a parametric model to extrapolate expected tariffs for the non-CDM projects that do not report tariffs.

We examine 36 models with various functional forms and variable-selection rules, and repeat 1,000 cross-validation models with an 80-20 leave-out rule. We select the model with the lowest average RMSE. The relationship between investment cost and tariffs projected in the cross-validation model and observed for the CDM projects is shown in Figure 3.16. For tariffs, of the 36 models explored, the model with the lowest RMSE based on the cross-validation exercise includes the commissioning year of the project, the commissioning year squared, the turbine size, the maker of the turbine, the developer, the province, the total wind farm size, the 3TIER capacity factor, and the cumulative installed capacity experience of both the manufacturer and farm owner. For tariffs. For investment cost, the model with the lowest RMSE has significant fewer observed variables: commissioning year, turbine size, turbine maker, project developer, and province.
Comparison of observed investments costs (left panel) and tariffs (right panel) to model-predictions.

**Figure 3.16: Modeled Investment Cost and Tariff versus Observations**

### 3.3.3 Methods and Results

The richness of the project-level data we utilize in this chapter enables us to implement several models that assess additionality. Fundamentally, because additionality relies on estimating a counterfactual, evaluation of additionality claims will be assumption-dependent. Thus, leveraging the richness of our data, we apply two types of models that vary in the restrictiveness of their assumptions. In both approaches, we rely on the merging of CDM and non-CDM datasets, described in Section 3.2, with the assumption that non-CDM projects are not additional.

#### 3.3.3.1 Exact Matching

Projects that were constructed without financial support are by definition non-additional. These projects, which are theoretically lower on the supply curve, are profitable (or otherwise viable) without additional financial support, as revealed by observed decisions. A concern in the context of the Chinese wind sector may be that
projects may be constructed that are actually not privately profitable but supported through government decisions (such as state owned enterprise decisions), and are therefore not below the market-clearing price that determines profitability. This raises a fundamental concern with additionality assessment reflected in the debate on E+/E-policies, namely the difficulty of incorporating domestic actions that affect profitability of projects in evaluation of additionality. This concern is beyond the scope of this chapter, and instead, we make the assumption that projects constructed without the support of CDM revenue should define a baseline for activities that are feasible without additional financial support. In a sense, this assumes that the posited government actions that enable these projects to be built are limitless and scale-independent (i.e. that all projects with the characteristics of the projects built without CDM support would receive the same government support and would therefore also be feasible).

With this framing, the non-CDM projects can be used to define an empirical “moving baseline” that defines the characteristics of feasible, non-additional projects. The characteristics of projects relevant for defining this moving baseline should be the most important determinants of profitability. Four of the most central parameters of wind farm project profitability are a project’s province, its commissioning date, its turbine size, and the quality of its site’s wind resources. Of the approximately 1,500 CDM projects, we find that 50.3% of the total installed CDM capacity was constructed in the same province, within 6 months, with the same turbine size, and within 1 percentage point in projected capacity factor (equivalent to approximately 25% of one standard deviation) as a project built without CDM finance. Further, of this 50.3%, 58.4% of that capacity (29.3% of the CDM total) also matches on the same turbine maker (in most cases, this implies not only a turbine of the same size but also of the same model).
These results imply that based on the most important characteristics of a wind farm that determine profitability, for over half of the wind capacity financed through the CDM, there are no meaningful differences between the characteristics of those projects and projects constructed that are by definition non-additional. Taking the non-CDM projects as a moving baseline that demonstrates what is feasible in the absence of CDM, over half of the CDM projects fail to reveal meaningful observable differences.

3.3.3.2 Modeling Project Financials

The IRR of a wind farm can be assessed with a classic project finance model (Deutch and Lester, 2004). We implement a project finance model that incorporates turbine characteristics (turbine size and number of turbines), site characteristics (represented by the single statistic, capacity factor), financial characteristics of the project (electricity price/tariff, investment cost – including turbine and land costs, depreciable lifetime, minimum book value, and operations and maintenance costs), general financial parameters (share of equity, loan tenor, insurance premium, interest rate, and tax rate), and carbon-market specific parameters (average GHG-intensity of the grid and the projected market price of CERs). These parameters are related in a financial model to calculate a project’s IRR, as described in Appendix C.1.

Our approach to calculating IRR standardizes the structure of project finance calculations. While CDM projects submit project design documents that provide detailed spreadsheet models of project finance to show compliance with the 8% IRR investment benchmark, general financial parameters and model structure are not standardized. While each assumption in a project design document must be referenced, there appears to be little enforcement to ensure that cited references are credible or reflective of reality.
In addition to imposing a standardized project finance model and a fixed set of general financial parameters, we also utilize our calibrated wind resource estimates, investment costs, and tariffs. Methodologies for prospectively estimating wind resources vary widely and are difficult for third parties to verify, due to variability over short and long time scales and over fine geographic resolutions. Because our goal is a consistent method for estimating wind resources at all project sites, our ability to impose a standardized model of wind resources is a crucial input enabling the comparison of IRRs for CDM and non-CDM projects. Available wind resource is one of the most important determinants of IRR; therefore, inconsistent reporting of wind resources can induce large deviations in calculated IRRs for otherwise similar projects. In effect, our modeling of project financials allows us to “re-audit” the financials of CDM projects and apply a consistent modeling approach to the non-CDM projects. With this consistent approach, we can make a direct comparison to the distribution of IRR’s for CDM projects and for the non-CDM projects, which are by definition non-additional.

The assumption at the crux of this comparison is that our estimation of wind speed, investment cost, and tariffs is consistent and unbiased for the non-CDM projects, and that our financial model captures all relevant differences that determine profitability between the two groups of projects. Under this assumption, the distribution of IRR for non-CDM projects represents the counterfactual profitability of projects that are in theory below the benchmark determining additionality. To be additional, the CDM projects would need to have a statistically lower IRR than the counterfactual established by the non-CDM projects.
Figure 3.17 displays the modeled distributions of IRR for CDM projects and non-CDM projects. CER revenue is not included in these figures, so the calculated IRRs represent an estimate of project financials that is directly comparable. The IRR we calculate based on observable project characteristics is a reasonable proxy for the marginal cost of supply that informs the schematic supply-demand shown in Figure 3.1. To be additional, CDM projects would need to have a monotonically lower IRR relative to non-CDM projects. On average, this is not the case, as the average IRR we calculate for CDM projects is 11.15% whereas the average IRR for non-CDM projects is lower, at 10.59%. This average difference of 0.56 percentage points is statistically significant (p-value = 0.014), providing evidence against the supposition that CDM and non-CDM projects have the same average IRR. The more relevant comparison in this context is a one-sided t-test, against the null hypothesis that CDM projects have a lower average IRR. The p-value from this test is 0.0072, suggesting strong evidence against the claim that CDM projects have a lower IRR than non-CDM projects.

This result is confirmed by conditioning on project year. Controlling for the commissioning year of the wind farm with yearly fixed effects, the conditional difference in IRR is 0.009 percentage points higher for CDM projects relative to non-CDM projects with a p-value less than 0.001, suggesting that rather than being less profitable, CDM projects were actually more profitable than non-CDM projects. A similar result is obtained with yearly interactions, which shows that there is no statistically significant difference in the IRR of projects that received the CDM and those that did not for

---

42 97 projects (54 non-CDM and 43 CDM) have a calculated IRR less than zero. These projects are dropped from the analysis in this section. Possible explanations for these anomalous results are poor projections of wind resources or other financials or misreported data (this appears to explain several of these). It is also possible that the calculation of negative IRR for these projects actually reflects reality and a loss by the project investors.
projects commissioned in 2003 – 2010. In 2011 and 2012, we find that again, the CDM projects had a statistically higher IRR than non-CDM projects. Table 3.5 displays annual coefficients for the difference in IRR between CDM and non-CDM projects from this interaction regression.

**Table 3.5: Annual Difference in IRR for CDM and Non-CDM Projects**

<table>
<thead>
<tr>
<th>Year</th>
<th>Difference in IRR for CDM – non-CDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>0.009 (0.069)</td>
</tr>
<tr>
<td>2004</td>
<td>-0.047 (0.041)</td>
</tr>
<tr>
<td>2005</td>
<td>0.017 (0.028)</td>
</tr>
<tr>
<td>2006</td>
<td>-0.001 (0.022)</td>
</tr>
<tr>
<td>2007</td>
<td>0.020 (0.016)</td>
</tr>
<tr>
<td>2008</td>
<td>-0.006 (0.010)</td>
</tr>
<tr>
<td>2009</td>
<td>-0.002 (0.007)</td>
</tr>
<tr>
<td>2010</td>
<td>-0.000 (0.006)</td>
</tr>
<tr>
<td>2011</td>
<td>0.021 *** (0.004)</td>
</tr>
<tr>
<td>2012</td>
<td>0.010 * (0.005)</td>
</tr>
</tbody>
</table>

* p < 0.05, ** p < 0.01, *** p < 0.001

The table displays the annual difference in internal rate of return (IRR) for CDM and non-CDM projects (CDM IRR less non-CDM IRR given in percentage point units scaled from 0 to 1). Results are from a panel regression with project commissioning year fixed effects and individual interactions of the CDM dummy with the year fixed effects, weighting observations by the total capacity of the projects. The table presents the coefficients on the interaction terms and standard errors. Only the coefficients on receiving the CDM in 2011 and 2012 are statistically significant at the 5% level, but the signs are the opposite of what would be anticipated if the projects were additional: CDM projects in 2011 and 2012 were more financially viable without CDM financing than the non-CDM projects.

The difference in means (and conditional means) shown above is not a full assessment of additionality. The condition of additionality implies that there should be
little to no overlap in the distribution of marginal costs of CDM and non-CDM projects. A Kolmogorov-Smirnov test for the difference in distributions suggests that the distributions of IRR for CDM and non-CDM projects do have statistically meaningful differences with a p-value of 0.024. However, a graphical inspection of the two distributions, shown in Figure 3.17 suggests that the statistical differences are likely due to small differences in the higher moments of the distributions (i.e. the non-CDM projects have a higher variance). The distributions remain very similar after residualizing out time trends (with yearly fixed effects).

![Distribution of calculated IRR for CDM and Non-CDM Projects](image)

**Figure 3.17: Distribution of Calculated IRR for CDM and Non-CDM Projects**
3.3.4 Discussion

The Clean Development Mechanism was designed to complement the Kyoto Protocol by offering an alternative set of emission abatement opportunities that would achieve the ultimate objective of the UNFCCC (to prevent dangerous anthropogenic climate change) while also promoting sustainable development. In achieving the objective of the UNFCCC, the CDM was designed as a project-based system, with the objective of certifying every individual project on its individual environmental performance. It was a concession from the outset that requiring each project to assess its own environmental performance (by demonstrating additionality) would raise transactions costs. Nevertheless, because the CDM was to provide an alternative pool of mitigation opportunities, raising the marginal cost of CDM credits could still only improve the cost effectiveness of the Kyoto Protocol relative to not having any offset market at all.

Our results demonstrate that the environmental integrity of one of the largest national sectors of CDM activity was compromised. We find evidence that in aggregate, the wind energy projects developed in China under the CDM were not additional. While 80% of Chinese wind projects during the CDM period were supported by the CDM, 20% were not, and those 20% resemble the CDM projects in the key observable ways that determine their development costs. This result suggests that the key advantage of a project-based offset scheme, certifiable environmental performance, was not achievable in this crucial offset sector. Despite the high reporting requirement to demonstrate their additionality, essential parameters that determine the financial feasibility of projects were not successfully verified due to auditors’ lack of necessary information. With a state-of-the-art wind resource dataset, reliable data on non-CDM projects, and ex-post data on CDM project performance, we bring additional information to bear that was not
available to auditors, which allows us to systematically assess additionality claims. While institutional reform to CDM rules and methodologies may be able to improve the ability of auditors to assess the additionality of projects with only data that is available ex-ante, these reforms are likely to also further increase transactions costs with no guarantee of improved environmental performance.

3.3.5 Conclusions and Policy Implications

The results presented in this section highlight the immense challenges facing offsets certification. Despite the complexity of methodologies to assess additionality, ex-post assessment of CDM additionality in the Chinese wind sector suggests there may be insurmountable barriers to improving the environmental performance of project-based renewable energy offsets. In the Chinese wind sector, the dominant methodology for assessing additionality has relied on benchmarking. To be certified as additional, projects must provide a detailed financial accounting to demonstrate that their IRR would be below 8% without CDM financing but above 8% with this additional support. This suggests two fundamental issues.

First, the 8% number benchmark is not grounded in the empirical reality of current Chinese energy project finance. The 8% number is static and reliant on an ad-hoc approach. A conceptual improvement would be to update the benchmark based on empirical observations. For example, the 20% of the Chinese wind energy projects that did not receive the CDM could define a frontier of feasibility that CDM projects would have to argue they do not meet. This would be analogous to how regulations are set in the United States under the best available control technology regime.

The second issue that this form of benchmarking raises is that project developers were able to manipulate their reporting to satisfy institutional requirements that did not
reflect their project’s actual additionality. Several of the parameters that have a large influence on a project’s finances cannot be credibly audited by a third party. Crucially, auditors do not have a reliable third-party source for wind resource estimates. The difference in a project’s potential revenue if sited in a 75th percentile location (with an average capacity factor of 23.4%) and a 25th percentile location (with an average capacity factor of 19.0%) under our wind resource estimate is 6.3 percentage points, equivalent to 1.3 standard deviations in the distribution of IRR. Auditors are fully reliant on project developers to self-report their wind resource potential, and due to the sensitivity of IRR calculations to this parameter, the IRR that project developers reported, and by which the sole criterion for additionality is evaluated, is meaningless. This is particularly striking when it is noted that the correlation between the self-reported capacity factors (a one-number summary of the effective wind resource) and the observed capacity in the monitoring reports is 0.29 (our model-predicted capacity factor has a correlation of 0.70).

A path forward for offset markets is to consider sectoral based mechanisms. Under a sectoral mechanism, additionality criteria are established for an entire national sector. All projects in the sector are eligible for offset credit finance but at a discounted rate, to represent the aggregate difference in the sectoral baseline and the observed deployment. Sectoral mechanisms offer a possibility to dramatically lower transactions costs by removing the requirement that each individual project establish its own additionality. Instead, all projects, even those that are not additional, are eligible for offset credits, but the overall number of credits corresponds to a fraction of the emissions that a fully additional project would have offset. Sectoral mechanisms are attractive because they

43 If all projects were located at the 75th percentile of wind resource quality, the IRR would be 13.82% in our model, but would be 7.56% if located at the 25th percentile.
lower transactions costs, but they face opposition because they do not directly assess additionality. However, in the case of the Chinese wind sector, the CDM’s project-based system did not achieve its additionality objective. Fundamentally, wind energy projects may be too burdensome for auditors to evaluate at an individual project level, so sectoral mechanisms may be uniquely useful in this sector.

Sectoral mechanisms have an additional advantage in achieving the objectives of the CDM. The CDM sought to not only facilitate the achievement of the UNFCCC objective, but to also facilitate sustainable development. This suggests taking a longer, more dynamic perspective that includes considering technological change. It has been long recognized that dimensions of sustainable development that are affected by technological change, require a systems perspective, where spillovers from innovation and deployment are maximized. A project-based offset system draws the boundaries for assessment at an individual project, but spillovers fundamentally accrue across projects (and even across sectors). A sectoral mechanism would be better able to facilitate the sustainable development objective of the CDM by creating sector-wide incentives for carbon-mitigating technologies, thus encouraging a greater rate of spillover creation.

A sectoral mechanism would by no means guarantee improved environmental performance, and in fact could lead to even lower environmental performance in sectors where the project-based CDM model is performing well. However, the CDM in the Chinese wind sector is far from the efficient frontier of offset schemes depicted in Figure 3.2. A sectoral scheme would guarantee lower transactions costs, and experimentation with such a scheme could reveal that it would improve environmental performance relative to the troubling findings we’ve discussed in the project-based offsets in the Chinese wind sector.
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Appendix A

Appendix to Chapter 1

A.1 Expert Elicitation Protocol

This appendix provides additional details on the protocol we developed and followed to conduct a suite of energy technology expert elicitation in 2009-2010. This protocol is described in greater detail in Anadón, et al. (2014b), which forms the basis for this appendix.

A.1.1 Technology Selection

We designed and conducted expert elicitation with more than 100 experts on seven technology areas: fuels and electricity from biomass (bioenergy, for short); different types of utility scale energy storage (or storage); residential, commercial, and utility scale photovoltaic technologies (solar); efficiency in commercial buildings (buildings); nuclear power from Generation III/III+, Generation IV, and small and medium reactors (nuclear); coal and natural gas electricity production with and without carbon capture and storage (fossil); and vehicle technologies (vehicles). We were unable to include other

---

44 108 experts gave total and partial answers to the different surveys: 30 participated in the nuclear survey, 25 in the storage survey, 12 in the bioenergy survey, 9 in the buildings survey, 9 in the vehicles survey, 12 in the fossil energy survey, and 11 in the PV survey.
energy technologies in DOE’s investment portfolio – notably wind power, geothermal power, concentrated solar power, advanced lighting, and industrial energy efficiency – in this study owing to limited resources. Due to the design of the buildings elicitation, we are not able to quantify uncertainty in building technology parameters in MARKAL, and therefore the results of the buildings elicitation are not included in our analysis in this chapter.

A.1.2 Expert Selection

We invited leading researchers and practitioners in each of the seven fields from academia, the private sector – including small and large firms – and the U.S. national laboratories to give us their input. We asked these experts to estimate technical cost and performance metrics in 2030 under a BAU scenario for federal R&D funding for that technology, to recommend the level of annual R&D funding and allocation that would be necessary to increase the commercial viability of the technologies in question, and to revise their 2030 technology projections under different hypothetical budgets.

A.1.3 Expert Elicitation Protocol

Our seven elicitations were carried out using a consistent methodology. We examined four energy supply technology areas (fossil, nuclear, solar, biofuels), two energy demand technology areas (vehicles, buildings), and one enabling energy technology area (energy storage). Figure A.1 illustrates the different tasks that were involved in the design and execution of each of the seven elicitations. Designing and fielding each elicitation took between four and eight months. The first phase involved conducting extensive research into each technology, which we summarized for expert participants in a background information section.
In the second phase, we designed the questionnaires for each technology. The questionnaire first asked experts to self-assess their expertise in a wide range of technology subfields; we used this information to explore potential biases in experts’ technical assessments. The questionnaire also asked experts to recommend an aggregate level of R&D funding, and then to estimate cost and performance metrics once in 2010 and then again in 2030 under four scenarios of R&D funding: BAU, half of the recommended budget, the recommended budget, and 10 times the recommended budget. The results of this suite of conditional cost and performance metrics allowed us to explore the sensitivity of the cost and performance estimates to different public R&D investments. A small subgroup of experts (typically two to three) was then used to test and refine the first elicitation draft to increase our confidence that each elicitation
instrument draft would be correctly interpreted by the experts (and that it would provide information in the right form to be of use in the next stages of the method). This second phase of fielding the final elicitation instrument took between two and three months.

In the third phase, we collected the names of experts from a range of sources by examining the peer-reviewed literature, national laboratory programs, university research programs, conference participation, and referrals from other experts and our own program’s advisory board. The participant pool we assembled covered a range of perspectives and included technical experts from the private sector, academia, and the national laboratories.

In the fourth phase, we engaged experts through email solicitations for participation. For willing participants, survey responses were conducted by mailed hard copy or through an online platform. In many cases it was necessary to send reminders and hold follow up phone calls to clarify specific questions from the participants. On average, experts invested between two and five hours to complete our study’s elicitations, not including the interaction with researchers in the cases in which it took place. Designing and fielding an expert elicitation is a very labor-intensive process for both study designers and participating experts.

We now turn to describing in more detail the structure of the elicitation instruments. The elicitations began an extensive background section divided into four subsections: (i) a summary of the purpose of the elicitation (reminding experts of the rationale explained in their invitation via e-mail and phone) and a note encouraging experts to contact researchers at all times to answer questions; (ii) a technology primer of material on current technology cost and performance, fuel costs if applicable, a summary of current government R&D investments in the technology area, and future cost projections found
in the literature; (iii) a short tutorial on bias and overconfidence, which included a graphical example on expert’s overconfidence estimating the speed of light, and instructions about how to reduce overconfidence, including the provision of the expert’s 10th and 90th percentile estimates before the 50th percentile estimate, and including the importance of imagining alternate scenarios wherein the true value is outside the ranges the expert provided (which should lead to expert to broaden his/her estimates); and (iv) an explanation of percentiles, including text using language like that used in the remainder of the elicitation, and a graphical representation of interpreting percentiles (Baker et al., 2014).

The background material served to ensure that all experts had the most recent literature fresh in their minds and to encourage them to think consistently about the variables that we would ask them to estimate, which included costs, efficiency, and government R&D investments and programs. The elicitation device was then divided into four or five sections of questions.

In Part 1, experts were asked to assess their expertise on specific technologies, components, and ancillary topics such as feedstocks, specific technology areas, materials, products, and enabling technologies.

In Part 2, experts were asked to identify commercially viable technologies in 2010, as well as the projected cost and performance that would result from a continuation of 2010 federal funding and private investments through 2030, assuming no new government policies are implemented. This scenario was defined as the BAU scenario.45

45 The BAU scenario in this work includes all current deployment policies modeled in the Energy Information Administration’s (EIA) Annual Energy Outlook 2010 (EIA, 2010a). Anadón et al. (2011) summarizes the status quo policies in the BAU scenario and other future policies categorized into power standards, building codes, transportation policies, and climate policies. It also describes the scenarios used to estimate the impact of oil and gas prices.
In Part 3, experts were asked to recommend a total annual federal R&D budget for the technology area in question. The experts were asked to allocate their recommended budget among basic research, applied research, development, and demonstration investments for specific technologies within the general class of technologies being assessed (e.g., oxy-fired carbon capture technology was one specific technology in the fossil elicitation). These questions asked experts to visually allocate R&D funds into different technology areas and development stages. Experts were also asked to indicate potential coordination with other areas of energy technology research, as well as industries that could provide “spillover” innovations. In most surveys, experts were also asked to provide their insights into the technological hurdles that could be overcome by research in the areas where they recommended the largest investments, and to recommend research areas for cooperation with other countries.

In Part 4, experts were asked to update their BAU 2030 technology cost and performance estimates under three scenarios of R&D funding. These scenarios were defined in relation to the level of R&D recommended by the experts. First experts estimated 2030 cost and performance metrics assuming their recommended annual federal R&D budget was implemented and held constant over the next 20 years. Then, experts updated their 2030 estimates under two additional R&D scenarios: a 50% proportional reduction in their recommended budget and a 10-fold proportional increase in their recommended budget. Having experts re-estimate future technology cost and performance was a crucial part of this analysis because it allowed us to estimate the sensitivity of technology outcomes to R&D funding. In the online elicitations, technology cost questions under different R&D scenarios were visualized in one graph enabling and encouraging respondents to adjust their answers as they were completing the elicitation.
In Part 5, which was not formally a part of all the elicitations we conducted, experts were asked to estimate deployment levels that could be achieved under the four R&D budget scenarios. These elicitations also asked experts to think through deployment policies that would contribute to commercializing novel energy technologies. In those surveys where deployment was not examined in a separate section, experts were asked similar questions about deployment in Parts 2 and 4.

Four of the elicitations (the bioenergy, fossil, storage, and vehicles surveys) were conducted using a written device, which was mailed to participants. The remaining three elicitations (the nuclear, buildings, and solar surveys) were conducted online. Online elicitations improve the ability of experts to modify their answers and to visualize them as they input their estimates. We included several graphics that allowed the experts to see the uncertainty ranges they specified as well as their estimates of cost and performance under different budget scenarios alongside each other. Online elicitations also accelerated the data collection and analysis process, which would be beneficial for future elicitations conducted on a more frequent or broader scale.

At the end of the elicitations, all experts were provided with a written summary of the responses of all participating experts, with the ability to change theirs. For the elicitation on nuclear energy, we also convened a workshop of the participants in the elicitation we conducted and the participants from a similar expert elicitation conducted by the Fondazione Eni Enrico Mattei (FEEM). These experts were given the possibility of revising their responses in private after each workshop session. The details of the workshop and the lessons learned are described in Anadón et al., 2012 (Anadón et al., 2012).
For reference, the nuclear energy expert elicitation is publicly available online at https://erd3.cloudapp.net/nuclear_energy.

A.1.4 Qualitative Reviews of Elicitation Results

We complemented the seven elicitations with qualitative interviews (two to six per elicitation) in which we presented the elicitation results to a set of 23 additional experts who were not involved in the first round of elicitations but had expertise managing R&D budgets for each technology area and experience thinking about investments on a range of technology projects. In these conversations, which lasted from one to two hours, we showed the program experts the technology area experts’ recommended budgets and technology cost and performance parameter estimates. Their affiliations included DOE programs, venture capital firms, and U.S. Congressional committees. These qualitative reviews helped us interpret the elicitation results and served to expand expert input in our work. These additional experts gave their views on how to synthesize the entire set of results from each of the elicitations and helped identify a representative “middle” expert in each survey (see Section 1.2.2).

A.2 Correlation of Future Technology Cost Improvements

In Section 1.1.2 we describe the requirements for and the process we used to construct a correlation matrix relating the 2030 costs of the 25 technologies considered in this chapter. Table A.1 displays this correlation matrix, expressed as a Spearman correlation matrix.
| Tech Code | GTC | DTC | JTC | ETC | COL | GAS | CCS | GCC | GBC | DBC | CAS | HRB | FLO | BEV | CAS | HRB | PEV | FCV | TBR | FOR | MOD | PVR | FPC | PUC |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| GTC       | 1.00| 0.95| 0.95| 0.70| 0.60| 0.60| 0.70| 0.70| 0.60| 0.60| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70|
| DTC       | 0.95| 1.00| 0.95| 0.70| 0.60| 0.60| 0.70| 0.70| 0.60| 0.60| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70|
| JTC       | 0.95| 0.95| 1.00| 0.70| 0.60| 0.60| 0.70| 0.70| 0.60| 0.60| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70|
| ETC       | 0.70| 0.70| 0.70| 1.00| 0.70| 0.70| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65| 0.65|
| COL       | 0.60| 0.60| 0.60| 0.70| 1.00| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70|
| GAS       | 0.60| 0.60| 0.60| 0.70| 0.70| 1.00| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70|
| CCS       | 0.70| 0.70| 0.70| 0.66| 0.90| 0.70| 1.00| 0.80| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70|
| GCC       | 0.70| 0.70| 0.70| 0.66| 0.90| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70| 0.70|

Estimated cross-technology Spearman correlations for the following technologies: GTC: gasoline-substitute from biomass or a mixture of biomass and coal through thermochemical conversion pathways; DTC: diesel-substitute from biomass or a mixture of biomass and coal through thermochemical conversion pathways; JTC: jet fuel-substitute from biomass or a mixture of biomass and coal through thermochemical conversion pathways; ETC: electricity from biomass or a mixture of biomass and coal through thermochemical conversion pathways; COL: coal power without carbon capture and storage; GAS: combined cycle natural gas power without carbon capture and storage; CCS: coal power with carbon capture and storage; GCC: combined cycle natural gas power with carbon capture and storage; GBC: gasoline-substitute from biomass through a biochemical conversion pathway; DBC: diesel-substitute from biomass through a biochemical conversion pathway; CAS: compressed air energy storage; BLI: utility-scale lithium-ion-based batteries; BNS: utility-scale sodium-sulfur-based batteries; FLO: utility-scale flow batteries; BEV: light-duty battery electric vehicles; CAR: light-duty advanced internal combustion engine vehicles; HYB: light-duty hybrid vehicles; PEV: light-duty plug-in hybrid vehicles; FCV: light-duty fuel cell vehicles; THR: Gen III/III+ nuclear power; FOR: Gen IV nuclear power; MOD: small and medium factory-built nuclear power; PVR: residential photovoltaic solar power; PVC: commercial photovoltaic solar power; PVU: utility photovoltaic solar power.
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B.1 The Latent Dirichlet Allocation Model

The general process to model the data begins by preprocessing the text, constructing a document-term matrix (DTM), and fitting an unsupervised model to the data. I use the R package “tm” (Feinerer et al., 2008) to preprocess the text and create the DTM and the R package “topicmodels” (Gruen and Hornik, 2011) to handle the topic modeling.

The preprocessing step involves six iterations over the corpus. First, I remove the metadata, which was stored in the first lines of the scraped files. Next, I strip excess white space, remove capitalization, and remove punctuation. Next I delete stopwords, commonly used words which carry little substantive meaning, such as “the” or “and,” using the tm package’s list of English stopwords. Finally, I stem all words in the corpus using the “Snowball” package (Hornik, 2007). Stemming removes suffixes, such that the same word used in a different part of speech is recognized as the same word. For example, with stemming, the words “position,” “positioned,” and “positions” would be reduced to just the single word “position.” While stemming could potentially introduce
additional bias into the analysis, the additional power gained by reducing the complexity of the underlying data is typically considered a worthwhile tradeoff.

In the next step, I construct the document term matrix. The DTM is a matrix with $N$ rows and $D$ columns, where $N$ is the number of unique stemmed words in the corpus and $D$ is the number of documents in the corpus. The DTM is a highly sparse matrix; in one example dataset I collected of 2,176 patents, there were 9,115 unique word stems and only 0.37% of the cells in the DTM were non-zero. The DTM is the basis for all subsequent text processing. By simplifying the data to only the DTM, two important and related features of the data are removed: 1) the ordering of words (including syntax and grammar), and 2) the proximity of words. These restrictions together are known as the “bag of words” assumption. Clearly, representing the corpus of documents by the DTM greatly simplifies analysis, but as with any simplification that removes information, important features of the raw data may be lost.

The approach I take to classifying the patent corpus is a probabilistic topic modeling approach using the latent Dirichlet allocation (LDA) model. This methodology is inspired by Blei and Lafferty (2007) and described in detail in Blei (2010). LDA requires that the number of topics be specified ex-ante (in a similar manner to other approaches I have experimented with, such as k-means, but unlike other possible methods, such as hierarchical clustering). A potential avenue for subsequent theoretical work could attempt to develop guidelines for thinking about the “optimal” (in some as-yet undefined way) number of topics to model.

The basic logic of LDA is to uncover the underlying structure of documents that likely generated the DTM extracted from the corpus. A “topic” is defined as a probability distribution over a finite vocabulary of words. Documents within the corpus have a
distribution over the topics, while each word within the document is a draw from the
distribution of words conditional on a topic. Beginning to move to a full parametric
model, the distribution of unique words is Dirichlet\textsuperscript{46} (i.e. the probability of a word
occurring in a topic has a Dirichlet distribution) and the distribution of proportions of
the topics within a document is a second Dirichlet distribution. For each of the \(N\)
documents, the topics within the document have a Multinomial distribution with
parameter drawn from the Dirichlet distribution of topics within the document. The
individual words are drawn from a second Multinomial distribution conditional on the
topic (drawn from the Multinomial distribution of topics) and the distribution of unique
words in a topic (Gruen and Hornik, 2011).

More formally, each of the \(K\) topics, \(\beta_1, ..., \beta_K\) is defined by a distribution over the
entire vocabulary of \(N\) words. Each of the \(D\) documents are composed of some relative
frequency of the \(K\) topics, where \(\theta_{d,k}\) is the proportion of the \(k^{th}\) topic in the \(d^{th}\) document.
Similarly, words within a document are assigned to topics with \(z_{d,n}\) the topic assignment
\((z = 1, ..., K)\) for the \(n^{th}\) word in the \(d^{th}\) document. The actual data from the DTM is \(w_{d,n}\),
the (count or binary existence) of the \(n^{th}\) word in document \(d\). This setup frames the
natural language processing statistical model as a missing data problem, hence the
name \textit{latent} Dirichlet allocation. The probability model that describes the data-
generation process is:

\[
p(\beta, \theta, z, w) = \prod_{i=1}^{K} p(\beta_i) \prod_{d=1}^{D} p(\theta_d) \left( \prod_{n=1}^{N} p(z_{d,n} | \theta_d) p(w_{d,n} | \beta, z_{d,n}) \right)
\]

\textsuperscript{46}The Dirichlet distribution is a multivariate generalization of the Beta distribution. In each dimension,
Dirichlet variates are bound on \([0,1]\). Dirichlet distributions are typically used to model probabilities of (>2)
rivalrous events. The canonical examples of the use of Dirichlet distributions are modeling the lengths
resulting from cutting a string of length 1 into several pieces, and the ratios of colored balls in an (Polya)
urn.
In words, this states that the (unconditional) distribution of topics is independent of the proportion of topics within a document which is independent of individual topic assignment of words conditional on the proportion of topics within the document, which is independent of the observed words conditional on the distribution of topics in the corpus and the assignment of topics to words in documents. The data-generation process can then be thought of as topics being generated for the entire corpus and topic frequencies generated for each document. Then, potential words within documents are assigned to topics (the same word can have positive probability in different topics), and finally observed words are generated given the overall corpus-level distribution of topics and the distribution of words within topics (Blei, 2010). Inference for the unobserved variables is made by conditioning on the observed words and using the Gibbs sampler to estimate the joint posterior distribution of the unobserved variables.

I base my implementation of the LDA algorithm on the R implementation provided in the “topicmodels” package (Gruen and Hornik, 2011). I fit the data with a full Bayesian model with diffuse weakly informative priors, using a Gibbs sampler. The LDA model estimates two distributions of interest: the distribution of topics within a document (for each document), and the distribution of topics within the corpus. Potential document-level covariates are the modal topic within a document (e.g. the focus of Kaplan and Vakili, 2011), or the (multi-dimensional) relative frequency of topics within a document. One potential application of the latter set of covariates could use matching algorithms on the vector of topics to identify similar pairs or groups of documents. Figure 2.5 gives a sense for the classification procedure described in this section.
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C.1 Internal Rate of Return for a Wind Farm

We determined the financial attractiveness of wind investments in different sites by calculating the project-internal rate of return (IRR). Virtually all Chinese wind projects registered under the CDM determine their additionality by comparing their project IRR with an industry benchmark (UNFCCC, 2012b). The projects used 8% rate of return on total investment and 10% on invested equity as industry benchmarks, based on guidance for power-sector investments issued by the central government (SPC, 2002).

The internal rate of return (IRR) of project $i$ is the discount rate at which the project breaks even, i.e., at which the present value of all future cash flows in time periods $\tau = 1...T$ is equal to the initial capital investment $Initial\_Invest_i$ in $\tau = 0$:

The internal rate of return (IRR) of project $i$ is the discount rate at which the project breaks even, i.e., at which the present value of all future cash flows in time periods $\tau = 1...T$ is equal to the initial capital investment $Initial\_Invest_i$ in $\tau = 0$: 
\begin{align}
\text{(i) } & 0 = \sum_{t=0}^{T} \frac{\text{Net\_Cash\_Flows}_{i,t}}{(1 + IRR)^t} \\
& = -\text{Initial\_Invest}_i + \sum_{t=1}^{T} \frac{\text{Electricity\_Sales}_{i,t} + \text{CER\_Revenues}_{i,t} - \text{O&M}_{i,t} - \text{Taxes}_{i,t}}{(1 + IRR)^t} \\
& + \frac{\text{Initial\_Invest} \times (1 - \text{Minimum\_Book\_Value})}{(1 + IRR)^T} \\
\end{align}

Chinese wind projects have two principal sources of cash inflows over the project lifetime: Electricity sales to the state-owned grid operator or, if registered with the CDM, offset credit sales:

\begin{equation}
\text{Electricity\_Sales}_{i,t} = 8760 \times \text{Capacity\_Factor}_i \times \text{Electric\_Capacity}_{i,t} \times \text{Electricity\_Tariff}_i \tag{C.2}
\end{equation}

\begin{equation}
\text{CER\_Revenues}_{i,t} = 8760 \times \text{Capacity\_Factor}_i \times \text{Electric\_Capacity}_{i,t} \times \text{Grid\_Emission\_Factor}_i \times \text{CER\_Price}_i \tag{C.3}
\end{equation}

The two main cash outflows are operation and maintenance (O&M) expenditures and taxes:

\begin{equation}
\text{O&M}_{i,t} = \text{Initial\_Invest}_i \times (\text{Fixed\_O&M\_Share}_i + \text{Insurance\_Premium}_i) \tag{C.4}
\end{equation}

\begin{equation}
\text{Taxes}_{i,t} = \text{Income\_Tax\_Rate}_i \times (\text{Electricity\_Sales}_{i,t} + \text{CER\_Revenues}_{i,t} - \text{O&M}_{i,t} - \text{Depreciation}_{i,t}) - \text{Interest}_{i,t} + \text{VAT\_Tax\_Rate} \times \text{VAT\_Tax\_Surcharge} \times \text{Electricity\_Sales}_{i,t} \tag{C.5}
\end{equation}

In Equation \textbf{(C.5)} \text{Depreciation}_{i,t} and \text{Interest}_{i,t} are defined as:

\begin{equation}
\text{Depreciation}_{i,t} = \frac{\text{Initial\_Invest} \times (1 - \text{Minimum\_Book\_Value})}{\text{Depreciation\_Time}} \tag{C.6}
\end{equation}

\begin{equation}
\text{Interest}_{i,t} = \text{Interest\_Rate}_{i,t} \times \text{Debt\_Outstanding}_{i,t} \tag{C.7}
\end{equation}

\begin{align}
& = \text{Interest\_Rate}_{i,t} \times (1 - \frac{T}{T} \times (1 - \text{Share\_of\_Equity}) \times \text{Initial\_Invest})
\end{align}
The inputs to the IRR calculation are taken from five sources (see Table C.1): First, project variables such as turbine size, number of installed turbines and project location were taken from a database of all wind farms in China installed by the end of 2012 (Huaxia, 2013). Second, power production is modeled based on high-resolution wind resource data (3TIER, 2015) and the power curve of a representative GE 1.5 SL turbine (1.5 MW rated capacity) with a rotor diameter of 77 m and a hub height of 80 m (Carrillo et al., 2013). Robustness tests were conducted using a large database of wind-turbine power curves (Carrillo et al., 2013; INL, 2006). Third, additional project-specific variables such as initial capital investment, electricity tariffs and grid-emission factors were interpolated based on data available for the 1,494 CDM projects (IGES, 2015b). Fourth, for generic financial variables that are systematically collected for all CDM projects such as the project life-time, income taxes and depreciation times we took the average over all Chinese wind CDM projects (IGES, 2015b). Fifth, for variables for which no systematic CDM data was available, including the minimum booking value of assets at the end of the life-time, O&M expenditures, insurance premiums and VAT tax surcharges, we took representative values from the CDM-PDDs.
Table C.1: IRR Model Inputs and Assumptions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Unit</th>
<th>Source</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project lifetime T</td>
<td>21</td>
<td>Years</td>
<td>Representative value</td>
<td>CDM-PDDs</td>
</tr>
<tr>
<td>Initial_Invest</td>
<td>995-1,685</td>
<td>USD/kWh</td>
<td>Interpolated from PDD data</td>
<td>(IGES, 2015b)</td>
</tr>
<tr>
<td>Minimum_Book_Value</td>
<td>5</td>
<td>%</td>
<td>Representative value</td>
<td>CDM-PDDs</td>
</tr>
<tr>
<td>Capacity_Factor</td>
<td>0-32.9</td>
<td>%</td>
<td>Derived from wind resource</td>
<td>(3TIER, 2015)</td>
</tr>
<tr>
<td>Electric_Capacity</td>
<td>0.25-300</td>
<td>MW</td>
<td>Wind farm database</td>
<td>(Huaxia, 2013)</td>
</tr>
<tr>
<td>Electricity_Tariff</td>
<td>379-794</td>
<td>RMB/MWh</td>
<td>Interpolated from PDD data</td>
<td>(IGES, 2015b)</td>
</tr>
<tr>
<td>Grid_Emission_Factor</td>
<td>0.724-1.152</td>
<td>tCO₂/MWh</td>
<td>Interpolated from PDD data</td>
<td>(IGES, 2015b)</td>
</tr>
<tr>
<td>CER_Price</td>
<td>0/10</td>
<td>EUR/tCO₂</td>
<td>Representative value</td>
<td>(IGES, 2015b)</td>
</tr>
<tr>
<td>Fixed_O&amp;M_Share</td>
<td>2</td>
<td>%</td>
<td>of Initial_Invest</td>
<td>CDM-PDDs</td>
</tr>
<tr>
<td>Insurance_Premium</td>
<td>0.5</td>
<td>%</td>
<td>of Initial_Invest</td>
<td>CDM-PDDs</td>
</tr>
<tr>
<td>Income_Tax_Rate</td>
<td>25</td>
<td>%</td>
<td>Average value</td>
<td>(IGES, 2015b)</td>
</tr>
<tr>
<td>VAT_Tax_Rate</td>
<td>17</td>
<td>%</td>
<td>Representative value</td>
<td>CDM-PDDs</td>
</tr>
<tr>
<td>VAT_Tax_Surcharge</td>
<td>4</td>
<td>%</td>
<td>Representative value</td>
<td>CDM-PDDs</td>
</tr>
<tr>
<td>Depreciation_Time</td>
<td>15</td>
<td>Years</td>
<td>Average value</td>
<td>(IGES, 2015b)</td>
</tr>
<tr>
<td>Interest_Rate</td>
<td>8</td>
<td>%</td>
<td>Representative value</td>
<td>CDM-PDDs</td>
</tr>
<tr>
<td>Share_of_Equity</td>
<td>25</td>
<td>%</td>
<td>Representative value</td>
<td>CDM-PDDs</td>
</tr>
</tbody>
</table>

1 Wind turbine power curve data was taken from (Carrillo et al., 2013; INL, 2006).

C.2 Chinese Policies Affecting Wind Energy Development

Policy and plans in China have shaped wind power development. Through a variety of mechanisms, central government authorities, and in some cases provincial governments, have created and implemented programs affecting the rate of deployment of onshore wind energy. These policies and plans are summarized in Table C.2.
<table>
<thead>
<tr>
<th>Year</th>
<th>Name</th>
<th>Content</th>
<th>Authority</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>Regulation on wind farm grid connection management</td>
<td>Wind power purchase price set at ‘reasonable profit’ levels Incremental cost borne by grid corporations</td>
<td>Ministry of Electric Power (MEP)</td>
</tr>
<tr>
<td>1995</td>
<td>Double Increase Programme</td>
<td>1.2 billion RMB of preferential loans to install 120 MW (reached ca. 25 MW); plan to develop two manufacturing bases for towers, hubs and later nacelle, braking and yaw systems</td>
<td>MEP</td>
</tr>
<tr>
<td>1996</td>
<td>New and renewable energy development outline</td>
<td>Target of 300 MW by end of 2000, 1,000 MW by 2010; plan to develop production capacity of 200 kW+ turbines</td>
<td>State Planning Commission (SPC)</td>
</tr>
<tr>
<td>1996</td>
<td>National High Tech R&amp;D Program (863 Program)—Ninth Five-Year Plan</td>
<td>Over RMB 60 million was made available for renewable energy R&amp;D. R&amp;D programs included a focus on developing 600 kW wind turbines with 40 percent local content for all new wind power projects.</td>
<td>MOST and SDPC</td>
</tr>
<tr>
<td>1996</td>
<td>Loans for Wind Farm Development</td>
<td>This program gave priority access to reduced interest domestic loans for wind farms with rates up to 50 percent lower than current commercial rates, with a preference given to projects using locally manufactured wind turbines. It was used to develop several small demonstration wind projects.</td>
<td>SDPC and MOST</td>
</tr>
<tr>
<td>1997</td>
<td>Ride the Wind Program</td>
<td>400 MW by the end of 2000 Develop 300 and 600 kW turbines with 60% domestic content 23.6 million RMB to develop two ‘national teams’ (domestic manufacturing and S&amp;T bases)</td>
<td>SPC</td>
</tr>
<tr>
<td>1998</td>
<td>Further Modifications to Import Duties on Wind Turbine Components</td>
<td>In 1998 further differentiation between domestic and imported turbine components was made when components were exempted from value-added taxes (VAT) and turbines were not, to further promote domestic wind turbine manufacturing. Customs duty regulations vary across components and are applied differently to firms with different ownership structures.</td>
<td>MOF</td>
</tr>
<tr>
<td>1999</td>
<td>Notice on next steps in developing renewable energy</td>
<td>Reduction of 2% on bank loans for renewable energy projects; Power purchase price set at ‘production cost incl. interest rates + max 3%’ for projects using foreign manufacturer, *+min 5%’ for projects using domestic manufacturer.</td>
<td>SPC and Ministry of Science and Technology (MOST)</td>
</tr>
<tr>
<td>2000</td>
<td>National Debt Wind Power Programme</td>
<td>600 million RMB government loans to develop 73.5 MW of wind farms</td>
<td>State Economic and Trade Commission (SETC)</td>
</tr>
<tr>
<td>2001</td>
<td>10th Five Year Plan—key points for energy development</td>
<td>Continuation of ‘ride the wind’; target to install 500MW of wind power within 10th FYP timeframe; Plan to increase localization rate from 40% to 70%</td>
<td>SPC</td>
</tr>
<tr>
<td>2001</td>
<td>10th Five Year Plan for the new and renewable energy industry</td>
<td>Target of 1,200 MW cumulative capacity by the end of 2005, concentrated in 100 MW+ parks; target of 150–200 MW annual domestic production capacity, focus on 600 kW+ turbines</td>
<td>SETC</td>
</tr>
<tr>
<td>2001</td>
<td>National High Tech R&amp;D Program (863 Program)—Tenth Five-Year Plan</td>
<td>The continued implementation of the 863 Program as part of the Tenth Five-Year Plan included support for the development of megawatt-size wind turbines, including technologies for variable-pitch rotors and variable-speed generators, and supported the RD&amp;D of many Chinese companies’ early development of MW-scale wind turbine technology.</td>
<td>MOST</td>
</tr>
<tr>
<td>Year</td>
<td>Description</td>
<td>Details</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>Value-Added Tax Reductions on Wind Electricity</td>
<td>Reduced the VAT for wind electricity from 17 percent to 8.5 percent, resulting in a reduction in the price of wind power electricity.</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>Concession projects</td>
<td>Tenders for large scale (100–300 MW) wind parks, awarded based on price and localization rate; minimum localization rate set to 50% (2003) and 70% (2004–2007)</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>Kyoto Protocol and CDM</td>
<td>Chinese wind projects can earn carbon credits to be sold in global carbon markets</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>Measures for Operation and Management of Clean Development Mechanism Projects in China</td>
<td>Set the domestic guidelines for CDM project development in China in line with China’s role as a recipient of CDM-related carbon finance under the Kyoto Protocol for certified emissions reductions by projects that are shown to reduce GHG emissions.</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>Renewable energy law</td>
<td>Requirement of compulsory grid connection and full purchase of renewable power; Electricity surcharge to cover RE cost, set at 1 RMB/MWh in 2006; 2 RMB in 2008, 4 RMB 2009 and 8 RMB since 2011</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>Notice on the Relevant Requirements for the Administration of the Construction of Wind Farms</td>
<td>Clarified the project approval process and criteria for wind projects, including proximity to the grid and the percentage of domestically manufactured equipment utilized. NDRC had to approve all projects greater than 50 MW, while provincial or local DRCs could approve those less than 50 MW.</td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>Renewable energy price and cost-sharing management</td>
<td>Power pricing mechanisms: (1) tendered concessions; (2) fixed provincial feed-in tariff (FIT), or (3) government approved price per project; FIT should be equal to cost difference with local desulphurized coal price</td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>National High Tech R&amp;D Program (863 Program)—Eleventh Five-Year Plan</td>
<td>The 863 Program as updated for the Eleventh Five-Year Plan supported the development of MW-size wind turbines, including technologies for variable-pitch rotors, variable-speed generators, and commercialization of wind turbines of 2 to 3 MWs in size.</td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>Medium and long term RE development plan</td>
<td>Target of 10% of total energy use from renewable sources by 2010; 15% by 2020; targets of 5 GW wind power by 2010; 30 GW by 2020; including 1 GW of offshore power. Mandatory market share (quota) placed on power companies with more than 5 GW of generation capacity should have 3% of non-hydro RE by 2010 and 8% by 2020.</td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>Interim Measures on Revenue Allocation from the Renewable Surcharge</td>
<td>Aimed at improving equity among provinces in bearing the costs of renewable electricity, this measure established an equalization program requiring provincial grid companies to exchange their shortfall or surplus of surcharges with grid companies from other regions.</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>Document Title</td>
<td>Summary</td>
<td>Author/Creator</td>
</tr>
<tr>
<td>------</td>
<td>----------------</td>
<td>---------</td>
<td>----------------</td>
</tr>
<tr>
<td>2008</td>
<td>11th Five Year Plan for Renewable Energy</td>
<td>Target of 10 GW wind power by 2010, 5 parks with 1 GW+ capacity, 1 GW of offshore; target to achieve domestic batch production capabilities of 1.5 MW+ turbines, develop 3 MW+ and offshore turbine production capacity. This plan established seven wind power bases of at least 10 GW in size in Gansu, Xinjiang, Hebei, Jilin, eastern and western Inner Mongolia, and coastal Jiangsu, which together would total 138 GW by 2020.</td>
<td>NDRC</td>
</tr>
<tr>
<td>2008</td>
<td>Interim measures for administration of special funds for the wind power equipment industry</td>
<td>R&amp;D fund for 1.5 MW+ turbines: 600 RMB/kW for the first 50 turbines produced (i.e., 45 million RMB for 50+ sets of 1.5 MW turbines); Blades, gearboxes and generators must come from Chinese controlled firm.</td>
<td>Ministry of Finance (MOF)</td>
</tr>
<tr>
<td>2009</td>
<td>Notice on Improving Grid-Connected Wind Power Tariff Policy</td>
<td>Nationally determined feed-in tariff (FIT): The program included four standardized national feed-in tariffs for wind power development with tariff levels varying by wind resource class: category I, RMB 0.51 per kWh; category II, RMB 0.54 per kWh; category III, RMB 0.58 per kWh; category IV, RMB 0.61 per kWh.</td>
<td>NDRC</td>
</tr>
<tr>
<td>2009</td>
<td>Amendment to Renewable energy law</td>
<td>Government system of safeguards for full purchase of RE power; Grid managers mandated to increase investment and research on grid development and its capacity to absorb RE power (smart-grid and power storage); Support from RE fund for grid connection when prohibitively expensive</td>
<td>NPC</td>
</tr>
<tr>
<td>2009</td>
<td>Notice on Abolishing the Localization Rate Requirement for Equipment Procurement in Wind Power Projects</td>
<td>This notice removed the long-standing local content requirement that favored domestic over imported wind technology in the Chinese market.</td>
<td>NDRC</td>
</tr>
<tr>
<td>2011</td>
<td>Notice on Strengthening the Management of Wind Power Plant Grid Integration and Operation</td>
<td>This notice was directed at reported problems with wind integration resulting in frequent wind power curtailments. The regulation included the establishment of new grid codes to address challenges with the interconnection of wind turbines. It also requires all wind farms to obtain NEA approval in order to receive the feed-in tariff subsidy.</td>
<td>NEA and the China National Standardization Commission</td>
</tr>
<tr>
<td>2011</td>
<td>Provisional Management Methods for Wind Power Forecasting</td>
<td>Aimed at improving wind power integration by better predicting when wind power will be available to the grid, required all grid-connected wind farms to install forecasting systems.</td>
<td>NEA</td>
</tr>
</tbody>
</table>