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Atmospheric Observations and Models of
Greenhouse Gas Emissions in Urban Environments

Abstract

Greenhouse gas emission magnitudes, trends, and source contributions are highly uncertain, particularly at sub-national scales. As the world becomes increasingly urbanized, one potential strategy for reducing these uncertainties is to focus atmospheric greenhouse gas measurements in urban areas, where a multitude of emission processes occur, imposing a strong and persistent gradient in the local atmosphere, and contributing a significant fraction of global anthropogenic greenhouse gas emissions.

This thesis explores the capabilities and requirements for characterizing and quantifying greenhouse gas fluxes in urban environments using atmospheric measurements and models. The first chapter uses an existing dataset of atmospheric carbon dioxide measurements from Salt Lake City, Utah to assess the capacity of an atmospheric measurement and modeling framework to detect changes in emissions from a city in the context of an emissions verification framework. The results of this work are then used to explore an alternative or complementary measurement strategy of atmospheric column measurements for urban emissions detection, which would be less sensitive than point measurements to the large variability present in urban atmospheres, but would also have more stringent accuracy requirements.

The second chapter describes the development and maintenance of a network of greenhouse gas measurement stations in the Boston urban region, which has been continuously
running since 2012 and has generated high-quality atmospheric carbon dioxide and methane data that can be used to explore their fluxes across the urban region. The third chapter applies the Boston network data to investigate the magnitude of methane emissions from natural gas infrastructure in the urban region. We find that the natural gas loss rate in 2012-13 was 2.7 ± 0.6 %, two to three times larger than that reported by industry and government. Our findings suggest that natural gas consuming regions may be larger sources of methane than previously thought, and have implications for local and national policies that aim to reduce methane emissions and promote energy-use efficiency. The work presented in this thesis explores general methodological strategies for urban atmospheric measurements and models, and offers example applications of such methods to directed and societally-relevant investigations of urban greenhouse gas emissions.
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Introduction

Atmospheric measurements of greenhouse gases have traditionally been made in remote locations in order to quantify and track changes in globally-representative mixing ratios and infer large-scale flux processes. There is increasing interest in applying atmospheric techniques to investigate questions of greenhouse gas fluxes at regional and local scales, such as in urban environments. This is because, converse to remote background measurements, regional and urban scale studies have the potential to offer new insights on the attribution of emissions to specific source types and processes, and to evaluate the efficacy of specific mitigation actions.

A great deal of progress has been made in this burgeoning area of research in recent years. Kort et al. (2013) used a modeling framework to explore the relative ability of different atmospheric observational network designs to constrain greenhouse gas fluxes in the Los Angeles basin. Breon et al. (2015) assessed the capability of an atmospheric observation-modeling framework to constrain carbon dioxide (CO\textsubscript{2}) emissions in Paris and found that an emission inventory for the region was significantly overestimated. Mays et al. (2009) and Cambaliza et al. (2015) used an aircraft mass-balance approach to estimate methane (CH\textsubscript{4}) emissions and the relative contribution of different source types in Indianapolis. Lauvaux et al. (2013) made atmospheric greenhouse gas measurements in Davos during the World Economic Forum in 2012 and showed that emissions dropped by ~35% due to traffic bans during the meeting. Kort et al. (2012) demonstrated the capability of satellite measurements to detect column-integrated CO\textsubscript{2} enhancements over urban areas and quantitatively estimated the change in emissions that could be detected, using GOSAT observations over Los Angeles and Mumbai as examples.
Beyond emissions quantification and characterization, urban greenhouse gas measurements and models could also be used in public health studies of human exposure to primary pollutants at higher space and time resolutions through their coupling with combustion CO₂ emissions. Another exciting application will be to assess the capability of the recently-launched OCO2 satellite to detect gradients in CO₂ column abundances created by urban emissions through direct comparison of ground-based and OCO2 column observations of specific cities. This information will be especially valuable for translating the insight we gain through intense study of a handful of cities to other cities in developing countries where emissions are rapidly changing and highly uncertain, but where ground-based observational capabilities are limited.

This thesis explores methodological requirements, and potential capabilities and applications, in the growing research area of urban atmospheric greenhouse gas measurements and models for flux characterization and quantification. Early motivation for this work derived from a 2010 National Research Council (NRC) report which recommended extending the atmospheric greenhouse gas sampling network to a representative sample of cities as one strategy, among others, to independently verify self-reported emissions in the context of a global climate treaty.

Chapter One characterizes atmospheric CO₂ levels in an urban environment using an existing dataset of surface observations from Salt Lake City. In this work, we tested the concept proposed by the NRC (2010) report that continuous, longterm, urban atmospheric measurements could be used to verify reported emissions and track changes in emissions within a quantified uncertainty level, depending on the capability of atmospheric transport models to reproduce urban observations. Based on the findings of this pilot project in Salt Lake City, we proposed
that measurements of the column-integrated enhancements of greenhouse gases in urban environments are a promising complementary or alternative strategy to ground-based point observations because they are insensitive to small-scale emission and atmospheric circulation processes, although the accuracy requirements would be more demanding.

Chapter Two describes the measurement network that we set up to measure CO₂ and CH₄ in the atmosphere of the Boston urban region, which has been running continuously since 2012. We describe the measurement methods and strategy to promote robust, reliable, remote operation, and lessons learned from running the network. We explore measurement error and describe general features of the resulting dataset.

Chapter Three uses the Boston network data, and a comprehensive modeling framework, to quantify the flux of CH₄, specifically from natural gas, in the urban region over one year. We find that CH₄ emissions from natural gas are two to three times higher than expected based on industry and government reporting, and we propose several possible reasons for this finding. This chapter is an example of the potential use of urban atmospheric greenhouse gas observations to investigate currently unconstrained emission magnitudes and processes from multiple scientifically and societally-relevant perspectives.
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Chapter 1

Assessment of ground-based atmospheric observations for verification of greenhouse gas emissions from an urban region

Abstract

International agreements to limit greenhouse gas emissions require verification to ensure that they are effective and fair. Verification based on direct observation of atmospheric greenhouse gas concentrations will be necessary to demonstrate that estimated emission reductions have been actualized in the atmosphere. Here we assess the capability of ground-based observations and a high-resolution (1.3 km) mesoscale atmospheric transport model to determine a change in greenhouse gas emissions over time from a metropolitan region. We test the method with observations from a network of CO$_2$ surface monitors in Salt Lake City, Utah, USA. Many features of the CO$_2$ data were simulated with excellent fidelity, although data-model mismatches occurred on hourly time scales due to inadequate simulation of shallow circulations and the precise timing of boundary layer stratification and destratification. Using two optimization procedures, monthly regional fluxes were constrained to sufficient precision to detect an increase or decrease in emissions of approximately 15% at the 95% confidence level. We argue that integrated column measurements of the urban dome of CO$_2$ from the ground and/or space are less sensitive than surface point measurements to the redistribution of emitted CO$_2$ by small-scale processes and thus may allow for more precise trend detection of emissions from urban regions.
Introduction

Agreements to limit anthropogenic greenhouse gas (GHG) emissions will have major economic and political consequences. Compliance will be demonstrated primarily with self-reported emission inventories derived from activity data and generalized conversion factors (Eggleston et al. 2006, NRC 2010), but associated uncertainties may exceed the magnitude of emission reduction targets (NRC 2010, Gregg et al. 2008, Peylin et al. 2011, Marland 2008). Therefore, measurement, reporting, and verification (MRV) will be critical elements of any international climate treaty, as emphasized by a recent National Research Council (NRC) report (2010), a related study by the JASON scientific advisory group (2011), and by the Intergovernmental Panel on Climate Change (Eggleston et al. 2006). Verification procedures based on direct atmospheric observations can provide independent constraints on reported emissions and are necessary to ensure that emission reductions are actualized in the atmosphere.

The NRC report on MRV (2010) highlighted the potential utility of atmospheric observations and models for detecting trends in emissions from strong localized source regions, such as urban areas, where enhancements in GHG concentrations are readily detectable in the atmosphere. A large fraction of a country’s emissions likely emanate from such regions and results from several representative cities over time could provide strong tests of claimed emission reductions at national or regional scales. But the NRC (2010) estimated that current uncertainties in this approach exceed 100%, far too large to detect emission changes mandated by treaties or national policies. This imprecision is attributable to a dearth of research on the concept and the committee (2010) speculated that near-term efforts could lead to substantial improvements, perhaps allowing for the detection of a change in emissions of 10-25% in 1 year and of 10% or less over 10 years.
The present study addresses the problem posed by the NRC (2010) by assessing the current capability for using atmospheric observations to determine trends in GHG emissions at the scale of an urban region. We develop a high-resolution, urban-scale, observation-model framework, whereby observed GHG concentrations and presumed emissions are quantitatively related with an atmospheric transport and dispersion model (ATDM), and regional surface fluxes are estimated via an optimization procedure (Ciais et al. 2010). Input data consist of measurements that define atmospheric concentration enhancements relative to air advected from outside the source region, plus an emissions inventory that prescribes the presumed spatial and temporal distributions of surface fluxes.

We apply the observation-model framework to a test case of Salt Lake City (SLC), Utah, leveraging a unique, long term, publicly available dataset of urban atmospheric carbon dioxide (CO$_2$) concentrations (http://co2.utah.edu). We quantify the precision of the method for detecting changes in monthly emissions from this urban region, and assess how statistical properties of urban CO$_2$ concentrations and features of current state-of-the-art models limit trend detection capabilities. Finally, we suggest how the framework might be improved, through both alternative measurement strategies and enhanced model capabilities.

Previous studies of urban CO$_2$

Many studies (e.g. McRae and Graedel 1979, Bergeron and Strachan 2011, Gratani and Varone 2005) have described near-surface CO$_2$ concentrations and fluxes in a variety of urban environments and attributed observed variability to both atmospheric dynamics and local emission patterns. City-scale fluxes have been derived with mass-balance approaches using surface data from Krakow, Poland (Zimnoch et al. 2011) and aircraft data from Indianapolis, Indiana, USA (Mays et al. 2011). Ratios of carbon monoxide (CO) and CO$_2$ from a site near
Beijing, China were used to define trends in combustion efficiency (Wang et al. 2010). None of the approaches taken in these studies are capable of quantifying trends in emissions at the full urban scale and with the accuracy required for verification.

Levin et al. (2011) presented the only prior study to accurately assess emission inventories over time at a regional scale, using a multi-decadal dataset of atmospheric GHG concentrations, $^{14}$CO$_2$, and radon-222 from Heidelberg, Germany. Unfortunately, the key element of this unique study—long term, high frequency radioisotope measurements—are not currently widely reproducible due to cost and technological requirements. The framework described in the present study uses measurements made by readily available sensors combined with open-source meteorological data and models, and is thus scalable to numerous locations, as needed for MRV.

The SLC CO$_2$ measurement program was initiated as part of a study of carbon and oxygen isotopes focused on urban source attribution. Pataki et al. (2003, 2006, 2007) estimated the proportional contributions of natural gas versus gasoline combustion and biological respiration to observed CO$_2$ enhancements, and (2005) suggested the application of CO$_2$ as a tracer of atmospheric transport and mixing in complex terrain. Pataki et al. (2009) found general agreement between SLC eddy-flux measurements and an emissions inventory compiled for the sampled area. SLC CO$_2$ was simulated with a multiple box model to understand the relative contributions of meteorology and anthropogenic and biological surface fluxes to observed daily and seasonal cycles (Strong et al. 2011).
Methods

Observations

A network of CO₂ measurement sites has been operated at up to five locations in SLC and its suburbs (Figure 1-1, Table 1-1) since 2001. We modeled CO₂ data from 2006 because of the quality and consistency of the data from that year. For this study, we focused on modeling observations from the downtown, neighborhood, and junior high sites (Figure 1-1, Table 1-1). Two-day moving averaged CO₂ concentrations (Figure 1-2) from the Hidden Peak (HDP) mountaintop site (http://raccoon.ucar.edu) at the Snowbird Ski Resort outside SLC were used to represent the background CO₂ concentration in air coming in to the city.

Data from the continuous HDP continuous site and a flask sampling site in Wendover, UT (Conway et al. 2009) were both considered for representing background concentrations. Although the upwind location of Wendover (Figure 1-1) is more favorable for retrieving a background CO₂ concentration for SLC, the low frequency of the collection interval there made this dataset inadequate. Comparison of HDP and Wendover data (Figure 1-2) indicates that the HDP observations provide a reasonable representation of the background as they generally occur within the envelope of the Wendover observations. Although hourly to daily variations at HDP sometimes reflect local vegetative fluxes and nearby urban emissions, synoptic variations at HDP are well aligned with Wendover observations (Figure 1-2) and thus likely reflect variability in the background.
Figure 1-1. Map of Salt Lake City and background CO₂ measurement sites.

Table 1-1. Position of the five urban and two background CO₂ measurement sites in and around SLC in 2006.

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude, °</th>
<th>Longitude, °</th>
<th>Height above ground, m</th>
<th>Height above sea level, m</th>
</tr>
</thead>
<tbody>
<tr>
<td>University</td>
<td>40.763</td>
<td>-111.848</td>
<td>18</td>
<td>1,430</td>
</tr>
<tr>
<td>Downtown</td>
<td>40.758</td>
<td>-111.885</td>
<td>10</td>
<td>1,320</td>
</tr>
<tr>
<td>Residential</td>
<td>40.740</td>
<td>-111.858</td>
<td>4</td>
<td>1,339</td>
</tr>
<tr>
<td>Junior High</td>
<td>40.654</td>
<td>-111.888</td>
<td>10</td>
<td>1,325</td>
</tr>
<tr>
<td>Rural</td>
<td>40.530</td>
<td>-112.069</td>
<td>5</td>
<td>1,580</td>
</tr>
<tr>
<td>Snowbird</td>
<td>40.56</td>
<td>-111.65</td>
<td>17.7</td>
<td>3,350</td>
</tr>
<tr>
<td>Wendover</td>
<td>39.90</td>
<td>-113.72</td>
<td>0</td>
<td>1,320</td>
</tr>
</tbody>
</table>
Figure 1-2. Background CO$_2$ concentrations to SLC in 2006. Hourly and 2-day moving averages from HDP and point measurements from Wendover, UT are shown. Modeled time periods are shaded in gray. Note that although the range of hourly concentrations at HDP sometimes exceeded that from Wendover, synoptic variations were largely consistent with the Wendover observations and thus likely reflected variations in incoming, background air. Two-day moving averaged data was utilized in the modeling framework to represent the advected background concentration.

CO$_2$ flux fields

The Vulcan database (v2.0) (Gurney et al. 2007, http://vulcan.project.asu.edu) was used for an anthropogenic CO$_2$ emissions field. Vulcan provides estimates of CO$_2$ emissions due to fossil fuel combustion from each of eight economic sectors for the U.S. in 2002 as a gridded product with a time and space resolution of one hour and 0.1°, respectively. According to Vulcan, the major anthropogenic CO$_2$ sources in the Salt Lake Valley (SLV) are from the transportation, residential, and industrial sectors (Figure 1-3). To minimize the inclusion of year-specific emissions information while still retaining hour-of-the-day and day-of-the-week signatures, we averaged the Vulcan database by month, day-of-week, and hour-of-the-day
(Figure 1-3) prior to integrating it into the modeling framework. It was not necessary to scale the inventory to 2006, the year of interest for our study, because the observation-model framework is intended to determine a change in emissions over time, but not to evaluate absolute emissions from any single time period.

Figure 1-3. Vulcan emissions by sector for a 0.5° × 0.5° area centered on the Salt Lake Valley, averaged by hour, day-of-week, and month.

To represent CO$_2$ fluxes due to photosynthetic uptake and soil and plant respiration, we constructed a simple biosphere model using an approach similar to those presented in Gerbig et al. 2003 and Matross et al. 2006. The biosphere model had three major components: (i) CO$_2$ exchange data from eddy-covariance sites in the Ameriflux network (Baldocchi et al. 2001; http://public.ornl.gov/ameriflux) were used to create a key of flux parameters for relevant
vegetation types; (ii) a satellite-derived map of land-cover types (Homer et al. 2004) determined the spatial extent of vegetation types; and (iii) light and temperature data output by the assimilated meteorological fields in the atmospheric transport and dispersion model were used to drive the biosphere model.

Five eddy-flux sites (Baldocchi et al. 2001) were chosen to calibrate the biosphere model based on their representation of ecosystems which are most similar to those in and around SLC (Table 1-2). Net ecosystem exchange (NEE) data from each site in 2006 was partitioned into two functional components (Equation 1-1), which were each modeled separately. Gross ecosystem exchange (GEE) is a light-dependent term that represents photosynthesis (Equation 1-2) where SWR is solar radiation and $g_0-g_2$ are the fit model parameters. Ecosystem respiration (R) is a temperature-dependent term (Equation 1-3) and includes both heterotrophic and autotrophic respiration, where $T$ is the air temperature and $r_0$ and $r_1$ are the model parameters.

\[
\text{NEE} = \text{GEE} + \text{R} \quad (1-1)
\]
\[
\text{GEE} = g_0 + \frac{g_2 \cdot \text{SWR}}{g_2 + \text{SWR}} \quad (1-2)
\]
\[
\text{R} = r_0 + r_1 \cdot T \quad (1-3)
\]

All eddy-flux data were filtered by friction velocity to eliminate unrepresentative observations. A minimum temperature ($T_{\text{min}}$) was chosen for each site so that if the air temperature was less than $T_{\text{min}}$ it was set to $T_{\text{min}}$ to prevent modeled respiratory fluxes from becoming negative at low temperatures. (Functionally, $T_{\text{min}}$ accounts for the persistence of soil respiration even at very low temperatures when vegetation is dormant.) Positive GEE values resulting from curves with steep slopes at low-light levels were disregarded. Model parameters were fit for windows of time of varying lengths to maximize the fidelity of model fits at each site.
and to capture within-season differences. Here temporal variability in biospheric CO\textsubscript{2} exchange was obtained from the eddy-flux sites, but, in practice, an alternative approach would be to use a satellite-derived vegetation greenness index for the study region (Mahadevan et al. 2008).

The 2001 National Landcover Database (v1) (Homer et al. 2004), a Landsat product that categorizes the United States into 16 land-cover classes and gives percent canopy at a 30-m resolution, was used to represent the spatial distribution of vegetation types. NEE was calculated using sunlight and temperature information output by the atmospheric transport model (discussed in the next section) and the flux parameters for the surrounding vegetation type and time of year. Land-cover types were retrieved for a 33 × 33 cell (ca. 1 km\textsuperscript{2}) area centered on each particle’s location. NEE values for land-cover types associated with Niwot Ridge, Tonzi Ranch, and Harvard Forest were weighted by the percent canopy relative to that of the calibration site (Table 1-2). This approach was particularly important for the city where trees occur at a lower density than at the calibration sites.

Table 1-2. Ameriflux sites chosen to calibrate the biosphere flux model for the 16 land-cover types in the National Landcover Database (NLCD).

<table>
<thead>
<tr>
<th>Ameriflux site</th>
<th>Land cover type</th>
<th>Dominant species</th>
<th>Canopy cover, %*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Niwot Ridge, CO</td>
<td>evergreen forest</td>
<td>subalpine fir, Engelmann spruce, lodgepole pine</td>
<td>67</td>
</tr>
<tr>
<td>Tonzi Ranch, CA</td>
<td>deciduous forest, mixed forest</td>
<td>blue oak, annual C3 grasses</td>
<td>33</td>
</tr>
<tr>
<td>Corral Pocket, UT</td>
<td>shrub/scrub, grassland</td>
<td>perennial bunch grasses</td>
<td>0.2</td>
</tr>
<tr>
<td>Mead rainfed, NE</td>
<td>cultivated crops, pasture/hay</td>
<td>corn/soy rotation</td>
<td>0.1</td>
</tr>
<tr>
<td>Harvard Forest, MA</td>
<td>urban, woody wetlands</td>
<td>red oak, red maple, birch, eastern hemlock, white pine</td>
<td>91</td>
</tr>
</tbody>
</table>

*Mean canopy cover is given for a 33 × 33 pixel area around each site in the NLCD. No Ameriflux site was used to represent open water, barren, and herbaceous wetland land cover types and hence no vegetative fluxes were modeled where those types occurred.
Atmospheric transport model

The Stochastic Time-Inverted Lagrangian Transport (STILT) model (Lin et al. 2003) was used as the ATDM. STILT links the local concentration $C(x_r, t_r)$ of a conserved tracer, measured at the observation (“receptor”) point ($x_r$) at time ($t_r$), to the sources $S$ of the tracer emitted at upstream locations $x$ at prior time $t$, by computing the influence function $I(x_r, t_r | x, t)$,

$$C(x_r, t_r) = \int_{t_0}^{t_r} dt \int_{V} d^3x I(x_r, t_r | x, t) S(x, t) + \int_{V} d^3x I(x_r, t_r | x, t_0) C(x, t_0)$$  \hspace{1cm} (1-4)

The first term in Equation 1-4 represents the concentration enhancement at the receptor due to sources sampled in domain $V$ between times $t_0$ and $t_r$. The second term in Equation 1-4 is the advected lateral boundary condition. STILT simulates upstream influences on receptors by generating “footprints,” which represents the sensitivity of each receptor to upwind surface emissions in units of ppm/(µmol m$^{-2}$ s$^{-1}$) (Figure 1-4A).

We ran STILT in time-reversed mode such that an ensemble of air parcels (“particles”) was transported back in time for up to six days from each receptor. STILT-generated footprints were convolved with the Vulcan emissions and biosphere flux fields to generate a set of predicted concentration enhancements above background at each observation site (Figure 1-4B). We found that run length (i.e., the number of hours backward in time) and particle number had very little effect on the results, so results reported in this paper are for 100-particle, 36-hour runs.

The STILT model was driven with customized meteorological fields from the advanced research version of the Weather Research and Forecasting (WRF v3.2) model (Skamarock and Klemp 2008, Nehrkorn et al 2010). Meteorological fields were generated at three gridded resolutions (4, 12, and 36 km) in a nested arrangement centered on SLC (Figure 1-5) for four approximately monthly time periods (Table 1-3). A set of “high-resolution” (1.3 km for the inner...
WRF (v3.2.1) fields with an urban canopy model (UCM) parameterization (Chen et al. 2010) were generated for a two-week subsample of the October, 2006 time period.

Figure 1-4. Spatial distribution around SLC of the simulated, logarithmic, average hourly (A) influence footprint and (B) CO$_2$ enhancement at the downtown site (white cross) for two weeks in October 2006. Contours enclose the areas responsible for (A) 90% of the total average footprint and (B) 99% of the total average CO$_2$ enhancement. Note that the area contributing the majority of the simulated CO$_2$ enhancement is much smaller than the influence region because of the compact nature of the urban source. Also note that the measurement site is on average sensitive to the entire city and broader metropolitan region.

Table 1-3. Means and standard deviations (1σ) of hourly observed and baseline modeled CO$_2$ (ppm) at the downtown site for the four simulated time periods from 2006.

<table>
<thead>
<tr>
<th>Time Period</th>
<th>Sample Size</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Observed</td>
</tr>
<tr>
<td>June 13 – 27</td>
<td>334</td>
<td>397 (14)</td>
</tr>
<tr>
<td>Aug 23 – Sep 14</td>
<td>545</td>
<td>395 (17)</td>
</tr>
<tr>
<td>Oct 10 – 29</td>
<td>461</td>
<td>422 (34)</td>
</tr>
<tr>
<td>Nov 29 – Dec 31</td>
<td>785</td>
<td>439 (47)</td>
</tr>
</tbody>
</table>
Characterization of CO$_2$ observations from Salt Lake City

The SLC CO$_2$ data follow a distinctive diel pattern, in which concentrations are higher at night and lower during the day (Figure 1-6A), following the daily cycle of the mixing height, which is shallow at night due to thermal stratification, and deep most days due to solar heating of the surface. The diel cycle of CO$_2$ concentrations is notably out of phase with emissions (Figure 1-6B), implying that thermally forced circulations impose a stronger influence on near-surface concentrations than emission rates (Strong et al. 2011). Mean hourly enhancements over background in 2006 at the downtown site ranged from ~0-20 ppm (1σ ≈ 16 ppm) in the afternoon (12-18 hr MST) and from ~20-60 ppm (1σ ≈ 35 ppm) at night (22-04 hr MST). Peak concentrations are typically observed in the early morning due to the combined effects of atmospheric stratification and increased emissions from rush-hour traffic; concentrations drop
rapidly thereafter with the onset of deeper vertical mixing in mid-morning (Figure 1-6A) (Strong et al. 2011).

Seasonal averages are lower in summer than winter (Figure 1-6A). During the growing season, CO₂ concentrations sometimes fall below background in the afternoon, likely due to uptake by urban trees (Ramamurthy and Pardyjak 2011). In the winter, the SLV is prone to atmospheric temperature inversions, which suppress vertical mixing and give rise to sustained periods of elevated concentrations. The overall distribution of observed CO₂ is heavily right-skewed (Figure 1-6C) and is seemingly comprised of two sub-populations, representing stratified and unstratified conditions (Figure 1-6D).

Figure 1-6. Average hourly observed CO₂ concentration at the downtown site in 2006. (A) Averaged by hour of the day from winter (Dec.–Feb.) and summer (June–Aug.) months, and from nearly the entire year (April–Dec.) at the background site. (B) Observed CO₂ from the whole year (Left y-axis) versus average hourly CO₂ emissions estimated from the Vulcan inventory for a 0.5° × 0.5° area encompassing the Salt Lake Valley (Right y-axis). (C and D) Distribution of observed CO₂.
Simulation of CO₂ observations

We used the Weather Research and Forecasting – Stochastic Time-Inverted Lagrangian Transport (WRF-STILT) atmospheric transport model (http://stilt-model.org) and anthropogenic and biogenic flux inventories to simulate the SLC CO₂ data, as described in the Methods section below and references therein. The observation-model framework was tested for four monthly time periods from different seasons in 2006 (Table 1-3) and three sampling locations in SLC. We assessed two horizontal resolutions of the ATDM, 4 km (“baseline”) and 1.3 km (“high-resolution”) (Figure 1-5), the latter of which was tested for only a two-week subset of the autumn time period. The high-resolution ATDM included parameterization of an urban canopy model (UCM) (Chen et al. 2010), which allows for greater heterogeneity in surface properties related to the urban environment than is available in standard WRF configurations. Figure 1-7 shows hourly observed and simulated CO₂ for baseline and high-res models. The time series demonstrates the model’s general capability for capturing the typical diel pattern of near-surface CO₂ concentrations, albeit with a systematic underestimation using a priori emissions (Figure 1-7B).

Elsewhere (Nehrkorn et al. 2013), we evaluated the performance of the two WRF configurations (baseline and high-resolution with an UCM) by comparing observed and modeled meteorological parameters from the SLV. The high-resolution meteorological configuration with the UCM led to improved representation of the daily evolution of the surface (2 m) temperature and boundary layer height, especially when the flow was driven by local circulations. Likewise, the high-resolution WRF-STILT model resulted in changes in simulated CO₂, in particular related to the timing of the nocturnal boundary layer formation and breakup (Figure 1-7B).
Figure 1-7. Hourly observed and modeled CO$_2$ concentrations for two weeks in October 2006 (A) at the downtown site, and (B) averaged by hour of the day at the downtown, neighborhood, and junior high sites.

The model captures many weather-related events such as the multi-day persistence of low concentrations around October 16 and August 30 (Figures 1-7A and 1-8B). Some, generally short, time periods are poorly simulated, such as on June 24-25, when the model substantially underestimates observed CO$_2$ (Figure 1-8A). The model also captures seasonal variability in the magnitude and variance of CO$_2$ enhancements (Table 1-3). In December, the model is often unable to simulate CO$_2$ concentrations at hourly resolution (Figure 1-8D), although this result was not unexpected because meteorological conditions during strong winter temperature inversions in valleys are difficult to simulate (Finn et al. 2008). But the model does capture the very high variances in CO$_2$ and the general amplitude of enhancements over background during December (Table 1-3, Figure 1-8D).
Figure 1-8. Hourly observed and modeled CO$_2$ concentrations for four time periods in 2006 at the downtown site. Modeled values are from the baseline configuration only. Background values are shown by the dashed line.

The model biosphere sometimes draws down simulated CO$_2$ in SLC below background during midday, in the spring and summer months only, in agreement with the observations (Figure 1-6A), and known irrigation practices, and contributes small enhancements from plant
and soil respiration during all other times. Overall, the model suggests that the biosphere has a relatively minor influence on CO$_2$ concentrations in SLC, which is not surprising given the semi-arid ecosystems of the region and previous findings (Pataki et al. 2009, Strong et al. 2011, Ramamurthy and Pardyjak 2011).

**Quantification of the data-model relationship**

Two approaches were employed to quantify the relationships between hourly observed and simulated CO$_2$ concentrations for the four time periods and three observation sites. We first applied a Type II, standard major axis regression (Warton et al. 2006) to fit a line to observed versus simulated values (Figure 1-9). The inverse of the regression line slope provides an estimate of the optimum factor by which to scale emissions inventory to best match the observed data. Confidence intervals (CIs) on the slope define our ability to detect changes in emissions over time at the 95% confidence level, assuming spatial and temporal biases in the model are unchanging over time.

Because the regression is based on modeled and observed values paired in time, it may be susceptible to sporadic failures in the transport model, and thus may lead to CIs which are overly pessimistic in terms of trend detection capability. We therefore adopted an alternative approach which gives less weight to poorly timed events by selecting scaling factors that minimize the differences in observed and simulated population means from each site and time period. 95% CIs for this optimization procedure were calculated using a percentile bootstrap.

Table 1-4 gives scaling factors generated by both optimization methods for the high-res and baseline models for October. Table 1-5 gives scaling factors for the other time periods. Mean scaling factors for October from the high-resolution model are between 1.5 and 1.8, with 95% CIs that are ±7-8% of the mean (Table 1-4). Mean scaling factors for other seasons from the
baseline model mostly range between 1 and 2 and have 95% CIs that are ±6-13% of the means (Table 1-5).

Figure 1-9. Hourly modeled versus observed CO$_2$ at three sites for a two-week time period in October 2006 resulting from (A) high-resolution and (B) baseline model configurations. Solid lines are standard major axis regression lines and dashed lines are one-to-one shown for reference.

Table 1-4. Mean scaling factors by two optimization procedures and 95% confidence intervals for baseline and high-resolution models at three sites for a 2-wk time period in October 2006.

<table>
<thead>
<tr>
<th>Site</th>
<th>Model configuration</th>
<th>Scaling factor (±95% CI) (CI/mean)</th>
<th>by regression</th>
<th>by minimizing differences in means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downtown</td>
<td>high-res, UCM</td>
<td>1.54 (±0.12) (±8%)</td>
<td>1.52 (±0.11) (±7%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>1.45 (±0.12) (±8%)</td>
<td>1.83 (±0.16) (±9%)</td>
<td></td>
</tr>
<tr>
<td>Neighborhood</td>
<td>high-res, UCM</td>
<td>1.67 (±0.13) (±8%)</td>
<td>1.63 (±0.11) (±7%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>1.20 (±0.10) (±8%)</td>
<td>1.67 (±0.16) (±9%)</td>
<td></td>
</tr>
<tr>
<td>Junior High</td>
<td>high-res, UCM</td>
<td>1.83 (±0.15) (±8%)</td>
<td>1.59 (±0.12) (±8%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>1.30 (±0.11) (±9%)</td>
<td>1.93 (±0.24) (±12%)</td>
<td></td>
</tr>
</tbody>
</table>
Table 1-5. Mean scaling factors by two optimization procedures and 95% confidence intervals from the baseline model for three sites and four time periods in 2006.

<table>
<thead>
<tr>
<th>Site</th>
<th>Time period</th>
<th>Scaling factor (±95% Confidence Interval) by regression</th>
<th>Scaling factor (±95% Confidence Interval) by minimizing differences in means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downtown</td>
<td>June 13 – 27</td>
<td>1.13 (±0.10) (±9%)</td>
<td>1.60 (±0.21) (±13%)</td>
</tr>
<tr>
<td>Downtown</td>
<td>Aug. 23 – Sep. 14</td>
<td>0.90 (±0.06) (±7%)</td>
<td>1.13 (±0.11) (±9%)</td>
</tr>
<tr>
<td>Downtown</td>
<td>Nov. 29 – Dec. 31</td>
<td>1.03 (±0.06) (±6%)</td>
<td>1.21 (±0.08) (±7%)</td>
</tr>
<tr>
<td>Downtown</td>
<td>Oct. 10 – 29</td>
<td>1.31 (±0.08) (±6%)</td>
<td>1.73 (±0.13) (±7%)</td>
</tr>
<tr>
<td>Neighborhood</td>
<td>Oct. 10 – 29</td>
<td>1.14 (±0.07) (±6%)</td>
<td>1.60 (±0.13) (±8%)</td>
</tr>
<tr>
<td>Junior High</td>
<td>Oct. 10 – 29</td>
<td>1.32 (±0.09) (±7%)</td>
<td>1.93 (±0.18) (±9%)</td>
</tr>
</tbody>
</table>

Scaling factors for the high-resolution model are similar to those for the baseline model, but are more consistent between sites and optimization methods, and have narrower CIs (Table 1-4). We infer that the high-resolution model is better for trend assessment, although this was not immediately apparent by visual inspection of Figure 1-7. Improvements by the high-resolution model are especially noticeable in the decreased persistence of very low model values when the data indicate elevated concentrations (Figure 1-10). When inventory fluxes are multiplied by the optimal scaling factors, the distributions of simulated CO₂ from the high-resolution model are remarkably close to observed distributions (Figure 1-10), although variance was not included in the optimization procedure.

These results support the application of high-resolution modeling, and optimization of sample distributions and regressions, for determining trends in urban emissions. We infer from the results reported in Table 1-4 for the high-resolution model that 15% is a conservative estimate of the minimum increase or decrease in monthly emissions detectable by our observation-model framework, although caution must be exercised in generalizing these results due to the short time period (~2 weeks) for which the high-resolution model was tested. By
applying the framework to several years’ worth of data, changes in scaling factors, and thus relative changes in emissions, could likely be estimated with greater precision.

Figure 1-10. Quantile–quantile plots of hourly modeled versus observed CO₂ at the downtown site for two-weeks in October 2006 from (A) baseline and (B) high-resolution models. Model values unscaled and scaled by the two optimization methods are shown. For the high-resolution model, scaling factors by the two optimization methods are near identical, so the two scaled model distributions are nearly indistinguishable.

The scaling factors generated in this study are significantly greater than the expected value of 1.0 (Tables 1-4 and 1-5), implying that emissions were under-reported for the SLC urban core and/or that modeled meteorology was too well-mixed. However, absolute emissions cannot be evaluated with the same level of accuracy as can a change in emissions over time because our statistical procedures do not account for systematic model errors, such as possible over- or under-estimation of the mean boundary layer height or biases in the presumed spatial distribution of emissions. To evaluate absolute emissions, rather than a change in emissions, a fiducial tracer or a sustained release experiment would be necessary.
Approaches for improving emission trend detection

A key limitation to further constraining emissions is the inability of current models to simulate small-scale atmospheric processes. Examples of processes which affect concentrations over short time scales at individual urban sites, but which models cannot explicitly represent, include circulations at building, street, and neighborhood scales, and intermittent turbulence in the nocturnal boundary layer. Improved parameterization of these processes could significantly improve the capability of atmospheric models to simulate urban GHG concentrations. Representation of proximal emission processes at an enhanced spatial resolution similar to that of the meteorology (1.3 km) could also lead to improved simulations.

Contrary to the expectations of some (cf. JASON 2011), the SLC case suggests that increasing the number of surface measurement stations across the city would be ineffective at substantially improving the observational approach for detecting a change in emissions. Simulations indicate that individual measurements sites are sensitive to emissions across the full urban region (Figure 1-4). Observed CO$_2$ concentrations at the five measurement stations in SLC are strongly correlated on a daily basis (Figure 1-10) because within day variance is dominated by the diel cycles in atmospheric stability (Figure 1-6) and forcing of these cycles occurs on the scale of the whole valley. This finding suggests that the current network of five stations in SLC is more than adequate for characterizing the daily cycle of urban-scale CO$_2$. If we consider just the afternoon hours, the opposite problem occurs: fluctuations at stations quite close together (< 5 km) are not significantly correlated (Figure 1-11), suggesting that small-scale processes are responsible for CO$_2$ concentration variations in the afternoon and are not directly tied to region-wide emissions. Hence, denser measurements of such variations would not help to significantly improve determination of regional trends.
Figure 1-11. Cross-correlation functions for 5-min observed CO\textsubscript{2} among the five measurement sites at optimum lag times for March 16–Oct. 27, 2006. Data for all hours and for daytime hours only (11–18 h MST) are plotted against the distance between sites. Correlation coefficients less than 0.25 are insignificant.

Alternative measurement strategies that are less sensitive to the details of atmospheric circulation and emissions may lead to improved trend detection capability. Shallow circulations rearrange CO\textsubscript{2} between sub-layers of the atmosphere on hourly timescales, but for the duration that emitted CO\textsubscript{2} remains in the urban region, total column amounts are directly linked to total emissions. Figure 1-12 shows simulations of the characteristic pattern of CO\textsubscript{2} enhancement, vertically integrated through the partial atmospheric column, which comprises the “urban dome” over the SLV. Observations throughout the column are not available for validation, but simulations appear to have sufficient fidelity at the surface (Figure 1-7) to justify exploration of the character of the urban dome through modeling. The position of the urban dome shifts with the wind, but, due to the valley topography (Figures 1-12C and 1-1), its core generally lies on a predictable NW-SE axis. During the day, the dome extends vertically up to 2 km, but at night, excess CO\textsubscript{2} is contained within a thin layer less than 100 m deep (Figure 1-12FG).
Figure 1-12. Simulated partial column-averaged XCO₂ (ppm) enhancements above background up to 3 km above SLC and the surrounding area on October 18, 2006 at 15 h (A) and 23 h (B) MST. (D and E) Simulated CO₂ enhancement near the surface, 50 m above the ground, for the same times and locations as in A and B. (F and G) Vertical slices through the areas of maximum XCO₂ enhancement in the urban domes. (C) Topography in kilometers above sea level. The downtown and rural measurement sites are marked with Xs for reference. Lines in A–E show the positions of the transects plotted in F and G. Note that the two upper-left panels have the same scale, but the four lower panels do not.

The differences between enhancements at the surface and those integrated through the partial column are striking. The areal extent and magnitude of column enhancements are larger
in the day than the night (Figure 1-12AB), directly reflecting the higher daytime emissions (Figure 1-6B) that we wish to measure. We infer that urban enhancements in column amounts are more sensitive to regional-scale meteorology, especially mean wind speeds, and to emissions integrated through the whole urban region. Conversely, surface values are more sensitive to boundary layer height, shallow circulations, and local traffic emissions. Mean winds are much easier to model than boundary layer heights, and can be validated with hourly observations from airports and weather stations. Broad scale emission inventories are better defined than fine-scale, day-to-day traffic patterns.

The magnitude of the anthropogenic CO$_2$ enhancement in the partial column integral is notably smaller than at the surface, by factors of 2 (daytime, Figure 1-12AD) to 20 (nighttime, Figure 1-12BE), suggesting that increased accuracy may be required to both measure and simulate the column enhancement. To our knowledge, ground-based measurements of CO$_2$ column amounts with the accuracy required for verification have been demonstrated just once, in Los Angeles, where peak concentrations in the column were indeed observed in midday (Wunch et al. 2009). Total column measurements could be made from space, obviating the need for many surface stations and eliminating intrusive measurements on the territory of a treaty signatory. The widespread, spatially heterogeneous, and shifting nature of the simulated SLC urban dome suggests that remote sensing of the dome may offer the best route for its full characterization. Unfortunately, no presently planned satellite has the necessary orbit or targeting capability.

**Summary and future directions**

We have demonstrated an observation-model framework capable of detecting a change in anthropogenic CO$_2$ emissions of 15% or more from an urban region on a monthly basis. The
model framework consists of an atmospheric transport model (STILT) driven by a high-resolution (1.3 km) mesoscale meteorological model (WRF) and coupled to moderately high-resolution models of the spatial and temporal distribution of anthropogenic emissions (Vulcan) and biogenic fluxes. We compared simulations to observations from four time periods and three locations in SLC. Constraints on emission rates were obtained by optimizing the emission model two ways, both of which gave similar central values and confidence intervals.

The observation-model framework is readily scalable to other sites using commercial sensors and open-source models. Measurements are needed to define background (upwind) values, especially for urban areas downwind of other major source regions. For heavily vegetated cities, it will be necessary to distinguish anthropogenic from biogenic emissions, possibly with tracer measurements of fossil fuel combustion (e.g. CO, $^{14}$C). Analysis of the statistical correlations among the SLC measurement sites indicates that five was an ample number, although this result likely depends on SLC’s relatively small size and topographic confinement.

We argue that measurements of vertically integrated column amounts would provide more new information than would additional surface sites. In our estimation, column measurements offer a promising route for improved detection of CO$_2$ emissions from major source regions, complementing or possibly obviating the need for extensive surface measurements near these areas. Remote sensing of the column-integrated “urban dome” appears to offer the best route for accurate verification of emission inventories of CO$_2$ and other GHGs.
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Chapter 2

Boston Greenhouse Gas Measurement Network

Abstract

A network of atmospheric greenhouse gas measurement stations has operated continuously in Boston and the surrounding region since 2012. Measurements are made from elevated structures, such as building rooftops and towers, with Picarro cavity ring-down spectrometers. A novel method for sampling from a tall building in an urban environment, where there are many potential sources of contamination by measuring from the corners of the building in sequence, was developed. A system for automated, reliable, remote operation of the measurement network is described. Routine calibrations ensure between-site comparability and allow for characterization of measurement uncertainty. Strategies for improved system reliability and measurement quality, based on our experience operating the network, are discussed. Data from the network can be used to test observation and modeling capabilities in an urban environment, and to investigate the magnitude and patterns of carbon dioxide and methane fluxes in the Boston urban region.
Introduction

Following on the conceptual modeling work for Salt Lake City, we sought to build an urban greenhouse gas observational network in our home city of Boston, Massachusetts, which we could operate out of our lab, and where we could leverage and build upon local knowledge and collaborations to test observational capabilities and investigate a range of questions. We established such a network (Figure 2-1, Table 2-1) beginning in the summer of 2012, and it has operated continuously since then for nearly three years. Each site in the network has a commercial Picarro (Santa Clara, CA, USA) cavity ring-down spectrometer (CRDS) that measures carbon dioxide (CO$_2$), methane (CH$_4$), and water vapor (H$_2$O) continuously in ambient air (Crosson 2008). This chapter describes the measurement network, including site and logistical considerations, software design for data QA/QC and processing, calibration procedures and measurement error characterization, problems encountered and their resolutions, and a summary of the measurement results.

Figure 2-1. Map of the measurement sites in the Boston GHG network at two zoom levels.
Table 2-1. Locations, instrument model and serial numbers, dates of measurement coverage for each site in the Boston GHG measurement network.

<table>
<thead>
<tr>
<th>Site</th>
<th>Lon, °</th>
<th>Lat, °</th>
<th>Height, m above ground</th>
<th>Picarro model number</th>
<th>Picarro serial number</th>
<th>Dates of measurement coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston University (BU)</td>
<td>-71.10</td>
<td>42.35</td>
<td>29</td>
<td>G2101-i</td>
<td>CFFDS2051</td>
<td>Aug. 2012 – June 2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G1301</td>
<td>CFADS30</td>
<td>June 2014 – Present</td>
</tr>
<tr>
<td>Copley Square (COP)</td>
<td>-71.08</td>
<td>42.35</td>
<td>215</td>
<td>G2401</td>
<td>CFKADS2033</td>
<td>July 2012 – Present</td>
</tr>
<tr>
<td>Harvard Forest (HF)</td>
<td>-72.17</td>
<td>42.54</td>
<td>29</td>
<td>G2301</td>
<td>CFADS2211</td>
<td>Aug. 2012 – May 2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G2311-f</td>
<td>CFHADS2008</td>
<td>May 2014 – Present</td>
</tr>
<tr>
<td>Nahant (NHT)</td>
<td>-70.91</td>
<td>42.42</td>
<td>16</td>
<td>G1301</td>
<td>CFADS30</td>
<td>July 2012 – Feb. 2014</td>
</tr>
<tr>
<td>UMass Boston (UMB)</td>
<td>-71.04</td>
<td>42.31</td>
<td>62</td>
<td>G2101-i</td>
<td>CFFDS2058</td>
<td>Aug. 2012 – Aug. 2013</td>
</tr>
</tbody>
</table>

Site descriptions

Boston University

At the BU site, the sample inlet is mounted on a 2-meter tower located in the center of the flat rooftop of the 6-story College of Arts and Sciences (CAS) building. The CAS building is located in a neighborhood comprised of both shorter and taller buildings, and a few small bathroom vents are located in distant areas of the roof, so sample air may be periodically influenced by very nearby sources. When the measurements began, the analyzer was located inside the building in a small printer room that had large windows and large temperature swings. In February, 2013, we moved the instrument to a dedicated windowless room in the building’s penthouse.
Copley Square

Measurements at the COP site are made from the 51st story of the 52-story Prudential Tower. The Prudential building is much taller than the other buildings in its immediate vicinity so contamination of sample air from nearby building sources is not a major concern. [A new building with a height similar to the Prudential’s is planned for nearby Dalton Street (Ross 2015), and this could compromise the quality of the COP observations in the future.] However, the building itself has many large vents on its rooftop for bathrooms, building air-handling systems, and a restaurant. Furthermore, airflow over a building leads to the formation of small-scale turbulence and a zone of low pressure at the top of the building, which can entrain or aspirate air emitted from the building (Prasad et al. 2013).

To reduce the likelihood of sampling air emitted from building vents, four sample inlets were placed at the corners of the building, one story below the top of the building, where a balcony (used to stage window-washing equipment) allows for access to the building’s exterior (Figure 2-2). The concept of the COP corner-sampling method is that, at any given time, at least one corner will sample air that is representative of uncontaminated, upwind conditions. Each corner is sampled sequentially for five minutes and the upwind corner(s) is selected (Figure 2-3) as that with the lowest average concentration of CO₂, CH₄, or CO in each 20-minute, 4-corner sequence (Figure 2-4).
Figure 2-2. (A) A sample inlet at one of the corners of the Prudential Tower, and (B) exterior view of the building with red arrows indicating the locations of the sample inlets at each of the building’s four corners on the 51st story.

Figure 2-3. Monthly average fractional contribution of each corner to the selected data at the COP site. The legend describes the orientation of each corner.
Figure 2-4. Example of the COP corner-sampling method for three days in October, 2012. The colored lines show average concentrations during each 5-minute sampling interval from each corner. The black line shows the average hourly inferred upwind concentration. The legend describes the orientation of each corner.
Harvard Forest

Observations at HF were integrated into the existing Environmental Monitoring Site, where atmospheric measurements have been made from a tower in a mixed-deciduous forest in central Massachusetts (Figure 2-1) for over two decades (Urbanski et al. 2007). Samples were drawn from eight heights (0.3, 0.8, 4.5, 7.5, 12.7, 18.3, 24.1, and 29 m) on the tower, for four minutes each and for eight minutes at the highest level. Measurements from the top level at the HF site are intended to provide background concentrations for Boston during conditions of westerly flow. Measurements from the vertical profile can be used to estimate ecosystem-scale flux rates (e.g. Meredith et al. 2014).

To test whether the non-continuous sampling at HF and COP reduced the representativeness of the datasets, we simulated the COP sub-sampling routine with the continuous BU dataset by randomly sub-selecting one 5-minute period in each 20-minute interval. The hourly averages generated from the sub-selected dataset were not significantly different than hourly averages generated from the full dataset.

Nahant

Nahant is a tied island located northeast of Boston in Massachusetts Bay (Figure 2-1). Measurements at NHT were made from the fifth story a fire control tower located in a residential area ~50 m from the northeastern shore of the island. Because the roof of the fire control tower was not accessible, the sample inlet was mounted on a ~1 m boom that extended out a window on the northwestern side of the building (for ascetic reasons; Figure 2-5). During the ~1.5 year measurement period at this site (Table 2-1), the fire control tower was not occupied and the nearby residence was seldom occupied. Measurements at NHT were discontinued in 2014 when the owners of the property undertook major renovations and full-time residence. The NHT site
was intended to provide background concentrations for Boston during conditions of on-shore flow.

![Figure 2-5. (A) Interior and (B) exterior view of the boom-mounted sample inlet at the NHT site.](image)

University of Massachusetts, Boston

Measurements at UMB were made from the 12-story Healey Library building, which is located ~500 m from the Boston Harbor in Dorchester, MA (Figure 2-1). The sample inlet was mounted to a vertical pole that extended from the dome of the disused Martin Observatory (Figure 2-6). After one year of measurements, the analyzer was moved from this site to Thompson Island because measurements were determined to be vulnerable to contamination from many nearby rooftop and building sources.
Thompson Island

Thompson Island is located in the Boston Harbor ~2.5 km from downtown Boston (Figure 2-1). The island is accessible by ferry from South Boston and is mostly used for seasonal recreational and educational activities through its affiliation with the Outward Bound organization and Boston Harbor Islands National Park Area. The sample inlet at THI is mounted to the top of a flagpole on a small hill near the center of the island, and the instrument is housed in a nearby dormitory building (Figure 2-7). Measurements were discontinued in the fall of 2014 (Table 2-1) and are schedule to resume in the early summer of 2015 upon the completion of a building renovation project.
Most of the analyzers are housed in locations where the ambient temperature stays within the range required by the analyzers to operate (specified by the manufacturer as ~10-35 °C), but is not controlled by us and therefore can exhibit strong daily and seasonal variability, depending on the site. The HF site is cooled with an air conditioning system throughout the year to counterbalance the heat produced by the many instruments and computers in the room. The THI site is heated in the winter with electric space heaters, but is not cooled in the summer. The NHT site had no temperature control, so to keep the analyzer warm enough in the winter, a cardboard box was placed over the instrument rack to reduce the volume into which the instrument’s exhaust heat was mixed.

**Analyzer descriptions**

Picarro CRDS analyzers measure $^{12}$C$^{16}$O$_2$ at 1603 nm, and $^{12}$C$^1$H$_4$ and $^1$H$^{16}$O at 1651 nm with a pair of near-infrared diode lasers. The CRDS measurement is made by emitting laser light into an optical cavity containing the sample gas, turning off the laser, and measuring the time
constant of the decay in light intensity ("ring-down time") as light is absorbed by the target gas in the cavity. Stable temperature and pressure conditions in the optical cavity and a high-precision wavelength monitor promote high precision and long-term stability in the CRDS measurements (Crosson 2008).

Several different models of Picarro analyzers have been used in the Boston network to measure CO₂, CH₄, and H₂O (Table 2-1). Models G1301, G2301, and G2401 have nearly identical spectroscopy and similar performance characteristics. The G1301 was the first available commercial model, and the G2401 measures carbon monoxide (CO), in addition to CO₂ and CH₄. Model G2101-i analyzers also measure ¹³CO₂ and compute δ¹³CO₂, but those data have not been used because we did not implement a calibration system for δ¹³C. The model G2311-f analyzer has a second operational mode intended for eddy-flux applications, with a higher measurement rate (10 Hz compared to 0.2 Hz) and reduced precision, but this "fast flux" mode was not utilized for the Boston network. Measurement intervals are ~2 seconds for all species on all analyzers, except for the G1301, which measures H₂O every ~14 seconds, and for the G2101-i, which measures CH₄ and H₂O every ~7 seconds.

The analyzers’ operation and data acquisition systems are controlled by Picarro software running on a dedicated Windows computer. The temperature and pressure of the Picarro optical cells are strictly controlled to 45 ± 0.005 °C and 140 ± 0.1 torr, except for analyzer CFHADS2008, which has set points of 60 °C and 151.5 torr. Occasionally, when ambient temperatures and sample gas flow rates undergo large abrupt changes, the analyzer cavity may temporarily exceed its specified temperature or pressure range while it acts to respond to changing conditions.
**Measurement infrastructure**

At each site, the Picarro analyzer and associated equipment are housed indoors and sample air is drawn from the outdoors through a sample line (Figure 2-8). The outdoor terminus of each sample line is capped with a 2 µm disc filter (47 mm diameter PTFE membrane, Pall Corp., Port Washington, NY, USA) to prevent ingestion of particles and liquid water. Filter-holders at the inlets are oriented vertically with the open end pointing down (e.g. Figure 2-5) to aid the shedding of precipitation, which can otherwise pool in the filter holder and restrict air flow. The outdoor filters are replaced every ~3-4 months. To avoid the use of removable components near the building’s ledge, for safety reasons, at the COP site, filters are located in-line downstream of each inlet (Figure 2-9), and fixed shrouds are used to shield inlets from precipitation (Figure 2-2). A few small holes were added to the interior side of each shroud to facilitate air circulation.

In the standard configuration, the sample pump supplied by Picarro (PU2115-N84.0-12.07, KNF Neuberger, Trenton, NJ, USA) is located downstream of the analyzer and provides flow through the entire measurement system (Figure 2-8). The model G2101-i analyzers at the BU, UMB, and THI sites (Table 2-1) have lower flow rates (~25 standard cm$^3$·min$^{-1}$ (sccm) compared to ~250 sccm), which led to unacceptably long residence times in the sample lines. Therefore, bypass pumps (UN05ATI, KNF Neuberger) were added upstream of the G2101-i analyzers to minimize residence times in sample lines (Figure 2-10).

Residence times at sites with long sample lines were approximated by blowing in the inlet and measuring the time until the CO$_2$ spike was recorded by the analyzer. Sample residence times, were ~35 and ~13 minutes before the bypass pumps were installed, and ~90 and ~30
seconds after the bypass pumps were installed, at the BU and UMB sites, respectively. At the COP site, the four sample lines are continuously flushed with a bypass pump (Figure 2-9) and have equal lengths to ensure equivalent residence times (~6 minutes) among them. A [porous metal] flow restrictor (Mott Corporation, Farmington, CT, USA) is located downstream of the COP bypass pump to isolate the sample lines from pump-related pressure perturbations. All pumps are refurbished approximately once per year.

![Flow diagram for the standard configuration in the Boston network.](image)

Figure 2-8. Flow diagram for the standard configuration in the Boston network.
Figure 2-9. Flow diagram for the COP site with the four-corner sampling configuration.
Measurement calibration

Calibration system

The primary goal of the network calibration system is ensure compatibility among measurements from all sites in the network, over time, within a quantifiable uncertainty range, and secondarily to trace measurements to the NOAA/WMO scale. Recommended measurement uncertainty (1σ) goals are ±0.1 ppm for CO₂ and ±2 ppb for CH₄ in well-mixed background air, and ±0.2 ppm CO₂ and ±5 ppb CH₄ (or ~5% of average enhancements) for regional studies with large enhancements (WMO 2014).
The response of the Picarro analyzers is highly linear so the network calibration system consists of the following two components: (i) a set of two calibration standards that span a range of concentrations is used to periodically (Table 2-2) calculate calibration equation slopes (gain), and (ii) regular frequent measurements of single ambient-level calibration standards (“surveillance standards”, Table 2-3) fixed at each site are used to calculate calibration equation intercepts (offsets, null-values). All calibration and surveillance standards were manufactured by Scott-Marin (Riverside, CA, USA) using natural air (Nara et al. 2012) and were tied to scales defined by the NOAA Central Calibration Laboratory (www.esrl.noaa.gov/gmd/ccl/ccl.htm) with a laboratory-based Picarro.

Surveillance standards are measured at each site every 8 hours, in order to track instrument drift and help identify measurement problems. The interval of 8 hours was chosen to ensure that measurement variability due to diel changes in ambient conditions are captured. Surveillance gas is supplied to the sample line by actuating a two-way [stainless steel with Viton plunger seal and O-rings] solenoid valve (Figure 2-8; Gems Sensors & Controls, Plainville, CT, USA) using the Picarro-supplied valve controller software. Surveillance tank regulators (Scott Specialty or Airgas, two-stage, high-purity) are adjusted to meet the analyzer’s flow demand plus ~50 sccm, and the excess surveillance gas is routed out the inlet. “Over-blowing the inlet” with the standard gas ensures that the surveillance measurement is never contaminated with sample air. Surveillance standards are measured for 4 minutes during each interval, and data from the first ~90 seconds are disregarded to ensure equilibration.
Table 2-2. Summary of all calibration activities to-date to compute each analyzer’s response slope.

<table>
<thead>
<tr>
<th>Analyzer</th>
<th>Site</th>
<th>Date (DD-MM-YYYY)</th>
<th>Low-span (SN / CO₂ / CH₄)</th>
<th>High-span (SN / CO₂ / CH₄)</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFFDS2051</td>
<td>BU</td>
<td>2012-12-12</td>
<td>CC108731 / 387.73 / 1736.6</td>
<td>CC101254 / 415.06 / 2285.2</td>
<td>Field</td>
</tr>
<tr>
<td>CFFDS2051</td>
<td>BU</td>
<td>2014-06-27</td>
<td>JJ400 / 379.21 / 1707.8</td>
<td>JJ3616 / 413.69 / 2297.4</td>
<td>Field</td>
</tr>
<tr>
<td>CFADS2211</td>
<td>HF</td>
<td>2012-05-17</td>
<td>ND43187 / 381.44 / 1751.8</td>
<td>ND43208 / 409.20 / 2238.8</td>
<td>Lab</td>
</tr>
<tr>
<td>CFADS2211</td>
<td>HF</td>
<td>2012-12-13</td>
<td>CC108731 / 387.73 / 1736.6</td>
<td>CC101254 / 415.06 / 2285.2</td>
<td>Field</td>
</tr>
<tr>
<td>CFADS2211</td>
<td>HF</td>
<td>2014-05-30</td>
<td>JJ400 / 379.21 / 1707.8</td>
<td>JJ3616 / 413.69 / 2297.4</td>
<td>Field</td>
</tr>
<tr>
<td>CFHADS2008</td>
<td>HF</td>
<td>2014-06-06</td>
<td>JJ400 / 379.21 / 1707.8</td>
<td>JJ3616 / 413.69 / 2297.4</td>
<td>Field</td>
</tr>
<tr>
<td>CFADS30</td>
<td>NHT</td>
<td>2012-05-22</td>
<td>ND43187 / 381.44 / 1751.8</td>
<td>ND43208 / 409.20 / 2238.8</td>
<td>Lab</td>
</tr>
<tr>
<td>CFADS30</td>
<td>NHT</td>
<td>2012-12-11</td>
<td>CC108731 / 387.73 / 1736.6</td>
<td>CC101254 / 415.06 / 2285.2</td>
<td>Field</td>
</tr>
<tr>
<td>CFADS30</td>
<td>NHT</td>
<td>2014-05-29</td>
<td>JJ400 / 379.21 / 1707.8</td>
<td>JJ3616 / 413.69 / 2297.4</td>
<td>Field</td>
</tr>
<tr>
<td>CFADS30</td>
<td>BU</td>
<td>2014-07-24</td>
<td>JJ400 / 379.21 / 1707.8</td>
<td>JJ3616 / 413.69 / 2297.4</td>
<td>Field</td>
</tr>
<tr>
<td>CFKADS2033</td>
<td>COP</td>
<td>2012-05-17</td>
<td>ND43187 / 381.44 / 1751.8</td>
<td>ND43208 / 409.20 / 2238.8</td>
<td>Lab</td>
</tr>
<tr>
<td>CFKADS2033</td>
<td>COP</td>
<td>2012-12-12</td>
<td>CC108731 / 387.73 / 1736.6</td>
<td>CC101254 / 415.06 / 2285.2</td>
<td>Field</td>
</tr>
<tr>
<td>CFKADS2033</td>
<td>COP</td>
<td>2012-06-10</td>
<td>JJ400 / 379.21 / 1707.8</td>
<td>JJ3616 / 413.69 / 2297.4</td>
<td>Field</td>
</tr>
<tr>
<td>CFKADS2033</td>
<td>COP</td>
<td>2014-08-07</td>
<td>JJ400 / 379.21 / 1707.8</td>
<td>JJ3616 / 413.69 / 2297.4</td>
<td>Field</td>
</tr>
<tr>
<td>CFFDS2058</td>
<td>UMB</td>
<td>2012-12-13</td>
<td>CC108731 / 387.73 / 1736.6</td>
<td>CC101254 / 415.06 / 2285.2</td>
<td>Field</td>
</tr>
<tr>
<td>CFFDS2058</td>
<td>THI</td>
<td>2014-07-30</td>
<td>JJ400 / 379.21 / 1707.8</td>
<td>JJ3616 / 413.69 / 2297.4</td>
<td>Field</td>
</tr>
</tbody>
</table>

Surveillance tanks are replaced in the field before their pressure drops to ~500 psi, after which surface interactions on the cylinder walls can cause the CO₂ mixing ratio to change significantly within the tank (Daube et al. 2002). Pre- and post-deployment calibrated values of all surveillance tanks that have come back from the field thus far have changed by ≤ 0.05 ppm.
for CO$_2$ and $\leq$ 0.2 ppb for CH$_4$. Final surveillance values (Table 2-3) are assigned as the average of pre- and post-deployment calibrated values.

Table 2-3. Surveillance standard CO$_2$ and CH$_4$ values, and their locations and time periods of deployment.

<table>
<thead>
<tr>
<th>Cylinder serial number</th>
<th>CO$_2$ (ppm)</th>
<th>CH$_4$ (ppb)</th>
<th>Deployment site and dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC106559</td>
<td>405.39</td>
<td>1856.4</td>
<td>BU, July 2012 – present</td>
</tr>
<tr>
<td>CC12741</td>
<td>400.29</td>
<td>1861.6</td>
<td>HF, Aug 2012 – Jan 2014</td>
</tr>
<tr>
<td>CC73095</td>
<td>401.49</td>
<td>1895.5</td>
<td>HF, Jan 2014 – present</td>
</tr>
<tr>
<td>CC28253</td>
<td>401.26</td>
<td>1848.6</td>
<td>NHT, July 2012 – Feb 2014</td>
</tr>
<tr>
<td>CC56824</td>
<td>398.82</td>
<td>1896.5</td>
<td>NHT, Feb 2014 – March 2014</td>
</tr>
<tr>
<td>CC67195</td>
<td>401.75</td>
<td>1847.5</td>
<td>COP, July 2012 – Feb 2014</td>
</tr>
<tr>
<td>CC50695</td>
<td>397.97</td>
<td>1867.4</td>
<td>COP, Feb 2014 - present</td>
</tr>
<tr>
<td>CC497</td>
<td>398.75</td>
<td>1842.6</td>
<td>UMB, Aug 2012 – Aug 2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>THI, Oct 2013 – present</td>
</tr>
</tbody>
</table>

Calibration results

Calibration slopes are linearly interpolated to approximate drift over time. The impact of drift in slopes on corrected CO$_2$ and CH$_4$ over a range of values is shown in Figure 2-11. Except for analyzer CFFDS2051, the performance of which was known to have degraded, slopes drifted by <0.1 ppm up to ~450 ppm CO$_2$ and by <2 ppb up to 2600 ppb CH$_4$. Data from sites with more than two slope re-calibrations (HF and COP) demonstrate that drift was not unidirectional over the long term, and that more frequent calibrations did not necessarily lead to smaller slope drifts being captured (Figure 2-11).
Figure 2-11. Impact of changes in calibration slopes on CO$_2$ and CH$_4$ corrections, over a range of values, for various analyzers, sites, and re-calibration intervals. Values of zero drift on the y-axis intersect with surveillance tank values on the x-axis.

Surveillance measurements are fit with a smoothed polynomial (fsmooth.Pspline function in R) with an ~15 day smoothing window (Figures 2-12 and 2-13), which is used to apply an offset correction to the data. Drift in surveillance measurements was ~1.2 ppm CO$_2$ per year and 5-10 ppb CH$_4$ per year for analyzer CFFDS2051, and <0.3 ppb CO$_2$ per year and <3 ppb CH$_4$ per year for all other analyzers. Computed drift from the surveillance measurements depends on the exact time-period of interest and the fidelity of a linear approximation to the observed changes in the surveillance measurements.
Figure 2-12. Average offset between true and measured surveillance values of CO₂ (black points), a smoothed polynomial fit to the points (cyan lines), and linear approximations of measurement drift rates for individual analyzers, sites, over approximately one-year time periods. Plots were shifted to have zero means to aid visualization of drift. Vertical dashed lines indicate when new surveillance standards or analyzers were installed.
Figure 2-13. Average offset between true and measured surveillance values of CH$_4$ (black points), a smoothed polynomial fit to the points (cyan lines), and linear approximations of measurement drift rates for individual analyzers, sites, over approximately one-year time periods. Plots were shifted to have zero means to aid visualization of drift. Vertical dashed lines indicate when new surveillance standards or analyzers were installed.
Short-term drift can be computed as the change between individual surveillance measurements. Such an analysis demonstrates that uncertainty (1σ) due to short-term drift has been ~0.3 ppm CO₂·day⁻¹ for the model G2101-i analyzers (CFDS2051 and CFFDS2058) and ~0.1 ppm CO₂·day⁻¹ for all other analyzers (Figure 2-14). Short-term drift in CH₄ varies among analyzers between ~0.2 to ~1.6 ppb·day⁻¹ (Figure 2-15). Short-term drift has been fairly consistent for individual analyzers over time, apart from the degradation of CFDS2051, and some seasonal patterns related to ambient temperature variability, indicating that such an analysis could be used to adjust the frequency of surveillance measurements (currently at 8 hours) according to uncertainty requirements. Uncertainty (1σ) in residual offsets are <0.1 ppm CO₂ and <0.5 ppb CH₄ for all analyzers over the full measurement period (Figures 2-16 and 2-17). The measurement precision of each analyzer, according to the in-situ surveillance measurements, is given in Table 2-4.

Table 2-4. Individual measurement precision, computed as the average standard deviation of the raw surveillance measurements made over the entire measurement campaign. A range is given for analyzer CFFDS2051 because its performance degraded over time.

<table>
<thead>
<tr>
<th>Picarro</th>
<th>CO₂ (ppm)</th>
<th>CH₄ (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFFDS2051</td>
<td>0.26 – 1.13</td>
<td>0.6 – 2.0</td>
</tr>
<tr>
<td>CFADS30</td>
<td>0.04</td>
<td>0.4</td>
</tr>
<tr>
<td>CFKADS2033</td>
<td>0.05</td>
<td>0.3</td>
</tr>
<tr>
<td>CFADS2211</td>
<td>0.04</td>
<td>0.3</td>
</tr>
<tr>
<td>CFHADS2008</td>
<td>0.03</td>
<td>0.3</td>
</tr>
<tr>
<td>CFFDS2058</td>
<td>0.40</td>
<td>1.1</td>
</tr>
</tbody>
</table>
Figure 2-14. Point-to-point changes (ppm/year) in surveillance CO₂ measurements.
Figure 2-15. Point-to-point changes (ppb/year) in surveillance CH$_4$ measurements.
Figure 2-16. Residuals of the smoothed polynomial fits to average surveillance CO$_2$ measurements, and their standard deviation for individual analyzers and sites.
Figure 2-17. Residuals of the smoothed polynomial fits to average surveillance CH₄ measurements, and their standard deviation for individual analyzers and sites.
Measurement water correction

Carbon dioxide and CH₄ measurements must be reported as dry-mole fractions, and this has traditionally been achieved by drying sample air prior to measurement, which requires additional equipment. The Picarro CRDS measures CO₂, CH₄, and H₂O with sufficient precision that an empirical H₂O-correction equation (which corrects for both dilution and pressure-broadening effects) can be used to convert CO₂ and CH₄ measurements made in ambient moist air to dry mole-fractions (Chen et al. 2010).

When the measurement network was initially setup in the summer of 2012, sample air was not dried and we planned to use a set of manufacturer-supplied H₂O correction equations to compute dry CO₂ and CH₄ mole-fractions from measured values. Later, we learned that the model G2101-i analyzer measures ¹²C¹⁶O₂ at a different wavelength than the other Picarro models, in a region with direct spectral interference from ¹H²¹⁶O (“semi-heavy water”, Rella 2012), which is not directly reported by the analyzer and which can vary widely in the atmosphere (e.g. Richardson et al. 2012). Therefore, the general H₂O-correction equation (Chen et al. 2010) is not applicable to the G2101-i analyzers, and development of an effective empirical H₂O-correction for those analyzers is not feasible. The δD-dependent H₂O-correction equation given in Rella (2012) may be used in combination with an estimate of the possible range of δD to estimate the additional uncertainty associated with the HDO interference in the BU measurements prior to the installation of the dryer.

Furthermore, Rella et al. (2013) reported a survey and analysis of the performance of the general H₂O-correction equation across multiple analyzers operated by different labs over several years. The authors found that the general H₂O-correction equation could be reliably used to meet the highest measurement accuracy goals (±0.1 ppm CO₂ and ±2 ppb CH₄, WMO 2014)
only when ambient H$_2$O levels were $\leq$ 1%. (Measured water vapor levels $>$3% are not uncommon for our network in the summer.) To improve the accuracy, the authors recommended that operators derive an H$_2$O-correction equation specific to each analyzer, and track changes in the equation over time (Rella et al. 2013).

For these reasons, we installed Nafion membrane dryers (MD-050-24, Perma Pure, Toms River, NJ, USA) at all sites in the network, beginning at BU in May, 2013. The dryers are integrated into the measurement system such that the warmer exhaust air from the analyzer is used as the counter-flowing purge gas (Figures 2-8 – 2-10). This system is effective for reducing H$_2$O levels in sample air to $\leq$ ~0.15%, with some seasonal variability.

Lab-derived correction equations

To improve the accuracy of the data collected prior to the installation of the Nafion dryers, instrument-specific H$_2$O-correction equations were measured for each analyzer in the summer of 2014 using the laboratory setup depicted in Figure 2-18. The goal of the setup was to provide the analyzer with alternating intervals of moist and dry air, at a range of H$_2$O values, while holding the CO$_2$ and CH$_4$ mole fractions constant. To achieve this, we first humidified air from a standard tank with no CO$_2$ or CH$_4$ (“zero air”) with a dew point generator (LI-610, Li-Cor, Lincoln, NE, USA), and then mixed the moist zero air with air from a second standard tank with high CO$_2$ and CH$_4$ concentrations, in order to achieve approximately ambient CO$_2$ and CH$_4$ concentrations in the resulting mixture. We elected to not directly moisten a standard gas that contained CO$_2$ because CO$_2$ solubility in the water reservoir of the dew point generator made it difficult to achieve stable CO$_2$ concentrations in the humidified sample. Ambient-level humidified air was then split into two streams, one of which was dried via a Nafion-membrane
dryer followed by a cold-trap with dry ice. The sample stream fed to the analyzer was switched between wet and dry streams via a three-way solenoid valve (Figure 2-18).

Figure 2-18. Schematic of the laboratory setup for deriving empirical H$_2$O-correction equations for each Picarro analyzer.

An example timeseries of measurements of alternating humidified and dry sample streams and the resulting H$_2$O-correction equations derived for one analyzer is shown in Figure 2-19. Empirical H$_2$O-correction equations are represented as quadratic fits with the following form:

\[
\frac{CO_2,\text{wet}}{CO_2,\text{dry}} = 1 + aH_2O + bH_2O
\]

\[
\frac{CH_4,\text{wet}}{CH_4,\text{dry}} = 1 + cH_2O + dH_2O
\]

The coefficients for Equations 2-1 and 2-2 computed for each analyzer are given in Table 2-5. It is important to note that the parameter used for the H$_2$O term in Equations 2-1 and 2-2 must be
explicitly specified. The equation from the literature (Chen et al. 2010, Rella et al. 2013) uses the “h2o_reported” parameter, but this parameter is not consistently labeled in the data files output by the analyzers in our network due to their many vintages and models. Our analyzer-specific corrections were derived using the parameter labeled “H2O” in the data files from each analyzer, although the corrections applied by the Picarro software to yield the “H2O” values may not be identical among all analyzers.

Table 2-5. Empirical H$_2$O-correction coefficients from Equations 2-1 and 2-2 computed for each analyzer and given in the literature.

<table>
<thead>
<tr>
<th>Analyzer</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFFDS2051</td>
<td>-1.62 $\times 10^{-2}$</td>
<td>3.46 $\times 10^{-4}$</td>
<td>-8.932 $\times 10^{-3}$</td>
<td>-2.38 $\times 10^{-4}$</td>
</tr>
<tr>
<td>CFADS2211</td>
<td>-1.65 $\times 10^{-2}$</td>
<td>3.43 $\times 10^{-4}$</td>
<td>-1.294 $\times 10^{-2}$</td>
<td>5.78 $\times 10^{-5}$</td>
</tr>
<tr>
<td>CFHADS2008</td>
<td>-1.71 $\times 10^{-2}$</td>
<td>3.97 $\times 10^{-4}$</td>
<td>-1.335 $\times 10^{-2}$</td>
<td>4.64 $\times 10^{-5}$</td>
</tr>
<tr>
<td>CFADS030</td>
<td>-1.28 $\times 10^{-2}$</td>
<td>2.16 $\times 10^{-3}$</td>
<td>-9.957 $\times 10^{-3}$</td>
<td>-1.28 $\times 10^{-4}$</td>
</tr>
<tr>
<td>CFKADS2033</td>
<td>-1.59 $\times 10^{-2}$</td>
<td>2.26 $\times 10^{-4}$</td>
<td>-1.259 $\times 10^{-2}$</td>
<td>9.74 $\times 10^{-5}$</td>
</tr>
<tr>
<td>Chen et al. 2010</td>
<td>-1.20 $\times 10^{-2}$</td>
<td>-2.67 $\times 10^{-4}$</td>
<td>-9.823 $\times 10^{-3}$</td>
<td>-2.39 $\times 10^{-4}$</td>
</tr>
</tbody>
</table>

The impact of the lab-derived H$_2$O-correction equations, compared to the manufacturer-provided correction equations, on hourly average dry CO$_2$ and CH$_4$ values, measured over several months at the field sites, is depicted in Figure 2-20. Over a broad range of H$_2$O, CO$_2$, and CH$_4$ values, differences are $\leq$ ~0.4 ppm for CO$_2$ and $\leq$ ~2 ppb for CH$_4$, except for analyzer CFFDS2051, for which the CH$_4$ difference is as large as 7 ppb at high H$_2$O levels, likely due to the analyzer’s degraded performance by the time the H$_2$O-correction was computed. Correction equations were not computed for CO$_2$ for the model G2101-i analyzers and for analyzers that were only deployed with Nafion dryers. Because H$_2$O-corrections were not re-computed throughout the measurement period to track potential drift, comparison of our lab-derived and the manufacturer-provided corrections (Figure 2-20) likely offers the most conservative portrayal of the associated uncertainties.
Figure 2-19. (A-C) Example of CO₂, CH₄, and H₂O measurements used to derive the (D) H₂O-correction equations, represented as quadratic fits to red points, for analyzer CFKADS2033. Residuals are shown as blue points and correspond with the right y-axis.
Figure 2-20. Hourly average difference between analyzer-reported and lab-derived dry CO$_2$ and CH$_4$ values, versus hourly average H$_2$O, measured by the five analyzers in the field during August – October, 2012. Data for CFADS2211 are slightly noisier because of the large and rapid concentrations changes associated with the vertical profile measurements at HF.
Computer configuration for remote operation and data acquisition

Reliable remote and longterm operation of the network is aided by several software programs that we installed on the Picarro computers, all of which have DSL connections to the internet. We use remote desktop software (TeamViewer), configured to start automatically with Windows, to remotely log into the Picarro computers. This capability is particularly useful for restarting computers and cycling power (by executing the Picarro program, “ResetAnalyzer.exe”), which is often effective for resolving generic problems with the measurement software. A network time protocol software (Meinberg, www.meinbergglobal.com/english/sw/ntp.htm) continuously syncs the computer clock with NIST time servers to prevent drift, which can otherwise become significant over time. In general, it is important minimize the number of additional programs (e.g. anti-virus software) running on the Picarro computers, and to monitor the CPU usage of new programs, because the Picarro control and measurement software may perform sub-optimally when processing capacity is reduced.

Data files are automatically and continuously copied from the Picarro Windows computers to a Linux file server at Harvard using the following system. First, the Picarro file, “Archivere.exe”, is configured to direct compressed copies of each new data file to a backup directory on the Picarro computer. Next, a batch script is run each hour by the Windows task scheduler, which uses the Robocopy command to sync the backup directory with a Dropbox folder that is also synced on the Linux server at Harvard. On the Harvard Linux server, a bash script is run daily from the crontab, which copies the contents of the Dropbox folder to a data archive using the rsync command. This system for remote data acquisition has several safeguards and redundancies to prevent data loss upon failure of any individual component, and has been
reliable since the network began. The Picarro Archiver.exe file is also configured to delete data files that are older than ~1.5 years to prevent the analyzer hard disk from becoming full, and to delete backup data files that are older than ~2 months, which keeps the Dropbox folder at a steady size.

**Data QA/QC and processing**

We developed a set of programs written in R (www.r-project.org) for routine end-to-end data processing and to help identify operational problems. The processing code is designed to operate on data from individual sites and days, and then to merge final datasets from all sites into one dataset. Currently, the processing code must be executed by a user (based on the reasoning that this encourages the user to visually inspect the data at that time), but a routine could easily be implemented to automatically process the network data each day.

The level-one processing code performs the following steps: it reads-in and appends the raw data files; flags data during pre-recorded maintenance events or when operational parameters were out of range; accounts for time delays in the sampling lines where applicable; applies \( \text{H}_2\text{O} \)-corrections and then calibrations slopes to the raw measurements; separates out data when surveillance standards were flowing and writes surveillance measurement statistics to a separate file; plots raw data and operational parameters (Figure 2-21); and writes the level-one processed data to individual files for each site and day.
Figure 2-21. An example of the data plots that are generated for each day and site by the level-one processing code to visually inspect the data and identify operational issues. This particular plot is for the COP site on April 14, 2015. The top row of plots shows analyzer pressures and temperatures; the second row shows spectral baselines and the position of the analyzer flow control valve; the third row shows measured concentrations; and the last row of plots shows measurement intervals for each species. Red points are flagged data points, and blue and green points show when the surveillance standard was flowing, where blue represents non-equilibrated values and green points are used to calculate mean surveillance values. In this case, the dappling of red flagged points is due to the opening and closing of solenoid valves for the corner-sampling regime. Note the small perturbation in cavity pressure (upper-left panel) when the surveillance tank was sampled, due to the small pressure differential between the sample and surveillance lines.

The level-two processing code performs the following steps: reads-in daily files output by the level-one code from all sites; applies smoothed surveillance offsets; identifies the profile level corresponding to each data point from HF; selects the corners with the lowest CO₂, CH₄,
and CO values in each 20-minute 4-corner sampling cycle in the COP dataset; computes five-minute and hourly averages from the fully filtered and corrected datasets; merges the hourly data from all sites into a single file; writes the fully-corrected datasets to data files that will be archived; and creates a daily summary plot showing the merged, HF profile, and COP-corners data (e.g. Figure 2-22).

Figure 2-22. Example of the daily data plot generated by the level-two processing code of hourly average measured CO$_2$ (top-row) and CH$_4$ (bottom-row) at all sites (left column), HF at the eight sample heights (middle column), and at COP at the four corners (right column).

**Operational problems and resolutions**

During the nearly three years of operating the Boston network, we have learned many lessons about common operational and instrument problems, their symptoms, and strategies for resolving them. The most common problems are mechanical failures of sample pumps
(frequency ~1 year) and fans located throughout the Picarro analyzer, including in the enclosure, warmbox, and hotbox. Symptoms of such failures appear as loss of cavity pressure control, in the case of a failed sample pump, and poorer temperature control of the warmbox and/or hotbox, in the case of broken fans. Failure of computer components, such as the hard disk or processor fans, are common, but can be difficult to diagnose as they may appear as problems with the measurement software. The following sections describe specific problems encountered in more detail.

Degradation of analyzer CFFDS2051

The measurement quality of the CFFDS2051 analyzer located at BU progressively diminished throughout its deployments, as indicated by the unusually large instrument drift (Figures 2-11 – 2-13), increasing short-term drift (Figure 2-14 and 2-15), and larger measurement uncertainties (Figure 2-14 and 2-15), including from the \( \text{H}_2\text{O} \)-correction equation (Figure 2-20). Additional indicators of measurement degradation, namely increases in surveillance measurement standard deviations, means and variances in spectral baselines, and measurement intervals, are shown in Figure 2-23. Drift was observed in parameters related to both \( \text{CO}_2 \) and \( \text{CH}_4 \), although some variables began drifting much earlier than others. Large drift in all variables appears to have commenced in February, 2014. The analyzer was replaced in June, 2014 and sent back to the manufacturer. The source of the problem was not definitively determined, but possibilities include a contaminated cavity, spectral interference, or misalignment of the wavelength monitor. The slow decline of the instrument is inconsistent with the hypothesis of cavity contamination.
Figure 2-23. Timeseries of hourly averages and standard deviations of parameters from analyzer CFDDS2051 at BU.
Cavity pressure variance

Pressure stability of the optical cavity is essential for stable measurements. The impact of increased cavity pressure variation on measurement precision is demonstrated by Figure 2-24. We have observed transient increases in cavity pressure variability on multiple analyzers, but have been unable to reproduce the effect or correlate it with an external forcing, such as vibrations or pressure fluctuations in the ambient environment. Increased cavity pressure noise was observed on CFADS2211 at HF in May, 2014; on CFFDS2058 at UMB prior to April, 2013; on CFKADS 2033 at COP in April of every year; and on CFADS30 at BU in the fall of 2014 and spring of 2015. Numerous attempts to resolve the issue by replacing the sample pump were unsuccessful. Changing the particle filter at the inlet of the CFFDS2058 unit resolved the issue at UMB, but the solution was unsuccessful on the other units. The pressure of the optical cavity is controlled by a proportional valve used for flow control, located either upstream or downstream of the cavity, depending on the model. In March, 2015 we replaced the proportional valve (with Clippard EV-PM-10-4025) on the CFADS30 analyzer and this promptly resolved the cavity pressure problem (Figure 2-25).
Figure 2-24. Standard deviation of CO\textsubscript{2} measurements during individual surveillance intervals versus cavity pressure standard deviations for corresponding hours. Data are from analyzer CFADS30 at located BU during July, 2014 through April, 2015.

Figure 2-25. Cavity pressure over two days of operation of the CFADS30 analyzer in the lab. Cavity pressure variance was reduced on March 27 when the inlet proportional valve was replaced.

Surveillance equilibration time

After the CFFDS2051 analyzer at BU was replaced with the CFADS30 analyzer, we noticed that the equilibration time for the surveillance measurements of CO\textsubscript{2} was longer,
although no other components in the setup were modified. We came to understand that because the new analyzer had a higher flow rate than the old analyzer (~250 sccm vs. ~25 sccm), we had increased the pressure from the surveillance tank regulator in order to match the demands of the higher-flow instrument. When the valve opened to commence a surveillance measurement, there was a larger pressure change in the tubing connected to the surveillance tank, which induced increased surface interactions between CO$_2$ and the tubing walls, and led to the longer equilibration times (Figure 2-26).

![Figure 2-26. Surveillance measurements of CO$_2$ by analyzer CFADS30 at BU during two example intervals, before and after the flow restrictor was moved. The x-axis is formatted so that the time of valve actuation from both time periods occurs at 0 seconds.](image)

To reduce this affect, the flow restrictor in the surveillance sample line was moved from near the regulator to near the valve (Figure 2-10), which had the impact of minimizing the surface area of sample line that experiences large pressure changes when the valve opened. This change in the position of the flow restrictor was made for all sites in the network and equilibration times improved throughout.
Ambient temperature effects

Because the cavity temperature is highly stable, it is assumed that measurements are not impacted by ambient temperature, as long as the analyzer is operating with the required ambient temperature range of ~10 – 35°C. However, we have found that ambient temperature variability can be related to increased measurement variability, even though the effect is not translated to the cavity temperature. This effect is demonstrated by data from the NHT site, where the analyzer was covered with a cardboard box in the winter to maintain the ambient temperature within the required range because the site had no heating. In this case, surveillance measurement residuals were smaller in the winter than the summer, and this appears to be related to the reduced ambient temperature variability (Figure 2-27) associated with the smaller volume of air in which the analyzer resided.

Despite the observed relationship between ambient temperature and measurement variability in the time-series (Figure 2-27), point-by-point correlations are weak, suggesting the effect is transient. Therefore, it is difficult to prescribe a set of ambient temperature conditions for improved performance. In general, we find that analyzer stability is improved when a passive mechanism to moderate ambient temperature is applied, such as by reducing the circulation volume around the analyzer or by shielding the analyzer from the direct impacts of forced air heating or cooling systems.
Figure 2-27. Timeseries of surveillance measurement residuals for CO₂ (as in Figure 2-16), hourly changes in Data Analytics System (DAS, i.e. computer enclosure) temperature, and hourly DAS temperature standard deviations, for the CFADS30 analyzer located at NHT. Times when the analyzer was covered and uncovered with a cardboard box are marked with vertical lines.
Summary of measurement results

A broad look at the atmospheric GHG measurement data collected at the Boston network sites since August, 2012 reveals many patterns in space and time, and differences between CO\textsubscript{2} and CH\textsubscript{4} (Figures 2-28 – 2-32). A strong seasonal pattern is apparent in the CO\textsubscript{2} record at all sites, but not in the CH\textsubscript{4} record, reflecting the summer drawdown of CO\textsubscript{2} by vegetation, most strongly at the HF site, but also at the urban sites. The largest and most variable CO\textsubscript{2} and CH\textsubscript{4} concentrations were observed at the BU site throughout the year and across all portions of the distributions. Larger synoptic-to-monthly scale temporal variability was observed for CH\textsubscript{4}, with common features in data from all sites (Figure 2-30), suggesting variability derives from the regional-scale background, rather than from the nearby source region. Diel averages for CO\textsubscript{2} and CH\textsubscript{4} (Figures 2-31 and 2-32) show that peak concentrations occur in the morning at both urban sites and in all seasons, reflecting both decreased mixing in the nocturnal boundary layer and increased emissions in the morning in the case of CO\textsubscript{2}. Peak concentrations at the taller COP site occur 1-2 hours later than at BU, reflecting the timing of the rise of the mixed layer in the morning.
Figure 2-28. Hourly average CO$_2$ measurements from all sites in the Boston network over the full measurement period.
Figure 2-29. Hourly average CH₄ measurements from all sites in the Boston network over the full measurement period.
Figure 2-30. Smoothed, 30-day running, 20th-percentiles of CO₂ and CH₄ measurements from Boston network.

Figure 2-31. Average CO₂ by hour of the day from the BU, COP, and HF measurement sites from all months (top row) and by season (bottom row) for the full August, 2012 through April, 2015 measurement period. Error bars are ±1σ.
Figure 2-32. Average CH₄ by hour of the day from the BU, COP, and HF measurement sites from all months (top row) and by season (bottom row) for the full August, 2012 through April, 2015 measurement period. Error bars are ±1σ.
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Chapter 3

Methane emissions from natural gas infrastructure and use in the urban region of Boston, Massachusetts

Abstract

Methane emissions from natural gas delivery and end use must be quantified to evaluate the environmental impacts of natural gas and to develop and assess the efficacy of emission reduction strategies. We report natural gas emission rates for one year in the urban region of Boston, using a comprehensive atmospheric measurement and modeling framework. Continuous methane observations from four stations are combined with a high-resolution transport model to quantify the regional average emission flux, $18.5 \pm 3.7$ (95% confidence interval) g CH$_4$·m$^{-2}$·y$^{-1}$. Simultaneous observations of atmospheric ethane, compared with the ethane-to-methane ratio in the pipeline gas delivered to the region, demonstrate that natural gas accounted for $\sim60$–$100\%$ of methane emissions, depending on season. Using government statistics and geospatial data on natural gas use, we find the average fractional loss rate to the atmosphere from all downstream components of the natural gas system, including transmission, distribution, and end use, was $2.7 \pm 0.6\%$ in the Boston urban region, with little seasonal variability. This fraction is notably higher than the $1.1\%$ implied by the most closely comparable emission inventory.
Introduction

Atmospheric methane (CH$_4$) is an important greenhouse gas (Myhre et al. 2013) and major contributor to elevated surface ozone concentrations worldwide (Fiore et al. 2002). Current atmospheric CH$_4$ concentrations are 2.5 times greater than preindustrial levels due to anthropogenic emissions from both biological and fossil fuel sources. The growth rate of CH$_4$ in the atmosphere slowed beginning in the mid-1980s and plateaued in the mid-2000s, but growth has resumed since 2007. The factors responsible for the observed global increase and interannual trends, and the spatiotemporal distribution of sources, remain uncertain (Ciais et al. 2013).

Losses of natural gas (NG) to the atmosphere are a significant component of anthropogenic CH$_4$ emissions (Ciais et al. 2013), with important implications for resource use efficiency, worker and public safety, air pollution, and human health (West et al. 2006), and for the climate impact of NG as a large and growing source of energy. A major focus area of the US Climate Action Plan is reduction of CH$_4$ emissions (The White House 2014), but implementation requires identification of dominant source types, locations, and magnitudes. A recent review and synthesis of CH$_4$ emission measurements in North America, spanning scales of individual components to the continent, found that inventory methods consistently underestimate CH$_4$ emissions, that fossil fuels are likely responsible for a large portion of the underestimate, and that significant fugitive emissions may be occurring from all segments of the NG system (Brandt et al. 2014).

The present study quantifies CH$_4$ fluxes from NG in the urbanized region centered on Boston. Elevated CH$_4$ concentrations in urban environments have been documented around the world for decades (Blake et al. 1984) (Table 3-1) and attributed to a variety of anthropogenic source types. Recent studies of urbanized regions in California, using diverse atmospheric
observing and modeling approaches, consistently found that CH₄ emission rates were larger than those estimated by regional bottom-up inventories (Wunch et al. 2009, Hsu et al. 2010, Wennberg et al. 2012, Peischl et al. 2013, Santoni et al. 2013). In Boston, elevated CH₄ concentrations have been observed at street level and attributed to >3,000 NG pipeline leaks from antiquated infrastructure (Phillips et al. 2013), but associated CH₄ emission rates were not quantitatively assessed.

Table 3-1. Methane emissions in urban areas from atmosphere-based (“top-down”) studies. Only studies that reported emission rates averaged in time and space are listed.

<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>Measurement year</th>
<th>Emission rate (g CH₄ m⁻² yr⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moriizumi et al. 1996</td>
<td>Nagoya, Japan</td>
<td>1990-91</td>
<td>7</td>
</tr>
<tr>
<td>Lamb et al. 1995</td>
<td>Midwest town, USA</td>
<td>1991</td>
<td>55</td>
</tr>
<tr>
<td>Shorter et al. 1996</td>
<td>Two towns in East Germany</td>
<td>1992</td>
<td>12, 60</td>
</tr>
<tr>
<td>Fowler et al. 1996</td>
<td>North Britain</td>
<td>1994</td>
<td>28 – 56</td>
</tr>
<tr>
<td>Levin et al. 1999</td>
<td>Heidelberg, Germany</td>
<td>1995-97</td>
<td>8 ± 2</td>
</tr>
<tr>
<td>Kuc et al. 2003</td>
<td>Krakow, Poland</td>
<td>1996-97</td>
<td>20</td>
</tr>
<tr>
<td>Zinchenko et al. 2002</td>
<td>St. Petersburg, Russia</td>
<td>1996-2000</td>
<td>32 ±9</td>
</tr>
<tr>
<td>Su et al. 2003</td>
<td>Beijing, China</td>
<td>2000</td>
<td>50</td>
</tr>
<tr>
<td>Hsu et al. 2010</td>
<td>Los Angeles County, CA, USA</td>
<td>2007-08</td>
<td>205 ± 6*</td>
</tr>
<tr>
<td>Wunch et al. 2009</td>
<td>South Coast Air Basin, CA, USA</td>
<td>2007-08</td>
<td>228 ± 38</td>
</tr>
<tr>
<td>Mays et al. 2009</td>
<td>Indianapolis, IN, USA</td>
<td>2008</td>
<td>71 ± 50</td>
</tr>
<tr>
<td>Wennberg et al. 2012</td>
<td>South Coast Air Basin, CA, USA</td>
<td>2010</td>
<td>167 ± 57*</td>
</tr>
<tr>
<td>Peischl et al. 2003</td>
<td>South Coast Air Basin, CA, USA</td>
<td>2010</td>
<td>156 ± 14*</td>
</tr>
<tr>
<td>Santoni 2013</td>
<td>South Coast Air Basin, CA, USA</td>
<td>2010</td>
<td>127 ± 21*</td>
</tr>
<tr>
<td>Wecht et al. 2014†</td>
<td>South Coast Air Basin, CA, USA</td>
<td>2010</td>
<td>160 ± 30*</td>
</tr>
<tr>
<td>Wecht et al. 2014‡</td>
<td>South Coast Air Basin, CA, USA</td>
<td>2010</td>
<td>118 ± 30*</td>
</tr>
<tr>
<td>Gioli et al. 2012</td>
<td>Florence, Italy</td>
<td>2011</td>
<td>58</td>
</tr>
<tr>
<td>O’Shea et al. 2014</td>
<td>London, UK</td>
<td>2012</td>
<td>66 ± 10</td>
</tr>
</tbody>
</table>

*Basin-total fluxes reported in the California studies were converted to average area fluxes using areas from the California Air Resources Board Almanac, Appendix D (2005).
†Aircraft observations
‡Satellite observations

In this study, we combine four key quantities in an atmosphere-based analytical framework: (i) atmospheric CH₄ enhancements above background (ΔCH₄) were determined from
measurements at a network of continuous monitoring stations, inside and upwind of the urban
core, for 12 months in 2012–2013; (ii) total CH$_4$ emissions were derived from an atmospheric
transport model, which quantitatively links surface fluxes with observed $\Delta$CH$_4$ using assimilated
meteorology; (iii) the contribution of NG to CH$_4$ emissions was quantified for cool and warm
seasons by measuring atmospheric ethane (C$_2$H$_6$), a tracer of thermogenic CH$_4$, and comparing
ratios of C$_2$H$_6$ and CH$_4$ in the atmosphere and in the pipeline gas flowing through the region; and
(iv) the fraction of delivered NG lost to the atmosphere was estimated by comparing CH$_4$
emissions to spatially explicit data on NG consumption. The result encompasses NG losses from
the entire urbanized region, including emissions from NG transmission, storage, distribution, end
use, and liquefied NG importation.

Methane concentrations in the Boston atmosphere

Atmospheric CH$_4$ concentrations were measured continuously from September 2012
through August 2013 at two locations near the urban center [Boston University (BU) and Copley
Square (COP)] and two locations outside of Boston [Harvard Forest (HF) and Nahant (NHT)]
(Figure 3-1, Table 3-2). Distributions of possible background concentrations in air flowing into
the city were estimated by randomly sampling each day from a range (5th to 35$^{th}$) of lower
percentiles of CH$_4$ measurements from two upwind stations (HF or NHT, depending on the
direction of simulated air trajectories), averaged over a 48-hour moving window (Figure 3-2).
The lower percentile and moving window approach was employed to capture synoptic-scale
variability and because near-surface nighttime observations are often affected by small nearby
sources due to stratification of the nocturnal boundary layer which traps emissions near the
ground. Values of $\Delta$CH$_4$ were calculated by subtracting background from urban concentrations.
Hourly average ΔCH$_4$ data were aggregated into daily afternoon (11–16 h EST, 16–21 h UTC) (Figure 3-3) means to remove autocovariance and focus the analysis on periods of well-mixed atmospheric conditions.

Figure 3-1. Location of two city [Boston University (BU), 29-m height; Copley Square (COP), 215-m height] and two peripheral [Harvard Forest (HF); Nahant (NHT)] measurement stations (black points) in Boston, and the surrounding area, overlaid on a map of the number of housing units with NG per square kilometer (US Census Bureau 2012a). The 90-km radius circle delineates the ~18,000 km$^2$ land area for which CH$_4$ emissions and the NG loss rate were calculated. The magenta and purple contours enclose 50% of the average footprint (sensitivity area) of the BU and COP afternoon measurements, respectively. The two city sites are difficult to distinguish at this scale because the horizontal distance between them is ~2 km. The influence area is ~80% larger for COP than BU because the former station is higher.

Table 3-2. Locations of the four measurement sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>Longitude, °</th>
<th>Latitude, °</th>
<th>Height, m above ground</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston University (BU)</td>
<td>-71.10</td>
<td>42.35</td>
<td>29</td>
</tr>
<tr>
<td>Copley Square (COP)</td>
<td>-71.08</td>
<td>42.35</td>
<td>215</td>
</tr>
<tr>
<td>Harvard Forest (HF)</td>
<td>-72.17</td>
<td>42.54</td>
<td>29</td>
</tr>
<tr>
<td>Nahant (NHT)</td>
<td>-70.91</td>
<td>42.42</td>
<td>16</td>
</tr>
</tbody>
</table>
Figure 3-2. Mean hourly CH$_4$ concentrations in the empirical background and measured at BU and COP from September 1, 2012 through August 31, 2013.

Figure 3-3. Mean hourly measured CH$_4$ concentrations (black lines), the range of empirical background concentrations from upwind stations (red and purple lines), and the daily afternoon average (green) and minimum (blue) points that represent mean enhancements at BU and COP, from an example period of three months in 2013.
Methane concentrations in Boston were consistently elevated over background (Figures 3-2 – 3-4) and followed a distinct daily pattern (Figure 3-15), associated with growth and decay of the planetary boundary layer. Concentrations fluctuated over short timescales (Figure 3-2) due to small-scale atmospheric circulations and heterogeneous sources in the urban environment. Methane concentrations were higher in winter than the other seasons at both sites, but ∆CH₄ varied less with season (Figure 3-4). The average annual afternoon values of ∆CH₄ at BU and COP were 45.9 (37.3, 58.5) ppb and 30.5 (23.6, 39.3) ppb, respectively (Figure 3-4), reflecting different sampling altitudes (30 and 215 m, respectively; Table 3-2). All errors reported throughout the paper are 95% confidence intervals. Uncertainties in ∆CH₄ (Figure 3-4) were calculated through a bootstrap analysis that included background concentrations and afternoon hourly, daily, and seasonally averaged CH₄ measurements.

![Figure 3-4](image)

Figure 3-4. Average (±95% confidence intervals) afternoon (11–16 h EST) CH₄ (black; left y-axis) and ∆CH₄ (blue; right y-axis) by season and for the whole year at (A) BU and (B) COP.

**Modeling framework**

Atmospheric transport model

Methane enhancements were modeled at BU and COP with the Stochastic Time-Inverted Lagrangian Transport model (STILT, v656, Lin et al. 2003), driven with customized meteorological
fields from the advanced research version of the Weather Research and Forecasting meso-scale meteorological model (WRF, v3.4.1, Skamarock and Klemp 2008) run at 1-km$^2$ grid resolution (WRF-STILT) (Nehrkorn et al. 2010). Meteorological fields were generated at four gridded horizontal resolutions (1, 3, 9, and 27 km) in a two-way nested arrangement centered on Boston (Figure 3-5). All WRF domains had 42 vertical levels. Initial and lateral boundary conditions were provided by the North American Regional Reanalysis (Mesinger et al. 2006). Overlapping 30-hour forecasts were initialized every 24 hours, at 00 UTC, and the first 6 hours of each forecast were discarded to allow for spinup. Grid nudging was used in the outer-most domain only and not within the planetary boundary layer (PBL). Additional details of the WRF configuration used in this study are given in Nehrkorn et al. (2013, case “Turb-U”).

![Figure 3-5](image_url)

Figure 3-5. Location of the four nested WRF domains. The horizontal resolutions of the largest to smallest domains are 27, 9, 3, and 1 km.

WRF-simulated meteorological fields were compared against available meteorological measurements at National Weather Service observing sites (NCEP 2004) using the Model Evaluation Tools verification software from the National Center for Atmospheric Research.
(2013). Figure 3-6 shows summary statistics of average near-surface temperature and wind speed biases and errors for the simulated year at each surface station used in the verification. For most land-based stations, WRF wind speeds were biased slightly high and temperatures were biased slightly low. Examination of the average diurnal cycle (Figure 3-7) reveals that the wind speed bias is present at all hours of the day, whereas the temperature bias is due largely to stronger than observed nocturnal cooling.

Figure 3-6. Average (A,C) bias and (B,D) root mean square error (RMSE) of WRF-simulated (A,B) near-surface temperature and (C,D) wind speed for National Weather Service stations (NCEP 2004) in the innermost WRF domain.
Figure 3-7. Observed (red) and WRF-simulated (blue) near-surface (A,B) temperature (C,D) and wind speed, averaged by hour (UTC) for one year and stations (A,C) KBOS (at Boston Logan airport) and (B,D) KBED (northwest of Boston). See Figure 3-6 for station locations.

STILT was run in time-reverse mode in which an ensemble of 500 particles was released every hour from each of the urban measurement sites and transported backward in time for 10 days according to the WRF meteorology. The majority of particles reached the study boundary (Figure 3-1) in < 8 hours and the median travel time was < 3 hours. Background values generated from NHT measurements were assigned to particles that exited the coastal portion (at 20-140°) of circular boundary (~22% of particles) and background values from HF were
assigned to all other particles. WRF-STILT generates footprints (with units ΔCH₄ per unit surface flux [ppm/(μmole m⁻² s⁻¹)]), which represent the sensitivity of each measurement point in space and time to upwind surface fluxes. Both urban measurement sites were sensitive to emissions from the greater Boston region, with COP sensitive to a larger area than BU due to its higher altitude (Figure 3-1 and Table 3-2).

Prior flux fields

WRF-STILT footprints were combined with spatially-resolved prior models of CH₄ emissions to generate a set of simulated ΔCH₄ values for each hour at each measurement station. Two CH₄ emission priors, EDGAR v4.2 FT2010 (European Commission 2013) and one created for this study (Table 3-3), were tested as inputs to the modeling framework. EDGAR is a global product that uses simplified methods (e.g. scaling by population density) to spatially disaggregate emissions. To take advantage of locally available data and knowledge, a customized emission prior with five anthropogenic and biogenic source categories (described in detail below) and 1 km² spatial resolution was developed for the study domain (Figure 3-8). The custom prior was not meant to be exhaustive, but rather was created to provide detailed emission estimates for key sectors with improved spatial resolution and accuracy. Both priors were adopted as temporally invariant. Emission results using the customized prior are presented as the main results and results using EDGAR are presented in a sensitivity analysis of modeling-framework variants.
Table 3-3. Average CH\textsubscript{4} emission in Massachusetts and in the 90-km radius study area (Figure 3-1) by sector and in total from three emissions inventories – the custom inventory, EDGAR (European Commission 2013), and the state GHG inventory (MA DEP 2014). The MA inventory was not tested in the modeling framework because it is not spatially resolved.

<table>
<thead>
<tr>
<th>Inventory</th>
<th>Sector</th>
<th>Average Emissions (g CH\textsubscript{4} m\textsuperscript{-2} yr\textsuperscript{-1}) (% of total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Custom</td>
<td>Wetlands</td>
<td>Massachusetts: 0.93 (16%) Study Area: 1.02 (14%)</td>
</tr>
<tr>
<td></td>
<td>Enteric Fermentation</td>
<td>Massachusetts: 0.25 (4%) Study Area: 0.22 (3%)</td>
</tr>
<tr>
<td></td>
<td>Transportation</td>
<td>Massachusetts: 0.05 (1%) Study Area: 0.06 (1%)</td>
</tr>
<tr>
<td></td>
<td>Large Point Sources (Power plants, Industrial, Landfills, Wastewater)</td>
<td>Massachusetts: 1.13 (19%) Study Area: 1.43 (20%)</td>
</tr>
<tr>
<td></td>
<td>Natural Gas</td>
<td>Massachusetts: 3.56 (60%) Study Area: 4.49 (62%)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>Massachusetts: 5.92 Study Area: 7.22</td>
</tr>
<tr>
<td>EDGAR (2010)</td>
<td>Energy production (1A1_1A2)</td>
<td>Study Area: 0.17 (2%)</td>
</tr>
<tr>
<td></td>
<td>Non-road Transportation (1A3a_c_d_e)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Road Transportation (1A3b)</td>
<td>Massachusetts: 0.05 (1%) Study Area: 0.06 (1%)</td>
</tr>
<tr>
<td></td>
<td>Stationary Combustion (1A4)</td>
<td>Massachusetts: 0.28 (4%) Study Area: 0.38 (4%)</td>
</tr>
<tr>
<td></td>
<td>Fugitive from Solid Fuels (1B1)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Oil Production &amp; Refining (1B2a)</td>
<td>Study Area: 0.12 (2%)</td>
</tr>
<tr>
<td></td>
<td>Natural Gas Production &amp; Distribution (1B2b)</td>
<td>Study Area: 3.50 (46%)</td>
</tr>
<tr>
<td></td>
<td>Industrial (2)</td>
<td>Study Area: 0.03</td>
</tr>
<tr>
<td></td>
<td>Enteric Fermentation (4A)</td>
<td>Study Area: 0.15 (2%)</td>
</tr>
<tr>
<td></td>
<td>Manure Management (4B)</td>
<td>Study Area: 0.05 (1%)</td>
</tr>
<tr>
<td></td>
<td>Agricultural Soils (4C_4D)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Agricultural Waste Burning (4F)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Solid Waste Disposal (6A_6C)</td>
<td>Study Area: 2.13 (28%)</td>
</tr>
<tr>
<td></td>
<td>Waste Water (6B)</td>
<td>Study Area: 1.04 (13%)</td>
</tr>
<tr>
<td></td>
<td>Fossil Fuel Fires (7A)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>Study Area: 7.52</td>
</tr>
<tr>
<td>Massachusetts State (2011)</td>
<td>Stationary Combustion</td>
<td>Residential: 0.19 (2%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Commercial: 0.05 (1%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Industrial: 0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Electric Power: 0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mobile: 0.30 (3%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Natural Gas Transmission &amp; Distribution: 3.73 (42%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enteric Fermentation: 0.18 (2%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Manure Management: 0.05 (1%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Landfills &amp; Waste Combustion: 3.49 (39%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wastewater: 0.95 (11%)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>8.96</td>
</tr>
</tbody>
</table>

*The custom prior emissions model covers the majority, but not the entire state of Massachusetts (Figure 3-8), so the average emissions rate for Massachusetts was calculated from the area of the state that is covered by the inventory.*
Figure 3-8. Maps of prior Emissions (g CH₄ m⁻² yr⁻¹) by source type and in total on a 1 km² grid from the inventory constructed for this study. Scale bars for individual sectors are not linear and were set to have an equal sample size in each bin in order to better render spatial patterns. The scale bar for total emissions is linear.
Wetlands. Data on wetlands’ location, size, and type were obtained from the National Wetlands Inventory (US Fish and Wildlife Service 2013) for the four states in the study region. These wetland inventories are based on aerial photography and have a mapping unit of 0.4 – 1.2 hectares. Average CH$_4$ emission rates for each type were taken from Bridgham et al. (2007), which calculated mean emission rates from > 100 studies. An average emission rate of 7.6 g CH$_4$ m$^{-2}$ yr$^{-1}$ was applied to the freshwater wetlands (emergent and forested/shrub) and an emission rate of 1.3 g CH$_4$ m$^{-2}$ yr$^{-1}$ was applied to saltwater wetlands (estuarine and marine). Areas of open water (rivers, lakes, deepwater marine) were not included in the wetlands emission layer due to a lack of emissions data from these areas. The total wetland area in the study domain of the prior was 1,900 km$^2$, ~11% of the land area.

Enteric fermentation. Methane emissions from ruminant livestock were spatially allocated to counties according to county-level headcounts of cattle and calves from the USDA 2007 Agricultural Census (2009). An emission factor of 117 kg CH$_4$ head$^{-1}$ yr$^{-1}$, the Environmental Protection Agency (EPA, 1998) emission factor for mature dairy cattle in the North Atlantic Region, was multiplied by the cattle count in each county to yield a total average emission rate. Emissions from animals other than cattle were not included because cattle accounted for the majority of livestock emissions in the study area.

Transportation. Methane emissions from transportation were estimated using per-mile emission factors by vehicle type and model year (US EPA 2008, 2014c), state-level data on vehicle fleet composition (Federal Highway Administration 2012), and a database of vehicle miles traveled per road (Gately et al. 2013). A complete methodological description for an analogous emissions model for CO$_2$ is provided in Gately et al. 2013.
Point-sources. Annual facility-level data reported to the EPA GHG Reporting Program (2014a) were used to represent CH$_4$ emissions from the largest point sources, including landfills, waste combustion, and waste water treatment plants. Data from 2012 and 2013 were weighted according to the study time period (25% in 2012 and 75% in 2013). Emissions from NG distribution companies were not included because they were not considered point sources and were conceptually accounted for in the NG losses layer (described next).

Natural gas losses. Methane emissions from NG losses were spatially allocated according to the areas of residential and commercial NG consumption (as described in the next section) and scaled so total emissions from NG in Massachusetts was equal to the state inventory estimate for 2012 (Massachusetts DEP 2014, Table 3-3). The prior flux fields were not used to determine the fractional contribution of the NG, nor any other, source sector, to total CH$_4$ emissions because atmospheric C$_2$H$_6$ measurements provided definitive attribution of CH$_4$ emissions from NG.

Natural gas consumption

In order to understand emissions results as a fractional loss rate of NG delivered within the modeling framework, it was necessary to create a spatially explicit map of NG consumption (Figure 3-9). Consumption is an appropriate estimator of net gas flows through the study area because all of the pipelines entering the study area terminate inside or very near the study area boundary (Figure 3-10). Reports of NG consumption by state, month, and sector were obtained from the Energy Information Administration (US EIA, 2014b) for the study area and time period. Volumes of NG were converted to masses of CH$_4$ using the ideal gas law by assuming industry standard temperature and pressure (60 °F and 1 atm) and 97% CH$_4$ content, based on gas quality data reported by transmission pipeline companies serving the region (Algonquin Gas
Transmission 2014, Tennessee Gas Pipeline Company 2014, Figure 3-10), giving 1 scf NG = 1.16 moles CH$_4$ = 18.6 grams CH$_4$.

![Figure 3-9. Reconstructed geographical distribution of NG consumption, in units of CH$_4$ mass flux, during September 2012 through August 2013 for the four states included in the study region.](image)

![Figure 3-10. Approximate locations of the three interstate gas pipelines (Tennessee – TGP, Algonquin – ALG, and Maritimes and Northeast – MNE) (US EIA 2008) serving Boston and the surrounding area, the gas quality measurement stations used in this study, and the LNG import terminal. The gray circle is the study area boundary.](image)
Natural gas consumption in electric power, residential, commercial, industrial, vehicle fuel, and pipeline and distribution use sectors (US EIA, 2014b), were all included in the consumption estimate because we were not able to distinguish emissions from individual sectors with the atmospheric data. Monthly and state consumption by the entire electric power sector and portions of the industrial and commercial sectors (17% and 6%, respectively) was spatially allocated to individual power production facilities based on each facility’s monthly NG use (US EIA 2013-14, Figure 3-11). A small number of plants had missing values in 2013, which were filled according to each plant’s relative consumption of the state, sector, and monthly total in 2012. Filled values accounted for 1.5% of the total consumption by power production facilities.

![Figure 3-11. Location and gas consumption (units: $10^6$ scf yr$^{-1}$) during the study year of each NG-fueled power plant (US EIA 2013-14) and CNG or LNG vehicle fueling station (US DOE 2014) in the four states included in the study area, delineated by the gray circle.](image)

Consumption by the residential and commercial sectors (excluding the portion accounted for by individual electric power production facilities) was spatially allocated using a parcel-level
database for Massachusetts of residential and commercial building square footage and the fuel type used in each building for space and water heating (The Warren Group 2010). This dataset was constructed from multiple state and local government data sources such as Registry of Deeds, Land Court data, Town Clerk data and tax assessor information. Vehicle fuel consumption was spatially allocated equally among compressed natural gas (CNG) and LNG fueling station locations (US DOE 2014). Industrial sector consumption (excluding the portion accounted for by individual power production facilities) and pipeline and distribution use was spatially allocated using commercial building square footage data.

For the study area outside of Massachusetts, census data on the number of housing units with NG at the blockgroup scale (US Census Bureau 2012a) were used in place of the building square footage database, which was only available for Massachusetts. Within Massachusetts, the \( R^2 \) value for the 1 km\(^2 \) gridded census and square footage datasets was 0.8 for residential buildings and 0.7 for residential and commercial buildings together, demonstrating that the census dataset was a reasonable substitute for the square footage dataset where the former was not available. Figure 3-12 gives monthly average NG consumption by sector for Massachusetts and for the 90-km radius study area, as spatially allocated using the methods described above.

Uncertainty estimates for state monthly NG consumption are supplied by the US EIA (2012-13). Monthly standard errors for total consumption in Massachusetts are available for 6 of the 12 months in the study period, with NAs reported for the remaining months, and range from ± 0.4 to 1.1 %. Using the largest monthly standard error value, multiplying by 1.96 to estimate the 95% confidence interval, and summing them in quadrature, leads to 95% confidence interval estimates of ± 3.7 % for three-month seasonal totals and ± 7.4 % for the annual total. We did not estimate uncertainties in the spatial allocation of state total consumption to the study area, or
uncertainties in spatial distribution within the study area, because no independent dataset is available for comparison and because it is unknown how well the spatial distribution of consumption approximated the spatial distribution of emissions.

![Figure 3-12. Average monthly NG consumption by sector in Massachusetts (US EIA 2014b) and the study area, spatially allocated using the methods described above. The “Ind & Other” category includes industrial, vehicle fuel, and pipeline and distribution use.](image)

**Optimization approach**

The custom prior model of CH$_4$ emissions (Figure 3-8) was combined with WRF-STILT footprints to generate a set of simulated $\Delta$CH$_4$ values for each hour at the two urban measurement stations. Means and 95% confidence intervals on all reported seasonal and annual CH$_4$ fluxes were generated through an end-to-end bootstrap analysis with the following steps. Background distributions were randomly sampled each day to calculate $\Delta$CH$_4$,obs. Average hourly afternoon (11–16 h EST, 16-21 h UTC) CH$_4$,obs and $\Delta$CH$_4$,mod values were randomly sampled separately for each day to generate average daily values of observed and modeled $\Delta$CH$_4$ for the two urban sites. Daily average $\Delta$CH$_4$ values were randomly sampled to generate seasonal
average ΔCH₄ (Figure 4-4). The emission inventory was scaled for each season to equalize mean afternoon modeled and observed ΔCH₄ for the two urban sites together, providing optimized CH₄ emission rates for the region. Daily afternoon data points with model-data residuals > 3σ of the residual distribution (< 5% of points for any individual site and season) were excluded from the emissions optimization calculation. Lastly, seasonal average ΔCH₄ and CH₄ emissions were randomly sampled to generate annual averages of each. Each of these steps was performed 1,000 times and means and confidence intervals were calculated from the resulting distributions.

**Methane emissions in greater Boston**

The mean annual optimized emission rate for the study area was 18.5 ± 3.7 g CH₄·m⁻²·y⁻¹ from all sources (Figure 3-13). Seasonal variations of total CH₄ emissions were modest, with fluxes in spring and summer marginally higher than in fall at the 95% confidence level (Figure 3-13).

Observation-model comparisons are shown in Figures 3-14 and 3-15. The over-prediction of nighttime CH₄ concentrations at BU, typically located below the nocturnal boundary layer, and the modest under-prediction of nighttime concentrations at COP (Figure 3-15), which was often above the nocturnal boundary layer is consistent with overestimated nocturnal low-level stability, possibly due to the low nocturnal temperature bias in WRF (Figure 3-7). The emissions estimate was derived from afternoon data only and thus was not affected by this model bias.
Sensitivity of emission results to modeling framework variants

The sensitivity of the emissions result was tested against several variants of the modeling framework (Figure 3-16). Hourly average values of $\Delta$CH$_4$ were aggregated into daily points by taking afternoon (11-16 h EST) averages. This method of data aggregation was tested by averaging the four lowest hourly observations and model enhancements in the period of 9-18 h EST each day (Figure 3-3). Both of these approaches to data selection and aggregation aim to focus the analysis on periods when the atmosphere is well-mixed and when the data are less variable, which maximizes the areal representativeness of the results and minimizes the influence of a possible model biases in boundary layer height. Both aggregation methods yielded comparable results (Figure 3-16, pt 2).

Optimized emissions resulting from the use of EDGAR and the custom prior flux model at a coarser spatial resolution were not significantly different than the main result which used the custom emission inventory (Figure 3-16 pts. 3-4). We also tested the null hypothesis for spatial
variation of sources, using a model of uniform, constant flux over land and zero flux over water. This variant resulted in similar model-data correlations as the spatially-varying flux prior (Figure 3-13), but mean footprint-weighted, optimized emission fluxes were significantly different for the two sites. (The larger footprint from the COP site gave rise to smaller optimized fluxes). In contrast, results using our custom prior flux model yielded optimized fluxes that were statistically indistinguishable at the two sites (Figure 3-16, pts 6-7), despite the large differences in $\Delta$CH$_4$ (Figure 3-4) and modeled footprints (Figure 3-1) between the two sites. Therefore, we rejected the null hypothesis of no significant spatial variation in emissions and adopted the custom prior flux model instead.
Figure 3-14. Optimized modeled versus observed daily average afternoon CH$_4$ concentrations for the two sites, one year, and four seasons. The gray line is the one-to-one line. Outlying points marked by crosses were excluded from model optimization.
Figure 3-15. Observed, optimized modeled, and background CH$_4$ concentrations averaged by hour of the day for the two sites, one year, and four seasons. The horizontal hatched area shows the average range of sampled background concentrations, derived from 5-35$^{th}$ percentiles of the background station data. The gray vertical shaded area indicates the afternoon model optimization period, 11-16 h EST (16-21 h UTC). Although both high and low biases exist in the nighttime model data, modeled and observed data from the afternoon optimization window are in good agreement.
Figure 3-16. Mean annual emission results from the main configuration (point 0) and several variants of
the modeling and analysis framework (points 1-7). The emission estimate presented in the main text
(point 0) resulted from the custom emission inventory at 1 km$^2$ spatial resolution, data aggregation into
daily afternoon (11-16 h EST) points, removal of extreme outliers, and from the analysis of both urban
sites together. Point 1 shows the emission results when outliers were not removed. Point 2 shows the
emission result from aggregating the four lowest hourly observed concentrations and model
enhancements in the period of 9-18 h EST each day instead of afternoon hours (Figure 3-3). Point 3
shows the emission result from EDGAR instead of the custom emissions model. Point 4 shows the result
when the custom emissions model was aggregated to a coarser spatial resolution. Point 5 shows the result
when the NG emissions layer in the custom prior was scaled to contribute 80% of the total emissions
(∼2.2 times larger than in the main configuration), to be approximately consistent with the attribution
results from ethane data (described in the next section). Points 6 and 7 show the results from the BU and
COP sites analyzed separately.

**Contribution of natural gas to methane emissions**

To quantify the fraction of the observed $\Delta$CH$_4$ and computed CH$_4$ emissions that was due
to NG emissions, we compared ratios of C$_2$H$_6$ and CH$_4$ measured in the atmosphere and NG
pipelines serving the region. Ethane is a significant component of NG, whereas microbial CH$_4$
sources, such as landfills, sewage, and wetlands, produce little or no C$_2$H$_6$ (Yacovitch et al. 2014). Because Boston has no geologic CH$_4$ seeps, no oil and gas production or refining, and
low rates of biomass burning, there are no known significant sources of C$_2$H$_6$ in the region other than NG.

Atmospheric ethane-methane ratio

Ethane concentrations were measured with a laser spectrometer (Yacovitch et al. 2014) at BU for three months in the fall and winter of 2012–13 and one month in the late spring of 2014 (Figure 3-17). To quantify the relationship between the atmospheric C$_2$H$_6$ and CH$_4$ measurements, we used $\chi^2$ minimization (Press et al. 2002, Equation 3-1) of a straight-line fit ($b$=slope, $a$=intercept) to 5-minute medians of 1 hertz data points (Figure 3-18, $x$ and $y$), with errors in each variable at each time point ($i=1:N$) characterized by the standard error of the mean ($\sigma$).

$$\chi^2(a, b) = \sum_{i=1}^{N} \frac{(y_i-a-bx_i)^2}{\sigma_{yi}^2 + b^2 \sigma_{xi}^2}$$  \hspace{1cm} (3-1)

Slopes from the $\chi^2$ optimization were 10-15% larger than those obtained from an ordinary least squared regression because variance in the CH$_4$ measurements cannot be neglected.

For the 2012-13 period, data from afternoon (11-17 h EST) hours only were used, but for the 2014 period, data from all hours were used because the C$_2$H$_6$ signal-to-noise ratio was smaller for the spring measurements (Figure 3-17). We used daily fits to 5-minute intervals to calculate the average ratio in order to limit the influence of possible autocorrelation between points from individual hours or days. 95% confidence intervals were calculated by bootstrapping daily fit slopes with 1,000 iterations and sampling with replacement. The median of the daily slopes of atmospheric C$_2$H$_6$ versus CH$_4$ was 2.6 (2.5, 2.8) % during the cool season and 1.6 (1.4, 1.7) % during the warm season (Figure 3-18).
Figure 3-17. Five-minute median C$_2$H$_6$ and CH$_4$ measurements from BU.

Figure 3-18. Five-minute median atmospheric C$_2$H$_6$ and CH$_4$ measurement points at BU in fall and winter of 2012–2013 (black) and spring of 2014 (blue), $\chi^2$ optimization lines fit to each day (light lines), average fit lines for both seasons from all days with $R^2 > 0.75$ (bold solid lines), and lines with slopes of pipeline C$_2$H$_6$/CH$_4$ (dashed lines).
Quantification of covariance (slope of the regression line) between C\textsubscript{2}H\textsubscript{6} and CH\textsubscript{4} measurements from each day using short (5-minute) intervals was adopted to eliminate any potential influence of building emissions and because C\textsubscript{2}H\textsubscript{6} measurements were not available at the background stations. If background C\textsubscript{2}H\textsubscript{6} measurements had been available, then quantification of the atmospheric C\textsubscript{2}H\textsubscript{6} to CH\textsubscript{4} covariance using longer intervals, and optimization of C\textsubscript{2}H\textsubscript{6} emissions in an inversion framework, may have been possible. The current framework assumes that background concentrations did not vary substantially during individual days, supported by the tight correlation between observed C\textsubscript{2}H\textsubscript{6} and CH\textsubscript{4} on most days. Days with large shifts in wind direction sometimes did not have consistent C\textsubscript{2}H\textsubscript{6}/CH\textsubscript{4} and were rejected by a R\textsuperscript{2} > 0.75 criterion (~50% of the days).

Results for the central C\textsubscript{2}H\textsubscript{6}/CH\textsubscript{4} values in the atmosphere by season were insensitive to our specific choices for treating and filtering the atmospheric data. Five-minute means instead of medians, a less stringent R\textsuperscript{2} cutoff, and data from all hours instead of afternoon hours yielded both larger and smaller ratios that varied by < 10% and were not significantly different from the results reported above.

Pipeline ethane-methane ratio

Hourly gas quality data were collected from the informational postings of the three major pipeline companies that serve the region, Tennessee (TGP), Algonquin (ALG), and Maritimes and Northeast (MNE) (Figure 3-10, Tennessee Gas Pipeline Company 2014, Algonquin Gas Transmission LLC 2014). Daily median C\textsubscript{2}H\textsubscript{6} and CH\textsubscript{4} ratios were calculated for each pipeline using hourly data (Figure 3-19) from the gas quality measurement stations closest to Boston (Figure 3-10). The three pipelines delivered the following fractions of NG consumed in Massachusetts in 2012: 65% TGP, 30% ALG, and 5% MNE (US EIA 2014a). Seasonal average
pipeline C$_2$H$_6$ and CH$_4$ ratios were calculated for the same time period as the atmospheric ratios using the daily median pipeline ratios, weighted by the fractional contributions of each pipeline. The average C$_2$H$_6$ and CH$_4$ ratio in the NG flowing into the region during the two atmospheric measurement periods was 2.7 ± 0.0% in the fall and winter of 2012–2013 and 2.4 ± 0.1% in the spring of 2014, (Figure 3-19). 95% confidence intervals were estimated by bootstrapping daily weighted median ratios with 1,000 iterations and sampling with replacement.

Gas composition in the pipelines is measured using industry standard methods (Gas Processing Association 2013, ASTM 2010), but uncertainties due to sampling and measurement error are not reported. Furthermore, we have no way to estimate the relative sensitivity of the atmospheric measurements to the three pipelines and individual gas quality measurement locations, nor the representativeness of the measured relative to the lost gas. We tested the sensitivity of the computed seasonal average pipeline C$_2$H$_6$ and CH$_4$ ratios to assumptions about the relative contribution of the three pipelines by also calculating the pipeline ratio using equal contributions from TGP and ALG, and no contribution from MNE; the results were not significantly different than the ratios reported above. In general, our approach to estimate the mean pipeline C$_2$H$_6$ and CH$_4$ ratio was intended to yield an aggregate estimate that is robust to sporadic erroneous and/or unrepresentative measurements.
Figure 3-19. Stacked histograms of (ab) hourly and (cd) daily median ratios of C$_2$H$_6$ and CH$_4$ in the pipeline gas during the two time periods of the atmospheric C$_2$H$_6$ measurements (Figure-3-17). (ab) Hourly data were obtained from the three pipelines (Tennessee – TGP, Algonquin – ALG, and Maritimes and Northeast – MNE) (Tennessee Gas Pipeline Company 2014, Algonquin Gas Transmission LLC 2014) for the stations shown in Figure 3-10. (cd) Daily median ratios for each pipeline were used to estimate a mean ratio for each of the two time periods, weighted by the volumes delivered by each pipeline to Massachusetts. Each of the three pipelines is equally represented in the daily median plots, but not the hourly plots because hourly data coverage varied between stations.

Attribution of total methane emissions to natural gas

The quotient of the C$_2$H$_6$ and CH$_4$ ratios in the atmosphere and pipeline demonstrates that NG contributed 98 (92, 105) and 67 (59, 72) % of the ΔCH$_4$ in Boston in the cool and warm seasons, respectively. We believe the relative contribution of NG to CH$_4$ emissions observed in the late spring of 2014 can be applied to the spring and summer months of the year prior because
the average air temperature and observed ΔCH₄ in May-June were very similar between 2013 and 2014 and because the observation interval approximates the midpoint of the March-August period for which we adopted the observed NG fraction. The weak seasonality of observed ΔCH₄ (Figure 3-4) and the CH₄ flux rate (Figure 3-13) is consistent with the finding that most of the emissions are from thermogenic gas, rather than biological processes, which would likely depend more strongly on season (van Hulzen et al. 1999, Spokas et al. 2011). The high correlation between atmospheric C₂H₆ and CH₄ (Figure 3-18), and the close correspondence of the atmospheric and pipeline gas ratios, support the finding that NG was the major source of enhancements for both gases.

**Natural gas loss rate in greater Boston**

The fraction of delivered NG that was emitted to the atmosphere was estimated by multiplying optimized emissions by the fractional contribution of NG to the atmospheric signal (Figure 3-20A), as indicated by the ethane tracer data, and dividing by the mean NG consumption in the study region (Figure 3-20B), as estimated through the spatial disaggregation of state-level data (Figure 3-9). The inferred mean annual NG loss rate in the study area was 2.7 ± 0.6% of the total delivered gas in 2012–2013, with little seasonal dependence (Fig. 3-20C). Uncertainties in the average loss rates were calculated by summing in quadrature the relative errors for the average emissions, atmospheric NG fraction, and NG consumption terms.

The modest seasonality of the inferred NG loss rate (Fig. 3-20C) is driven by the small seasonal variability in total NG consumption (Fig. 3-20B). Our analysis makes no assumptions about the relative contribution to emissions of specific NG-consuming sectors or emission processes, which could individually have very different loss rates than the aggregate estimate generated by this study. Our finding that the regional average NG emission rate was seasonally
invariant may indicate that it does not strongly depend on the seasonally varying components of the NG system, or could result from multiple compensating processes.

Figure 3-20. Seasonal and annual average (±95% confidence intervals) (A) optimized CH\textsubscript{4} emissions in total (Figure 3-13) and from NG, (B) NG consumption by sector, and (C) NG loss rates. (B) Consumption categories are electric power, residential and commercial, and other, which is comprised of industrial, vehicle fuel, and pipeline and distribution use (Figure 3-12).

Comparison with atmospheric studies and inventories

Two recent studies in Los Angeles covering ~2 months provide the only previous atmosphere-based (“top-down”) estimates of emissions from NG in an urban area, 1–2% (0.7–3% when accounting for the error ranges) of total NG consumed in the basin (Wennberg et al.)
2012, Peischl et al. 2013). However, attribution of CH$_4$ emissions to pipeline gas in Los Angeles is complicated by the presence of current and abandoned oil and gas wells, refinery operations, and natural CH$_4$ seeps, in addition to NG consumption. Other studies have estimated total CH$_4$ emission fluxes from a number of urban areas around the world (Table 3-1), using atmospheric data-model frameworks of varying sophistication, but have not quantitatively attributed fluxes to NG. Our value for total CH$_4$ emissions in Boston is at the low end of the overall range of fluxes reported for other urban areas (Table 3-1), suggesting that total CH$_4$ emission rates in Boston are not anomalous.

The US greenhouse gas (GHG) inventory (US EPA 2014c) attributes 3,302 Gg of CH$_4$ emissions to NG transmission, storage, and distribution in 2012, equal to \(~0.7\%\) of the NG delivered to consumers (US EIA 2014b). The key input data for NG distribution systems in the national inventory are emissions factors developed from industry measurements (US EPA/GRI 1996) and activity data on miles of pipeline by material and counts of metering and regulating stations, customer meters, and pipeline maintenance events and mishaps (US EPA 2014c). Emissions of NG in our study area are equal to \(~8\%\) of US emissions attributed to distribution, transport, and storage, and \(~23\%\) of national emissions from distribution alone, a notably higher fraction than the \(~3\%\) of US residential and commercial gas consumed in the study region. More detailed comparison of our results for the Boston urban region to the US GHG inventory is not possible because the inventory is not spatially disaggregated.

Massachusetts has compiled a state GHG inventory (MA DEP 2014a) (Table 3-3) using the same methods as the national inventory with state-level data, where available, and reports CH$_4$ emissions from NG systems equal to \(~1.1\%\) of NG consumed in the state. The larger loss fraction implied by the Massachusetts (\(~1.1\%\)) versus the national (\(~0.7\%\)) inventory is likely
due to larger proportions of cast iron and bare steel pipelines (US DOT 2014), which have higher emission factors (US EPA 2014c). Because most (68%) of our study region lies in Massachusetts, and most (88%) of the NG delivered in Massachusetts is consumed in the region, this value approximates the result that would be obtained by down-scaling the national inventory to the study region. Our result for the NG loss fraction is approximately two to three times larger than that implied by the state inventory (although no uncertainty range is reported for the latter).

NG companies also report their GHG emissions and NG losses to public agencies. Methane emission and NG delivery data reported to both the US EPA (2014a) and Massachusetts GHG Reporting Programs (MA DEP 2014b) show NG loss rates of 0.4–1.6% among individual NG distribution companies in Massachusetts in 2012 and 2013, with an average of 0.6%, weighted by delivered NG volumes. Data reported to the US EIA (2014a) for “losses from leaks, damage, accidents, migration and/or blow down” indicate loss rates of 0–1.1%, with a weighted average of 0.4%, among Massachusetts NG distribution companies in 2012 and 2013.

Policy analyses of NG distribution emissions (Cleveland 2012, Markey 2013) sometimes use reported quantities of “lost and unaccounted-for” (LAUF) gas, an accounting term and cost-recovery mechanism reported by utilities to public utility commissions. LAUF fractions reported by individual distribution companies in Massachusetts in 2012 and 2013 were 0–4.6%, with a weighted average of 2.7% (US DOT 2013). However, LAUF encompasses leaks, metering and accounting inaccuracies, and theft (Costello 2013), and hence the relationship between LAUF and NG emissions is unknown.
**Deficiencies in existing estimates**

Several possible reasons may explain why existing methodologies predict lower CH$_4$ emissions from NG than we observe in the Boston urban region.

i) Not all emission sources are inventoried. The US and Massachusetts inventories (US EPA 2014c, MA DEP 2014a) do not include NG losses occurring downstream of customer meters, neither at large industrial facilities, nor in residential and commercial settings.

ii) Leak surveys are not comprehensive. Leak surveys (e.g., Phillips et al. 2013, US Code of Federal Regulations 2013) are based on detection of discrete, highly elevated atmospheric signals, expressed at accessible locations. Numerous small leaks can occur without posing a safety hazard while still contributing significantly to the total CH$_4$ source, and would require sensitive and accurate measurements for detection and quantification. Some NG leaks may be emerging in locations that are difficult to access (e.g., indoors, on private property, through sewers or subway tunnels) with conventional surveys.

iii) Sampling protocols used to calculate emission factors have significant limitations. Due to practical constraints, NG emission factors are calculated from very small samples relative to the population they are intended to represent, and measurements are obtained from short-duration, non-repeated campaigns in a limited number of locations (US EPA/GRI 1996). These limitations can lead to under-sampling of infrequent, high-emission events (Brandt et al. 2014). Measurement of emissions from individual components requires access to restricted, privately owned facilities, which could lead to sample bias (Brandt et al. 2014), whether intentional or not. Inaccurate device and activity counts (Brandt et al. 2014), and incomplete understanding of controlling variables, may lead to inappropriate extrapolation of emission factors in space and
time. Data collected through new reporting requirements (US EPA 2014b) may help address some of these limitations for particular devices and processes.

These issues arise from our fundamental lack of knowledge about the specific sources and processes responsible for the discrepancies found in this and other studies (Brandt et al. 2014), and about the requirements for designing and testing a statistically rigorous accounting of emissions from the NG supply chain. Both high-emission events and diffuse low-emission sources need to be sampled continuously or repeatedly to gain understanding of the true distribution of NG emissions. In addition to emission data, improved quantification of the fractional NG loss rate requires the compilation and availability of more rigorous, standardized, and detailed data on NG flows. Datasets should be spatially explicit to facilitate collation of disparate datasets and analysis of specific areas. Closer cooperation in data sharing and synthesis and wide data dissemination are needed to better constrain CH\textsubscript{4} emissions from NG and to provide the information needed to reduce those emissions.

**Significance of natural gas emissions**

This study used one year of atmospheric CH\textsubscript{4} measurements from a network of observing stations, a high-resolution modeling framework, atmospheric measurements of C\textsubscript{2}H\textsubscript{6}, a tracer for NG emissions, and statistics on NG composition and consumption to quantify the NG emission rate for the Boston urban area as 2.7 ± 0.6\% (95\% confidence interval) of consumed NG, approximately two to three times higher than that given by the most applicable (state) GHG inventory. The total volume of emitted gas in the study area over one year was \(~\)15 billion standard cubic feet (scf), valued conservatively at \(~\)90 million [using 2012 and 2013
Massachusetts city gate prices (US EIA 2014c)], equal to ~6 scf⋅person^{-1}⋅d^{-1} [using the study area population of ~7.2 million (US Census Bureau 2012b)].

The US President’s Methane Strategy (The White House 2014) for reducing downstream NG emissions describes state and utility programs to accelerate infrastructure replacement, but offers no new federal initiatives for the distribution sector (US EPA OIG 2014). A new Massachusetts law (2014) is intended to improve the classification, reporting, and repair of NG leaks. The current study provides an example of a measurement-model framework that can be used to evaluate the effectiveness of programs aimed at reducing NG distribution emissions. More detailed measurements and accounting, following a more rigorous statistical design, are needed to fully characterize and prioritize the components, geographic areas, and supply chain sectors that are contributing the most emissions. The full environmental benefits of using NG in place of other fossil fuels will only be realized through active measures to decrease direct losses to the atmosphere, including in receiving areas such as the Boston urbanized region.
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