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Abstract

Recently, systems that integrate positron emission tomography and magnetic resonance imaging (PET/MR) have become available for clinical use. This new technology, which combines the high spatial resolution and superior soft-tissue contrast of MR with the picomolar sensitivity, quantitative capabilities, and wide array of tracers of PET, has the potential to benefit patients and provide insights that were previously unattainable in standalone systems. Simultaneous measurement of PET and MR parameters provides complementary information, allowing for a more complete assessment of disease, as well as cross validation and calibration of MR and PET measurements and techniques.

To take full advantage of such a multi-modal system, accurate quantification of the PET data is necessary. Due to the low spatial resolution of PET – which can be further reduced by external factors like patient motion – and the inherent lack of anatomic detail, accurate quantification can be challenging. The simultaneously acquired MR information provides an opportunity to optimize PET quantification and analysis. In order to fully realize the benefits provided by the simultaneously acquired MR data, the MR data cannot be treated as discrete sequences, but as the continuous flow of information. This is due to differences in the time required for data collection to generate PET and MR images.

This work describes the development and optimization of a pipeline for the reconstruction and analysis of PET data in a brain-dedicated prototype PET/MR system, the
BrainPET (Siemens Healthcare). First, the performance of the BrainPET system was optimized for neurological imaging. MR-hardware interference and characteristics of the PET camera were quantified and a method for multimodal alignment was developed. To simplify and streamline the reconstruction and quantification process, a platform was designed which utilizes the functionality of a number of specialized brain imaging analysis software packages in an automated fashion. Second, MR-based methods addressing specific challenges to PET quantification were addressed. Simultaneously acquired structural MR data was used to correct the PET data for attenuation and partial volume effects. The use of MR data for motion correction was addressed and a unified algorithm which derives motion estimates from the PET data when MR data is unavailable was presented. Finally, the value of the optimized PET processing for neurological studies was evaluated in three instances: first an upper limit on the physiologic noise introduced by MR imaging on cerebral metabolism was estimated using PET and found to be minimal; next the benefit of MR-based motion correction and partial volume effect correction were estimated in a patient study; and lastly, a method to derive the PET radiotracer input function from the PET data using multiple MR sequences was presented.
“Build a better mousetrap, and the world will beat a path to your door”

—“Ralph Waldo Emerson”
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Tomography, derived from the Greek *tomas* (section) and *graph* (write) refers to a collection of methods that produce three-dimensional images of the internal structure of “solid” objects through the use of penetrating waves. The nature of these imaging modalities makes them appealing for biological imaging as they range from minimally invasive to completely noninvasive and allow for the organism of interest to be imaged in its nascent state.

Since the introduction of computed tomography (CT) by Godfrey Hounsfield in 1972, tomographic imaging has become standard in medicine and today includes magnetic resonance imaging (MRI), ultrasound, single photon emission tomography (SPECT), and positron emission tomography (PET). Tomographic imaging methods can be separated broadly into methods that resolve the structure of tissues (structural imaging) and methods that resolve the function of tissues (functional imaging). Some tomography devices, or tomographs as they are called, are capable of both structural and functional imaging, while others are only capable of structural or functional imaging. The diversity of tomographic techniques, or modalities, that exist for medical imaging is due to the inherent strengths and weaknesses of the different modalities. Since no single modality is perfect for every situation, considerable attention has been invested...
in the combination of multiple modalities in an effort to capitalize on their individual strengths and mitigate their weaknesses [1].

Tomography is routinely performed on every organ and tissue of the body; nevertheless, the brain is an organ of particular interest due to its involvement in many homeostatic functions, its broad range of biochemical and physiologic pathways, and its need for noninvasive diagnostic techniques. While structural imaging allows for noninvasive diagnosis of atrophy, neurodegenerative diseases, and detection of tumors, many cognitive/psychiatric disorders have been shown to have stereotyped functional patterns on imaging, making functional brain imaging useful in their diagnosis and treatment [2]. As more advanced and powerful scanners are becoming available, considerable attention has been directed at merging structural and functional information to better understand the mechanism of disease and provide a more complete characterization of the state of the brain for diagnosis [3].

This work is concerned with the application of devices that combine PET, a functional imaging modality, with MRI, a powerful modality capable of both functional and structural imaging, for neuroimaging and how the combination of MRI and PET can improve the quality and quantification of the PET data. This chapter reviews the basic concepts of PET imaging and quantification, with particular attention paid to corrections that need to be applied to the data for accurate quantification and effects that can degrade the reliability of the PET data. Pertinent concepts of MRI, the history of simultaneous PET/MR systems, and unique challenges in these multimodal systems are also addressed.
1.1 Positron Emission Tomography

This section provides an overview of PET with a focus on the phenomena and corrections that must be addressed for accurate estimation of the radiotracer distribution. Subsequently, the correlation between the time-varying radiotracer distribution along with its biochemical interpretation is discussed, followed by factors that can reduce the reliability of the inferences on the biochemical interpretation. Finally, examples of the application of PET to neuroscience and clinical imaging are presented.

1.1.1 Physical Principles

PET is a nuclear medicine technique that uses ionizing radiation to noninvasively image molecular aspects of a tissue \textit{in vivo}. Specifically, PET cameras image the spatial distribution of radioactivity through the detection of coincident 511 keV photons (gamma rays) produced from the annihilation of positron-electron pairs. Endogenous or exogenous molecules are altered to contain a positron emitting radioisotope (e.g. $^{18}$F, $^{11}$C, $^{15}$O) and are administered intravenously into the subject. The radioisotope undergoes radioactive decay via beta-plus emission wherein a proton is transformed into a neutron and a positron is released from its nucleus (along with a neutrino). The specific kinetic energy that the positron is released with is dependent on the radioisotope and is related to the isotope’s energy. As the positron travels through the tissue it inelastically interacts with surrounding atoms, losing its kinetic energy, typically over the distance of a few millimeters. Once the positron has lost all of its kinetic energy and comes to rest, it can interact with a nearby electron. The particles pair and form a metastable positronium intermediate which quickly undergoes annihilation, converting the particles to a
pair of coincident photons. To conserve energy and momentum, each photon has an energy of 511 keV and the two travel in opposite (antiparallel) directions. A cartoon of the decay process can be found in Figure 1.

Figure 1 Positron Emission and Annihilation. A proton of the radionuclide decays through the emission of a positron. The positron travels through space, losing its kinetic energy until it interacts with an electron at which point the particles annihilate and two antiparallel photons are created. Particles not drawn to scale.

The three-dimensional distribution of the radioisotope is not directly measured in PET; rather, it is estimated from a series of projections that correspond to the paths of the annihilation photons. The annihilation photons are detected in photodetectors, dense materials and/or electronics that convert high energy photons into an electrical signal. If a pair of annihilation photons are stopped by a pair of photodetectors and the photons travel antiparallel from their point of annihilation, then the line between the photodetectors – referred to as the Line-of-Response (LOR) – contains all the possible locations in space where the annihilation could have taken place. If both photons are detected within a certain time interval, called the coincidence window, they are considered to have originated from the same annihilation event. These events, called coincidence event, are assigned to the corresponding LOR. For a ring of detectors, integrating the coincident counts in a set of parallel LORs over a
period of time yields a one-dimensional projection (histogram) along that direction. This
direction can be represented as an angular offset from some arbitrary direction. The one-
dimensional histograms for different angles can then be reorganized into a two-dimensional
matrix called sinogram in which each position, or bin, represents an individual LOR. A sinogram
of a digital phantom can be found in Figure 2. Mathematically this transformation of an object
into its projections is known as the Radon transform, and in tomography the transformation of
an object to its sinogram is known as a forward projection. For systems composed of multiple
rings of detectors, three-dimensional sinograms can be generated. The organization of three-
dimensional sinograms is reviewed elsewhere [4]. If coincidences are accepted between
detectors in different rings, there will be a redundancy in sampling the field of view as points in
space are covered multiple times by direct (in-plane) LORs and those from oblique detectors.
With more LORs passing through a given point in space, the sensitivity of the scanner improves.
Images can then be generated from these three-dimensional sinograms through a number of
techniques, ranging from the purely analytical approaches to methods that attempt to
iteratively determine the distribution of the radioisotope and are exhaustively reviewed
elsewhere [5]. To simplify and speed up the reconstruction, rather than the sinogram bins
directly correspond to the LORs with a 1-to-1 mapping, multiple LORs can be assigned to the
same sinogram bin, e.g. neighboring LORs or those that are oblique with regards to the ring by
a few crystals.
Figure 2 Example of a Sinogram. The PET crystals define lines-of-response where detected coincidence events are assigned. Parallel sets of LORs define a row in the sinogram where the angular offset of the projection defines the position of the row. Only projections between 0° to slightly less than 180° are considered in PET imaging.

Two of the defining characteristics of PET are its quantitative nature and its high sensitivity (in the picomolar range). However, in order to accurately estimate the distribution of the radioisotope, a number of corrections must be considered. For instance, photons can be absorbed or deflected by atoms, preventing them from being detected in the photodetectors. Similarly, if the course of the photon is altered, the coincidence event could be assigned to the incorrect LOR. Additionally, the detection efficiency for the photodetectors and associated hardware must be considered.

### 1.1.2 Image Reconstruction and Correction Factors

As previously mentioned, there are a number of techniques that can resolve the radiotracer distribution from emission sinograms. The simplest approaches, back-projection...
and filtered back-projection (FBP), analytically invert the Radon transform directly to resolve the image. While FBP is fast and easy to implement, it also has some associated challenges. One challenge is the sampling requirements; to minimize artifacts, FBP requires a fine linear and angular sampling (i.e. that the sinogram be sampled over 180°) and, most importantly, that the data be complete which can present a problem (typically the presence of artifacts) if there are sizeable gaps between the photodetectors.

An alternative to FBP is to guess the distribution, compare the results to the measured emission data, and update the guess, iteratively, to approach the true image. These methods comprise the iterative reconstruction algorithms. Often the initial estimate is a blank or uniform image. The estimated image is then forward projected to produce a sinogram. The estimated and emission data are then compared and the difference is estimated through a cost function, like ordinary Poisson statistics (OP). Based on the cost function, the estimate can be updated via an update function and a new estimated image can be produced and the cycle can begin again. Eventually the estimated image will produce a difference that falls below a specified level and the process will stop. Iterative reconstruction algorithms are named based on their cost and update functions. Popular update functions include maximum likelihood expectation maximization (MLEM) and an adaptation that uses ordered subsets to improve speed, ordered subset MLEM (OSEM). More advanced reconstruction techniques like the maximum a posteriori (MAP) can utilize anatomic information from sources like MRI to resolve the activity distribution [6].

The sinogram corresponding to the coincident photons emitted from the radiotracer distribution is called the trues sinogram as it contains all the true events. What is measured by
the PET camera is the emission sinogram that represents the photons absorbed by the photodetectors. In order to accurately resolve the true radiotracer distribution it is necessary to account for intrinsic and extrinsic factors that may affect the measured counts in each sinogram bin. An example of an intrinsic factor is the individual sensitivity of each photodetector, which will directly affect the sensitivities of all LORs that include it. An extrinsic factor would be the direct absorption or scattering of photons as they travel through the object to the photodetectors. The common corrections to the emission sinogram, along with how some of them are derived can be found in Figure 3. The following subsections will discuss the major necessary corrections to the emission sinogram and reconstructed image.
1.1.2.1 Attenuation Correction

After the coincident photons are emitted, there is a finite probability that, as they travel through space between their point of origin and the photodetectors, they will be absorbed or deflected away by some material, both of which result in a loss of counts in a LOR. The net result of the attenuation of the photons is the underestimation of the activity, which becomes more pronounced further from the surface. An example of the effect of attenuation on a

Figure 3 PET Image Reconstruction. Hardware effects, lost photons (attenuation) and misplaced photons (scatter) must all be accounted for in order to estimate an accurate estimation of the tracer distribution.
phantom of uniform activity with a uniform attenuation can be found in Figure 4. Attenuation effects can severely impact the values of the reconstructed PET image, and thus accurate correction is necessary.

If the attenuation properties of the object can be determined, then a more realistic radiotracer distribution can be resolved. The probability of both photons successfully passing through a LOR to the photodetectors, \( p_{\text{coinc}} \), where the attenuating object exists along the length \( D \) of the LOR is given by

\[
p_{\text{coinc}} = \int_{x_i}^{x_f} \exp(-\mu(x)dx)
\]

where \( \mu \) is the linear attenuation coefficient (in units of cm\(^{-1}\)) which may be spatially varying, and \( |X_1 - X_2| \) is \( D \). If an attenuation map (or mu map) is created, an image of the object through which the radiotracer is distributed where each voxel is the linear attenuation coefficient at that point in space, then a sinogram representing the effective attenuation through each LOR is merely the result of forward projecting the object and taking the negative exponential of the resulting values. The effects of attenuation on the emission sinogram can be removed by divided the emission sinogram by the attenuation sinogram. In PET neuroimaging three main classes of attenuating tissue types exist for the 511 keV photons: bone (highest attenuation; \( \mu=0.12-0.15 \)), soft tissue (e.g. brain, fat, etc; \( \mu=0.98 \)), and air (no attenuation) [7, 8].
Before the advent of combined PET/CT systems, the attenuation correction for the PET data was determined through transmission (Tx) scans, whereby a radioactive rod source (e.g. $^{68}\text{Ge}/^{68}\text{Ga}$) was rotated around the body. In PET/CT systems, the time-consuming transmission scan (~3 minutes per field of view or 18 minutes to cover the entire body) is replaced with a CT scan which is performed faster (~35 seconds to cover the entire body), has lower noise, can be done post tracer injection (since the flux of CT photons is significantly higher than PET photons), and does not require the periodic replacement of decayed transmission sources or related equipment [9, 10]. Using CT images as a surrogate for Tx scans could be done because CT measures effects related to electron densities which also compose a majority of the PET signal attenuation. Despite its drawbacks, one of the benefits of the Tx scan is that only mono-energetic 511 keV photons are present. This is important as the attenuation coefficient is energy dependent and the Tx photons are equal in energy to the annihilation photons from the PET tracer. CT photons, on the other hand, have a much broader energy spectrum ranging from 40 keV to 140 keV. In order to determine the attenuation coefficient, it is necessary to choose a single effective energy to represent the CT spectrum [11]. There are three ways to generate the 511 keV attenuation coefficients from the CT data: 1) each voxel can be scaled using the
ratio of attenuation coefficients for a known substance at the two energies (e.g. water); 2) a
threshold can be applied to the data to determine the tissue type (bone, soft tissue,
cerebrospinal fluid) and a single value assigned to each tissue; or 3) a combined approach can
be used [12-14]. The hybrid approach has been shown to be the most accurate method as it
first separates bone from soft tissues before applying scaling factors, which have significantly
different scaling factors due to the high concentrations of calcium and phosphorous in bone
[15].

In contrast to CT, standard MR images cannot directly interrogate the probability of
photon attenuation because MR images reflect proton density rather than electron density. In
fact, the solid, crystalline structure of bone (the tissue with the highest LAC) leads to a short T2
which makes bone indistinguishable from air on most MR images. This presents a problem in
integrated system PET/MR systems where space is limited and the addition of a rotating Tx
source is not possible. An approach analogous to the Tx scan has been presented, where the
attenuation map is constructed by placing an annulus-shaped phantom around the subject and
bed; however, it must be filled each time it is used which is impractical, subjects the subject to
a higher cumulative dose, and is limited to Time-of-flight PET scanners [16]. Alternatively, a
number of schemes have been developed to construct attenuation maps from MR images.
Early approaches relied on complicated sequential regional segmentation and applied a single
value to the segmented tissue classes [17]. With the advent of ultra-short echo-time (UTE) MR
imaging, which were developed to image tendon and bone tissues [18, 19], the principal
attenuation classes could be derived directly from the MR images [20, 21]. Another set of
methods relied on an atlas based approach where the MR image could be registered to a
template based on a collection of patients with corresponding attenuation information [22-24]. The template MR volume, and corresponding attenuation information, could be applied to the patient MR using non-rigid transformations. This method has the benefit of using Tx or CT data for the attenuation information which allows for a continuous distribution of values rather than a discrete-valued segmentation approach. Recently, more advanced approaches, which combine atlas-based information with UTE or similar MR imaging sequences have been developed [25].

1.1.2.2 Scatter Correction

While attenuation correction increases the signal in an attempt to account for lost coincident events due to absorption or scattering, scatter correction seeks to remove events that have been placed in improper LORs as a result of Compton scattering. Compton scattering is the predominant interaction for 511 keV photons with elements that have an atomic number of approximately 50 and below, which includes most of the elements that make up the body [26, 27]. Compton scattering describes the particle-like behavior of a photon wherein it collides with an outer shell electron, liberating the electron. Unlike the photoelectric effect where the photon is consumed in the interaction, in Compton scattering the photon’s course is deflected. Since energy must be conserved, the scattered photon’s energy is lowered by the amount lost to the electron. This loss can be related to the deflection angle of the electron and its resulting energy, $E_{sc}$,

$$E_{sc} = \frac{E_0}{\left[1 + \frac{E_0}{511}(1 - \cos \theta)\right]}$$  (1.2)
where $E_0$ is the incident photon energy and $\theta$ is the deflection angle [28].

Due to the relatively poor energy resolution of LSO, the detection electronics typically accept photons with an energy range between 350 to 650 keV [29]. As such, photons that have undergone a single Compton scatter event and have altered their trajectory by as much as 45$^\circ$ still have sufficient energy to be considered an annihilation photon. Assuming one, if not both photons are scattered, the resulting LOR defined by the detection of the coincident photons may not pass remotely near where the initial radioactive decay occurred. In some 3D acquisition PET scanners, up to 40% of the detected events have undergone Compton scattering [30]. To accurately estimate the true radiotracer distribution, the contribution to these LORs due to scattered photons must be removed.

There are a number of techniques to estimate the scatter, including: empirical techniques where the tails of measured data in sinogram space are fit with functions; multiple energy window techniques where the scatter is estimated from portions of the photon spectra; convolution approaches; and simulations.

While scatter can be estimated in several ways in PET studies, the fact that the physics behind scatterings is so well understood makes the simulation based scatter approaches very robust and reasonably accurate to within less than 1% [31]. The modeling of multiple scatter events is complex and computationally intensive for practical application so only single scattered events are considered. Simplifying the system to only include single scatter events has been demonstrated as a reasonable approximation as it has been shown that 75-80% of scattered coincidences arise from single scattered events for axial lengths of 10 cm [32, 33]. A popular technique for modeling the scatter is the analytical single scatter simulation technique
The expected coincidence rate between a pair of detectors (A and B) due to a single scatter event arising at point S is given by an integral of the Klein-Nishina formula,

\[
R_s = \int_{V_s} dV_s \left( \frac{\sigma_{AS} \sigma_{BS}}{4\pi R_{AS}^2 R_{BS}^2} \right) \frac{\mu d \sigma_c}{\sigma} (I^A + I^B)
\]

where

\[
I^A = \epsilon_{AS} \epsilon'_{BS} e^{-\int_s^{\mu_s^A} \mu ds} \int_s^{A} \lambda ds,
\]

\[
I^B = \epsilon'_{AS} \epsilon_{BS} e^{-\int_s^{\mu_s^B} \mu ds} \int_s^{B} \lambda ds,
\]

\mu is the attenuation coefficient (evaluated at 511 keV for the unprimed values and \(E_{SC}\) at the primed values), \(R_{s}\) are the distances from the detectors (A or B) to the scatter point, \(\epsilon_{s}\) the respective efficiencies, \(\sigma_{s}\) the cross sections as evaluated from the scatter point , \(\lambda\) is the emitter intensity, \(\sigma_c\) is the Compton scatter cross section as calculated from the Klein-Nishina formula, and \(\Omega\) is the solid angle. The theory and implementation of the SSS is well detailed elsewhere \[30\]. The SSS requires three pieces of information to estimate the scatter: the attenuation volume to derive \(\mu\), an estimate of the emission volume (typically corrected for normalization and attenuation) to derive \(\lambda\), and the detector sensitivity (usually in the form of the normalization) to derive \(\epsilon\). To reduce the computational complexity, typically only a subset of the image is used in the form of sparsely separated points and the data is interpolated, requiring an additional scaling step to ensure a good fit between the measured and interpolated points.
The subtraction of scattered events, along with the subtraction of random coincidence events, recorded events from photons that do not arise from the same annihilation event, is performed in sinogram space. The specific equation that relates the trues sinogram that represents the tracer distribution, $T$, to the recorded emission sinograms depends on the formulation of the algorithm; however, for the specifics of this work the equation is given by:

$$T = [(P - D) \times N - S] \times A$$

(1.4)

where $P$ is the prompt sinogram (the emission sinogram), $D$ is the delays (an estimate of the random coincidence events), $N$ is the normalization, $S$ is the scatter sinogram, and $A$ is the attenuation sinogram.

### 1.1.2.3 Count-rate Corrections

In addition to the extrinsic corrections associated with objects in the field of view (discussed above), additional intrinsic corrections accounting for the performance of the scanner and properties of the radiotracer are necessary. An understanding of these factors is important as they can affect the shape of the dynamic PET signal (Section 1.1.3.3) and in turn quantitation, introduce artifacts in the data, and may vary between radionuclides. These corrections should be considered in the design of any PET experiment and the imaging limitations they can introduce. These corrections are discussed last as they are typically applied after the reconstruction of the PET image as global scaling factors.

#### 1.1.2.3.1 Decay Correction

The most intuitive of the count-rate corrections is the decay correction. The signal detected in PET is a result of a radioactive decay, and therefore is related to the number of
radioisotopes present at the beginning of the measurement or frame, where the frame can be defined by the time that the measurement is started and the duration of the measurement. Stated another way, given a uniform volume of a molecule that contains a radioisotope, the signal will change over time as the radioisotopes decay away and successive frames will detect fewer and fewer photons while the concentration of the molecule will remain constant. In most scenarios it is the accumulation of the molecule, and not that radioisotope, that is of interest; however, the concentration of the molecule is inferred from the radioisotope concentration.

There are two forms of decay correction, *inter-* and *intra*frame decay correction. Interframe correction relates an instantaneous estimate of the activity or a series of estimates at different instances in time to a common time point. The amount of a radioactive substance at a time $t$ is given by

$$N(t) = N(t_0)e^{\frac{\ln 2}{\tau_{1/2}}}$$

(1.5)

where $N(t_0)$ is the amount at some earlier time and $\tau_{1/2}$ is the halflife of the isotope. Typically it takes time for the radioisotope to distribute throughout the body and the total activity in the body will be less than the injected activity. The lower total activity results in an underestimation of the concentration of the molecule for all frames following the injection as the distribution of the molecule at any point in time is relative to the total amount of radioisotope present at that time. To determine the measured activity distribution at a given time relative to a different moment in time, $t_0$, the measured activity $A$ can be multiplied by a correction factor $C$

$$A(t)_{t_0} = A(t), C = A(t)e^{\frac{\ln 2}{\tau_{1/2}}(t-t_0)}$$

(1.6)
Intraframe decay correction accounts for decay over the duration of the frame. The PET image does not represent an instantaneous measurement, but rather the accumulated counts recorded over a period of time on the order of seconds to minutes. PET measures coincident photons that result from the annihilation of electrons-positron pairs, which in turn result from the radioactive decay of an atom. For a given concentration of an undecayed radioisotope, the probability of any individual atom undergoing decay is randomly distributed in time, and is statistically independent from all other atoms and for any non-overlapping time intervals. As such, the probability of a radioactive decay follows a Poisson statistic and the probability of n decay events in a short time interval $\Delta t$ is given by

$$P(n; \Delta t) = e^{-\Gamma \Delta t} \frac{(\Gamma \Delta t)^n}{n!}$$  \hspace{1cm} (1.7)

where $\Gamma$ is the rate of decay in a unit time and is related to the half-life, $\tau_{1/2}$, and the total activity at the beginning of the time interval, $N(t)$, thusly,

$$\Gamma = N(t) \frac{\tau_{1/2}}{\ln 2}$$  \hspace{1cm} (1.8)

Following Equation (1.7), to acquire a sufficient number of coincidence counts to generate an image the length of the frame may be on the order of minutes. For an image of duration $\Delta t$, the intraframe decay correction is given by,

$$R = \frac{\ln 2}{\tau_{1/2}} \left( \frac{\ln 2}{\Delta t} \right)$$  \hspace{1cm} (1.9)

And the overall decay correction factor, $RC$, for a frame of duration $\Delta t$ with start time $t$ is given by
If a single decay correction factor is used for a frame, then the decay correction can be applied to either the delay and prompt sinograms or the reconstructed image with similar results.

**1.1.2.3.2 Deadtime Correction**

The conversion of the high energy photons to electronic signals is accomplished through a number of distinct hardware elements. Each element requires a finite amount of time for the processing of an individual event, the deadtime, with the signal integration electronics typically having the largest effect [36]. During the deadtime the system electronics ignore subsequent events arising at the photodetector level, even for photodetectors not involved in the initial event detection. During this time there is a probability that a true event may be lost because it occurs while the system is processing another event. Ignoring these events leads to nonlinearity in the detection of the PET camera at high count rates. This effect sets a limit on the maximum radiotracer that can be present in the PET field of view. In addition to the events being ignored in regards to counting, they can have an additional impact on when future events can be detected. Counting electronics can be categorized into those that have a paralizable and nonparalizable deadtime. Those with a paralizable deadtime only ignore events that occur during the deadtime window set by the initializing event. Nonparalizable deadtime, as is the case with PET scanners, will introduce deadtime according to any event that it detects. Therefore, if a second event occurs just before the end of the deadtime window, the total time before the camera will accept another event for counting will be approximately twice the
deadtime. The cumulative effect for nonparalizable systems is that the error at high count rates will be magnified as events detected during the deadtime will be ignored and the total deadtime will be larger than the characteristic deadtime.

1.1.2.3.3 Pileup Correction

At high count rates multiple annihilation events can be detected in the same photodetector in such a way that the system cannot distinguish them from a single event. At sufficiently high count rates, multiple photons that have undergone large angle Compton scatter events, and individually fall below the lower energy threshold of the system, can mistakenly be counted as a real event. This in turn can introduce artifacts in the image. Pileup effects are typically addressed by minimizing the activity used in the study, however hardware-based methods also exist [37, 38].

1.1.3 Quantitative PET Imaging

PET is a quantitative imaging modality. In a properly calibrated system, the signal in a given voxel of unit size is the concentration of disintegration events over the imaging duration. This signal can in turn be directly converted into the absolute concentration of the radioisotope in that voxel. One of the most appealing aspects of PET is its molecular specificity, making it possible to measure a diverse set of biological processes in the body. While PET has the potential to interrogate many biochemical pathways and systems, the PET images alone rarely are capable of providing this information directly; rather, PET only resolves the spatial distribution of a radioisotope or radioligand. In the case of fluorodeoxyglucose (FDG), this equates to the subtle but important difference between the accumulation of glucose molecules
in a tissue and the metabolism of glucose by that tissue. The biologically relevant effect, the metabolic rate of glucose, can be estimated from the dynamic PET data with the aid of a model that describes the biochemical and physiologic processes, referred to as a kinetic model, as it is used to estimate the kinetics of the system. Kinetic models typically require an estimation of the free radiotracer or input function which may be measured through serial sampling of the arterial blood, which adds a level of complexity to the study protocol. To simplify the protocol at the sacrifice of some of the quantitation, semi-quantitative methods, which are directly related to the tracer accumulation, may be used. Semi-quantitative analyses are routinely used in the clinic with PET imaging as they do not necessarily require dynamic imaging, may not require an input function, are typically shorter in duration than dynamic scans, and use information that is easy to measure in a clinical setting (e.g. height, weight, pre-injection blood-glucose levels).

**1.1.3.1 Qualitative and Semi-quantitative Imaging**

The most basic use of PET imaging for clinical applications involves qualitative visual interpretation of the images. In these cases the subject is injected and the tracer is allowed to circulate for a given time, known as the uptake time, accumulating in cells, and then a single image of the tracer localization is acquired. Here interpretation is based on relative intensity or relative change in a region as compared to surrounding structures over longitudinal scans. While the simplest form of analysis, visual interpretation has been shown to provide clinical utility. With regards to oncologic applications, the complete resolution of abnormal FDG uptake, which can be made through visual interpretation, was a strong predictor of
progression-free survival [39]. However, accurate visual interpretation requires reproducibility in the injected dose, pre-scanning procedure/environment/routine, and that the metabolism of the patient remains relatively constant over time, save for the regions of interest. Visual interpretation also fails when comparing different subjects as basal metabolic rates and blood flow may differ as well as other factors that may influence uptake. To help standardize across subjects and account for subtle changes across visits for a single subject, the Standard Uptake Value (SUV), a normalized semi-quantitative measure, was constructed. The SUV is given by

\[ SUV = \frac{Q \times W}{Q_{\text{inj}}} \]  

(1.11)

where \( Q \) is the measured activity of a voxel in an image, \( W \) is the patient weight, and \( Q_{\text{inj}} \) is the injected activity. SUVs have been shown to have a dependence on weight requiring corrections based on lean-body mass or body surface area for studies involving comparisons across diverse body types or in longitudinal studies where significant changes in body weight are observed [40-43]. Similarly, corrections based on circulating blood-glucose levels before the FDG injection have been used to correct FDG data [43-47]. Regardless, as both qualitative and semi-quantitative methods rely on a single time-point measurement, the contribution of tracer delivery cannot be disentangled from tracer uptake (i.e. tissues with a high tracer uptake but low delivery may appear similar to those with high delivery but low uptake).

**1.1.3.2 Kinetic Modeling**

The spatial distribution of the radiotracer in the body can depend on a number of factors, such as: infusion rate, delivery to the tissues, binding to a receptor, transport into and out of the cell, metabolism, etc. There is a temporal component to the tracer accumulation,
which can provide a measurement of the biologically relevant quantity and information about the kinetics and rates of the system. The kinetics of the system and related rates are estimated by representing the biological process of interest by a mathematical model called a kinetic model.

An early formalism for kinetic modeling was first presented by Sokoloff et al. [48] in the context of a glucose analogue [¹⁴C]Deoxyglucose (CDG) and can be used to determine kinetic parameters that describe a series of biochemical processes. The model is defined by a set of compartments, volumes where a tracer quickly distributes itself uniformly (i.e. there are minimal concentration gradients), and can have physical interpretations (e.g. the vasculature) or not (e.g. phosphorylated or unphosphorylated compound). The radiotracer concentration in each compartment is a function in time that is dependent on concentrations in the other compartments. This model can be further abstracted as a set of mathematical equations where the kinetic parameters are the rate constants at which a compound moves from compartment to compartment and the concentrations in the compartments can be represented through sets of ordinary differential equations related to mass balances. The model is a simplification of the exact biology; however, it has good predicative power. An example of a kinetic model is shown in Figure 5. The object of interest is the radionuclide rather than the tracer itself as the tracer may undergo chemical reactions or may not, as is the case with receptor-ligand binding models. For example, glucose is transported from the blood into the tissues via glucose transporters (GLUT1 and GLUT3 in the brain). Glucose can then be converted to glucose-6-phosphate (G6P) by the action of hexokinase. From this step G6P can be further metabolized to provide energy and produce a number of biomolecules necessary for survival. Similarly, glucose-6-phosphate
can be converted back to glucose through the action of glucose-6-phosphatase. Finally, glucose can also leave the cell through glucose transporters. Each of these steps can be represented by a rate constant. 2-deoxy-D-glucose (DG) differs from glucose only at the second carbon atom where the hydroxyl group is replaced with a hydrogen, and it is this difference which makes it so useful. DG is able to shuttle in and out of cells via the GLUT1, 2, and 4 transporters just like glucose. It is also able to compete with glucose for the activity of hexokinase; however, this is where the similarities end. While glucose-6-phosphate is able to be converted to fructose-6-phosphate via the activity of phosphohexoseisomerase, and is eventually released as CO$_2$ through the Krebs Cycle, the absence of the second hydroxyl group prevents DG from being further metabolized. Similarly, it was shown that DG cannot be oxidized by glucose-6-phosphate dehydrogenase and enter the pentose phosphate pathway. Furthermore, as the deoxyglucose-6-phosphatase activity is minimal, the DG will remain in the cell until it is degraded, effectively recording the activity of hexokinase after the DG was injected. As convention does not consider the blood to be a compartment, the DG model represents a two-tissue compartment model.
The Two-Tissue Compartment Model allows the derivation of the kinetic parameters that describe a set of sequential biochemical processes. Depicted is the metabolism of glucose and an analogue FDG which allows for the measurement of parameters related to metabolism. The two tissue compartments are free, unmetabolized Glucose/FDG and metabolized Glucose-6P/FDG-6P.

For the models that allow quantitative PET to remain valid, a radiotracer must satisfy three major assumptions:

1. The amount of injected tracer is small enough that it does not perturb the physiology of the system.
2. The tracer and nonradioactive analogue must continuously be in a steady state, e.g. it has access to all the same compartments as the analogue.
3. There are no isotope effects; labeling the molecule does not change any of its properties.

The PET signal in a voxel in the body is actually the composite signal from the different compartments that exist there (e.g. for FDG a single location may have signal contributions from blood, unphosphorylated FDG and FDG-6P) at a particular time. Application of the model requires one of the compartments be known. The simplest compartment to estimate is the radiotracer input function. In the FDG example, as with most tracers, the input function is that of the radioactivity of the blood, which is typically measured directly via serial blood draws. For tracers that are not trapped in the tissue, and are peripherally metabolized, the signal from the
parent radiotracer must be isolated from the signal of the metabolites (discussed in Section 2.6.6). For some receptor binding tracers it is possible to get a measurement of the available radiotracer from regions where the receptor is not expressed. To simplify the equations, and as a result of the steady-state of the system, the rate constants are considered constants with respect to time.

In practice these rate constants are derived from fitting the model to a dynamic series of PET images that span the imaging time for a region-of-interest or a single voxel. If the variance is high or the SNR is low, the inaccuracy can lead to improper estimates of the kinetic parameters. To address this, a number of simplified graphical methods have been introduced.

### 1.1.3.3 Dynamic PET Imaging

Following the assumption of a kinetic model with static rate constants, it can be shown that the radioactive distribution at a point in the object can be represented by a function that is continuous in time. The radiotracer distribution as a function of time is referred to as a time-activity curve (TAC). As a result of the stochastic nature of the radioactive decay, Equation (1.7), PET cannot instantly estimate the radiotracer distribution. Thus sampling of the TAC is achieved through serial imaging of a region of distribution over a specified time where the duration of each PET image is dependent on the rate of change of the tracer and the signal-to-noise characteristics in any regions of interest. For neuroimaging, where the region of interest is always in the field of view, dynamic PET acquisition can most easily be performed through continuous acquisition of the PET data where the LOR crystal pairs and corresponding temporal information is retained, a method referred to as list-mode acquisition. List-mode acquisition
differs from LOR acquisition as the latter does not retain any intraframe temporal information. Thus, while list-mode data can be sorted into many different LOR time-series, an LOR time-series cannot be converted back to list-mode or reframed. Once acquired and the duration of each frame is determined, the data can be reconstructed and the activity of a voxel or collection of voxels can be plotted over time yielding a TAC.

1.1.3.4 Radiotracer Input Function Estimation Methods

As previously mentioned, in order to perform quantitative PET imaging the radiotracer input function typically must be estimated. The most straightforward method to acquire measurements of the input function is through direct arterial sampling in which an indwelling catheter is placed in a blood vessel and the catheter line is sampled throughout the duration of the study. While the most accurate site of sampling would be the afferent arterial vessel of the organ of interest, the assumption is made that the radiotracer concentration at all points in the arterial vasculature is the same and the catheter is placed in the radial artery for ease of access.

While direct arterial sampling is the easiest, it is an invasive procedure and requires additional research staff which limit its universal adoption [49]. Furthermore, arterial catheterization presents a disincentive to subjects and complications include temporary occlusion (19.7%), hematoma formation (14.4%), local infection (0.72%), sepsis (0.13%), permanent occlusion (0.09%), and pseudoaneurysm (0.09%) [50]. Alternatively, numerous less-invasive methods have been proposed to measure the arterial input function from the PET data directly [51]. These methods can solely rely on the PET data or can utilize structural imaging modalities to derive the vasculature. PET-only methods can be subject to bias and noise which
can limit their accuracy, especially as it is difficult to differentiate between arteries and veins at the early time points. Additionally, coregistration of sequentially acquired structural and PET images for this purpose has been shown to have limited accuracy due to both the lack of mutual information in the vascular regions and deformations of the vasculature due to the different head positions of each scan [52].

**1.1.3.5 Graphical and Simplified Kinetic Model Methods**

While full kinetic analysis is ideal, it may not necessarily be feasible. This can be due to obstacles arising from the practicality of arterial lines and serial arterial blood sampling, the imaging duration necessary for kinetic modeling, or the statistics of the data being insufficient for accurate model fitting. Between full kinetic modeling and semi-quantitative imaging there exists a group of methods that rely on simplified models. Typically these simplified models provide less information than full kinetic modeling, often by reducing the number of parameters or by estimating combinations of parameters. These simplified techniques can be broadly broken down into simplified model-based techniques, where compartment models are used however the aspects of the protocol are selected to simplify the modeling, and graphical methods where the data are mapped onto a linear variable and the parameters are estimated. The different methods of analysis and their respective order to regards to some practical requirements can be found in Figure 6.
Simplified model-based approaches include single-scan and reference region techniques. Single-scan techniques seek to derive kinetic information from a single time-point, typically with the addition of the radiotracer input function. While this may have the most impact in clinical imaging, where time is limited, research scans do not typically face the same time constraints. Reference region methods seek to obviate the need for the radiotracer input function by using the TAC of a predefined region as the reference that other regions of the brain are compared to. Reference region methods have had the most success with ligand-receptor binding studies where a region of completely nonspecific binding can be determined. Additional simplified model-based approaches are those models that seek to induce a true equilibrium in the radiotracer concentration through the administration of a bolus injection followed by a constant infusion of the radiotracer. While the paradigm allows for the simplification of the model, its goal is to allow for stimulus and displacement studies immediately following baseline scans rather than performing the two separate scans.

Graphical methods seek to transform the data to a form that can be represented by a linear function where the slope and the intercept have a physiological interpretation. The benefit of this mapping is three-fold: fitting can be done simply with a linear least-square approach, the quality of the linearity of the data and fit can be determined visually, and as it is
typically applied to later time-points it is less affected by noise that occurs in the initial rapid exchange of the tracer with the tissue spaces. Graphical techniques include Patlak [53-55] and Logan plots [56], which are used for irreversible and reversibly bound tracers, respectively. While an underlying model may be necessary for interpreting the meaning behind the slope and intercept, neither method is model-specific.

A major factor in implementing more sophisticated models is the information content in the data. While there are limitations that cannot easily be improved, such as those set by the inherent Poisson statistics, the formulation and kinetics of the radiotracer, and protocol, the information content of the data can be improved by maximizing the spatial resolution of the data through addressing factors that may degrade the spatial resolution.

1.1.4 Factors That Affect Spatial Resolution

The spatial resolution of a PET system can be determined by combining the individual resolution components,

$$R_{sys} = \sqrt{\sum R_i^2}$$  \hspace{1cm} (1.12)

where i represents the individual resolution components. Spatial resolution is important as it defines a minimum distance between objects to properly resolve them as well as how large objects must be to get an accurate approximation of their activity concentration. The minimum spatial resolution of a system is defined as its intrinsic spatial resolution.

PET has a rather limited spatial resolution compared to MRI and CT. There are a number of factors that contribute to this low resolution, but they can be separated into intrinsic and extrinsic factors. Intrinsic effects, those which are inherent to the system include:
photodetector resolution, detector-receiver distance sensitivity, and scintillator crystal size including parallax error, with crystal size being the dominant factor in PET imaging. Also included in intrinsic factors are positron range and non-collinearity effects which arise from the physics of emitted positrons and their annihilation with electrons. Extrinsic factors include partial volume effects and stochastic motion effects. Information related to the extrinsic factors is system specific, and will be addressed for the BrainPET in Section 2.1. Particular attention is given to intrinsic factors in the following subsections.

1.1.4.1 Positron Physics-Based Effects

There are two intrinsic effects that limit spatial resolution in PET imaging that arise from the physics of the positron decay and annihilation: positron range and non-collinearity effects. They lead to ambiguity in positron emission positioning, placing a fundamental limit on the spatial resolution of PET systems. The site of the positron emission is different than the electron-positron pair annihilation site due to the kinetic energy the positron acquires during the decay event. The maximum initial kinetic energy is specific for the radionuclide, however the positrons are emitted with a range of energies and only a small fraction are released with this maximum energy. These maximum energies can range from 0.5 to 5 MeV. As the positron passes through matter it interacts with nearby atoms, losing its energy either through radiative or collisional mechanisms along a path until it has lost all of its kinetic energy, interacts with an electron and undergoes an annihilation event, as depicted in Figure 1. This total path is referred to as the positron range; however, of interest to the effect on spatial resolution is the effective positron range which is the perpendicular distance between the decay site and the LOR in
which the annihilation event was recorded. The effective positron range full width at half maximum (FWHM) in water for $^{18}$F, $^{11}$C and $^{15}$O are 0.10, 0.19, and 0.50 mm, respectively [57].

One method to minimize the effect of the positron range is to incorporate it into the reconstruction algorithm at the cost of increasing noise [58]. However, a potentially beneficial result of combining MR and PET is the effect of strong magnetic field on the positron range. Simulations and experimental work has shown that the positron range of high energy emitting radioisotopes like $^{120}$I and $^{15}$O can be constrained by high magnetic fields, which in turn can provide higher spatial resolution [59-63].

Unlike positron range effects that can conceivably be reduced, spatial resolution losses due to noncollinearity can only be modeled in the reconstruction of the image. For the interaction between the positron and the electron to occur, the pair must have a sufficiently low momentum, however that momentum must not necessarily be zero. As a result, to conserve the momentum of the system, the annihilation photons will not be emitted at exactly 180° relative to one another, but rather in an angular distribution. The angular distribution of the annihilation photons relative to 180° is approximately 0.5 degrees (FWHM) and the blurring effect on the spatial resolution can be approximated by

$$R_{180} = 0.0022 \times D$$  \hspace{1cm} (1.13)

where D is the distance between the detectors. For a PET scanner with a D of 40 cm, this results in a resolution effect on the order of 1 mm.
1.1.4.2 Partial Volume Effect

The ultimate goal of PET imaging is to resolve the voxel-wise radiotracer distribution with a uniform accuracy over the entire field of view. This can be challenging for two specific reasons. The first is the voxelization of the image. If a region of high activity is not large compared to the voxel size, or for voxels at the edge of a region, there exists voxels which only partially contain the region of interest. The activity in these voxels is then the combination of the region and of the surrounding region(s). The losses in activity due to edge voxels or objects that are small relative to the spatial resolution are referred to as spill out. If the surrounding regions also contains some radioactivity then the activity of the surrounding regions will contribute to edge voxels of the region of interest which is referred to as spill in. The second reason can be attributed to the inherent spatial resolution of the PET camera and reconstruction algorithm. As the spatial resolution is not uniform over the field of view, PET images are typically reconstructed with a voxel size that is one-third of the sharpest spatial resolution (FWHM) of the scanner. As a result, the image of a uniform spherical source with a diameter the size of a single voxel would be reconstructed as a larger sphere where the activity was highest near the center and decreased along the radius. This effect also contributes to the spill out of the source and to the spill in from surrounding regions. The results of partial volume effects on a non-homogeneous tracer distribution can be observed in Figure 7. As a consequence of these two effects, even if the reconstruction parameters were perfectly modeled and the object of interest was held perfectly still, the PET can only produce a blurred approximation of the true radiotracer distribution. For an accurate estimation of the activity
inside a uniform object (e.g. a ROI), that object must be at least three times the spatial resolution of the system to have voxels that are free from partial volume effects.

Figure 7 Partial Volume Effect. A simulated brain is shown with regions of low, medium, and high signal with a Gaussian filter to simulate different detector spatial resolutions. The limited spatial resolution of PET cameras introduces a blurring of the data which artificially lower the values in regions of high intensity and raise the intensity of regions of low intensity and is highly dependent on the surrounding intensity values.

A number of methods have been proposed to recover the loss in spatial resolution for neurological imaging. These methods can be separated into those that provide voxel-wise partial volume corrected values and those that provide partial volume corrected ROI measurements. Additionally, methods can be separated into those that are embedded in the reconstruction and those that are performed post-processing. Voxel-wise methods include MAP reconstruction where the anatomical priors provide the boundaries between structures during the iterative reconstruction and are discussed elsewhere [64]. Two very useful voxel-wise post-processing partial volume correction methods include the region-based voxel-wise (RBV) [65] and the modified Müller-Gärtner (mMG) [66] approaches which are voxel-wise extensions of
the ROI-based geometric-transfer matrix (GTM) method and Müller-Gärtner approaches, respectively.

1.1.4.3 Motion Corruption

Motion may be classified as either physiologic, which arises from breathing and the pulsatile flow of blood through the body, or stochastic, which results from the voluntary or involuntary motion of the subject. The latter is more relevant in the case of neurological applications. Most PET based stochastic motion correction methods involve dividing the PET data into smaller frames that can then be registered to a reference frame through a mathematical co-registration algorithm. While these methods can significantly improve the contrast, and by extension the sensitivity, over a “single frame” uncorrected image, the timing resolution is limited to the time necessary to achieve a SNR and contrast that will allow the algorithms to succeed, preventing correction for motion that may have occurred inside an individual frame [67]. These software based methods suffer from two major problems: they rely on noisy data and assume that the distribution of activity does not change with time. More accurate methods, which allow for intrascan motion correction, utilize concurrent hardware systems to track patient motion (e.g. video camera) [68-71]. These methods involve collecting the PET data in list-mode where each detected coincident event is stored and time stamped (as opposed to LOR mode where an entry in a matrix of LORs is incremented each time an event is registered to said LOR). Nevertheless, these external systems require additional hardware and support staff. More importantly, they track the motion of external markers (e.g. attached to the
scalp) that might not always reflect the motion of the brain (or even less so that of internal organs in the case of whole-body imaging).

1.1.5 Application to Neurological Imaging

Since its adoption into clinical imaging, PET has become an important tool in oncology and neurology and is becoming increasingly used in psychiatry. Historically, PET imaging of the brain was most common in oncology where it is still used for the identification, diagnosis of recurrence [72], grading, biopsy/surgical planning, radiation therapy planning [73], response assessment, and prognosis of brain tumors [74]. With regards to neurology, PET is useful in the early and differential diagnosis of dementia, epileptogenic focus localization and subsequent surgical planning in epilepsy, and for the differentiation of Parkinsonian movement disorders. The psychiatric applications for PET are rapidly increasing, partially driven by the growing interest in the development of new tracers, where it is used to better elucidate the mechanism of disease and treatment of psychiatric disorders like depression, schizophrenia, and dementia [75].

While FDG is the workhorse of PET imaging with uses ranging from imaging atherosclerotic inflammation to lymphoma, there are a variety of radiotracers with a diverse sensitivity to different aspect of tissue function. A brief list of such tracers that are used in neuroimaging can be found in Table 1.
### Table 1 PET Radiotracers for Neuroimaging

<table>
<thead>
<tr>
<th>Process</th>
<th>Tracer</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perfusion/Blood Flow</strong></td>
<td></td>
</tr>
<tr>
<td>Diffusible (not trapped)</td>
<td>$\text{H}_2^{15}\text{O}$, $^{113}\text{Xe}$</td>
</tr>
<tr>
<td>Diffusible (trapped)</td>
<td>$^{13}\text{NH}_3$, $^{82}\text{RbCl}$, $^{62}\text{Cu}$-PTSM</td>
</tr>
<tr>
<td>Blood volume</td>
<td>$^{11}\text{CO}$</td>
</tr>
<tr>
<td><strong>Metabolism</strong></td>
<td></td>
</tr>
<tr>
<td>Oxygen</td>
<td>$^{15}\text{O}_2$</td>
</tr>
<tr>
<td>Oxidative</td>
<td>$^{11}\text{C}$-acetate</td>
</tr>
<tr>
<td>Glucose</td>
<td>$^{18}\text{FDG}$</td>
</tr>
<tr>
<td>Free Fatty Acids</td>
<td>$^{11}\text{C}$-palmitic acid</td>
</tr>
<tr>
<td>Osteoblast Activity</td>
<td>$^{18}\text{F}$</td>
</tr>
<tr>
<td>Hypoxia</td>
<td>$^{18}$-fluoromisonidazole, $^{62}$-Cu-ATSM</td>
</tr>
<tr>
<td>Cellular Proliferation</td>
<td>$^{18}$-fluorothymidine</td>
</tr>
<tr>
<td>Protein synthesis</td>
<td>$^{11}$-C-leucine, $^{11}$-C-methionine</td>
</tr>
<tr>
<td><strong>Receptor Systems</strong></td>
<td></td>
</tr>
<tr>
<td>Dopaminergic</td>
<td>$^{18}$-fluoro-L-dopa, $^{11}$-C-raclopride, $^{18}$-F-Fallypride, $^{18}$-F-fluoroethylspiperone, $^{11}$-C-CFT, $^{11}$-C-NNC112, $^{11}$-C-Methylphenidate, $^{11}$-C-RTI, $^{11}$-C-SCH23390</td>
</tr>
<tr>
<td>Benzodiazepine</td>
<td>$^{18}$-flumazenil</td>
</tr>
<tr>
<td>Opiate</td>
<td>$^{11}$-C-carfentanil,$^{11}$-C-diprenorphine</td>
</tr>
<tr>
<td>Serotonergic</td>
<td>$^{11}$-C-altanserin</td>
</tr>
<tr>
<td>Somatostatin</td>
<td>$^{68}$Ga-octreotide</td>
</tr>
<tr>
<td>Estrogen</td>
<td>$^{18}$-F-fluoroestradiol</td>
</tr>
<tr>
<td><strong>Amyloid</strong></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>$^{11}$-C-Pittsburgh compound B, $^{18}$-F-Florbetapir</td>
</tr>
<tr>
<td>Tau</td>
<td>$^{18}$-F-T807</td>
</tr>
<tr>
<td>Neurofibrillary Tangles</td>
<td>$^{18}$FDDNP</td>
</tr>
</tbody>
</table>

In addition to the tracers listed and the numerous others that either seek to measure the action, response, or state of some aspect of the body, radioanalogues of drugs can be formulated to study their pharmacokinetics, therapeutic action, and accumulation *in vivo* [76]. Similarly, FDG-PET has gained a roll in understanding the therapeutic mechanism of action of devices like TMS and its effect in schizophrenia [77] and has been combined with other tracers to improve their diagnostic capability [78].
1.2 Magnetic Resonance Imaging

This section provides a basic overview of the principles that govern MRI. A more comprehensive treatment on the physical principles of MRI, its reconstruction, and the development of pulse sequences can be found elsewhere [79-81].

1.2.1 Physical Principles

MRI, or more appropriately nuclear magnetic resonance imaging, is a non-invasive modality that images characteristics associated with the spin angular momentum of nuclei in strong static and varying magnetic fields. While the basic resonance phenomena of MR are exhibited by all atoms with an odd number of protons and/or neutrons, most imaging is optimized for hydrogen as it is the most abundant suitable species in the body.

The angular momentum, \( \mathbf{L} \), of a particle with momentum \( \mathbf{p} \) at a radius \( r \) from a reference point is given by

\[
\mathbf{L} = \mathbf{r} \times \mathbf{p}
\]

whose components can be evaluated as

\[
L_x = yp_z - zp_y,
\]
\[
L_y = zp_x - xp_z,
\]
\[
L_z = xp_y - yp_x.
\]

(1.15)

It can be shown using the Robertson–Schrödinger uncertainty principle that

\[
[L_x, L_y] = i\hbar L_z
\]

(1.16)

And thus

\[
\sigma_{L_x} \sigma_{L_y} \geq \frac{\hbar}{2} L_z
\]

(1.17)
where [...] represents the commutator between the two operators and \( \sigma \) is the uncertainty in the respective components of the angular momentum. Hence for a given z angular momentum there exists a minimum absolute uncertainty between the x and y components of the angular momentum. It can however be shown that the square of the total angular momentum, \( L^2 \), does commute with the components of \( L \)

\[
[L^2, L] = 0
\]

allowing for discrete states of the total angular moment and the z component of the angular moment to be known. Essentially, if the total angular moment of the particle and its z component are known, then there always exists some small component in the x-y plane. If the point of reference is taken as the center of mass of the object, then the angular momentum described is the spin angular momentum, \( S \), and for a system with a total spin magnitude of \( S \), there is always a component that lies in the x-y plane. Protons, neutrons, and electrons—the particles that make up ordinary matter—all have a \( S_z \) of \( \pm h/2 \), meaning the spin angular momentum uncertainty has a magnitude of \( \hbar / \sqrt{2} \). As protons and electrons have charge, this spin angular momentum acts like a tiny current loop and induces a magnetic dipole moment \( \mu \),

\[
\mu = \gamma S
\]

where \( \gamma \) is the gyromagnetic ratio, a constant dependent on the nuclear species. In a magnetic field of strength \( B_0 \), oriented along the z axis, the net effect of Equations (1.16) and (1.18) is that the total spin angular momentum can never lie along the z-direction and the dipole will precess around the z axis with a angular frequency

\[
\omega = 2\pi f = \gamma B_0
\]

where \( f \) is referred to the Larmor frequency. The Larmor frequency for \(^1\)H is 42.58/2\(\pi \) MHz/T.
In the absence of a magnetic field, the spin +1/2 and -1/2 states are degenerate and there is no preference between states. In a magnetic field oriented along the z axis, however, there is a potential energy difference between the +1/2 and -1/2 states (due to the Zeeman effect, explained elsewhere [82]). This difference leads to a small preference for the +1/2 spin state (about 7 in $10^6$ hydrogen nuclei) leading to a net magnetization of an object, $M_0$, given by

$$M_0 = \frac{N\gamma^2\hbar^2 S_z (S_z + 1) B_0}{3kT}$$  \hspace{1cm} (1.21)$$

where $N$ is the number of nuclear spins, and $T$ is the absolute temperature, and $k$ is Boltzmann’s constant. At thermal equilibrium the individual x-y components of each dipole cancel each other out and the total magnetization of the object, $\mathbf{M}$, aligns with the magnetic field. It is this magnetization that provides the signal for MRI. If an additional magnetic field, oriented perpendicular to the $B_0$ and precessing with an angular frequency given by $\omega$ (typically in the RF portion of the spectrum), is turned on for a period of time, it is possible to rotate the magnetization so it lies in the x-y plane. If the additional magnetic field is stopped at this point then the magnetization will precess about the $B_0$ field leading to a time-varying magnetic field. In the presence of a coil, this time-varying magnetic field will induce a time varying electric field, or free-induction decay, the basic element of the MR signal.

The intensity of the time-varying magnetic field will decay away as the individual spins interact with one another falling out of phase in the x-y plane ($T_2$-relaxation), and with the system as a whole ($T_1$-relaxation) returning them to either the +1/2 or -1/2 state. The time scales of the two interactions are different by orders of magnitude with the $T_2$-relaxation on the order of milliseconds and $T_1$-relaxation on the order of seconds and can vary from tissue to tissue. Spatial information can be encoded in the free-induction decay through the use of
additional time-varying magnetic fields known as gradients. The repeated application of RF pulses to excite the spins, gradient fields to encode spatial information, and read-out through a detection coil make up the pulse sequence and the resulting free induction decay data is used to reconstruct the MR image. The nuances of MR imaging, including the use of time-varying linear gradients, pulse sequences organization, relaxation induced contrasts, coil design, and reconstruction are well described elsewhere [80].

MRI is frequently compared to CT in terms of structural imaging modalities. There are a number of benefits to MRI over CT. First, MRI has improved soft tissue contrast. Second, MRI does not involve the use of ionizing radiation, allowing for it to be used for longitudinal monitoring. Similarly, MRI has its shortcomings compared to CT. These include the longer scan time required for MRI, the lower spatial resolution, and the numerous contraindications for MRI. However, in addition to providing structural information, some MRI sequences make use of endogenous contrasts allowing the visualization of a number of functional aspects and highlighting different structural information without the need of externally applied contrasts like CT. The wealth of information available from MR comes from the diversity in application of the time-varying magnetic fields.

1.2.2 Application to Neurological Imaging

MRI has had a profound impact on clinical and research-related neurological imaging. The American College of Radiology suggest that MRI is indicated whenever there is an acute change in mental status, sudden onset of pain, or head trauma [83]. Contrast-enhanced magnetization-prepared gradient echo imaging (MPRAGE) has shown utility in lesion detection
Additionally, structural imaging has become integral in the assessment and follow up of patients with neurodegenerative diseases like Alzheimer’s [85]. In addition to imaging the tissues of the brain, the diverse endogenous contrast provided by MR also allow for the structural imaging of the vessels. Time-of-flight MR Angiography (MRA) has been used for detection of vascular dissection [86], steno-occlusive disease [87, 88], and intracranial aneurysms [89-91].

Aside from structural imaging techniques, functional MR imaging is becoming more routine in clinical management. Blood-Oxygen Level-Dependent (BOLD) MR, which is sensitive to differences in the magnetic properties of arterial and venous blood, has become the tool of choice for imaging neuronal activity and is used in presurgical and language mapping [92]. Magnetic Resonance Spectroscopy (MRS) is capable of measuring the relative abundance of different molecules providing a neurochemical profile of the brain [93]. The cellular and regional tissue architecture of the brain and by extension the health of the white matter can be determined through the diffusion characteristics of water molecules using Diffusion Tensor Imaging (DTI). As many functional MR techniques rely on endogenous contrast, MR has proved itself to be an indispensable tool for characterizing the brain.

1.3 Integrated PET/MR Scanners

Non-invasive imaging has become an indispensable tool in the study, diagnosis, and treatment of human disease. While non-invasive imaging was initially used solely to provide structural information (e.g. x-ray radiography), the quick adoption and popularity of functional imaging modalities like PET and SPECT—which could provide in vivo information on such
phenomena as glucose metabolism, gene expression, and receptor-ligand binding—has made non-invasive imaging vital in understanding disease and personalized disease management. While PET possesses an impressive sensitivity, able to detect picomolar concentrations of radiotracers [94, 95], it suffers from poor anatomical detail, making it difficult to correlate areas of activity with their anatomic location. The combination of functional and structural imaging revolutionized PET imaging; only 5 years after the introduction of commercial multimodal PET/CT scanners, they accounted for more than 90% of all PET scanners in use. Similarly, today most manufacturers do not offer standalone PET scanners [96]. Combined PET/CT offered an easy way to correlate functional information with high resolution anatomical information and, due to its side-by-side design, could do so with relatively little interference between modalities. In addition to localizing the activity to a specific anatomical region, CT offered a simple way to determine the necessary PET attenuation correction map; furthermore, CT could do this much faster than the traditional PET transmission scan. However, while CT has demonstrated its efficacy as a powerful tool for providing complementary anatomical information to PET, it suffers from low soft tissue contrast and subjects patients to additional ionizing radiation [97].

1.3.1 History of PET/MR

The idea of combining MR with PET has been around since the late 1980s, about the same time as the investigation of combining PET and CT began. Unlike PET/CT, the integration of PET with MR proved to be much more difficult at the time, and thus received less attention. The major challenges that faced integration of MR and PET could be divided into two categories. The first concern was the technical hurdles necessary to limit interference between
the two modalities. This concern revolved primarily around the need for the PET components to be insensitive to the magnetic fields produced by the MR equipment. In order to have any type of practical multi-modal system, the corresponding technologies would need to be relatively insensitive to one another. In this case, as the MRI produces both strong static and time-varying fields, the PET scanner elements must be primarily built out of non-magnetic components or be properly shielded from the magnetic fields. Furthermore, the PET’s operation must be relatively insensitive to the RF fields produced by the MR. With regards to the MR, the PET components must not generate any significant RF noise as it could be picked up by the RF receive coil resulting in MR image degradation. Aside from RF noise, eddy currents are of concern for any device operating inside the magnet. The time varying fields of the gradients can lead to small circular currents in conductive materials. These currents generate magnetic fields that can severely affect the homogeneity of the static magnetic field, leading to poor image quality and artifacts. These eddy currents are also of concern to the PET electronics, as they can lead to resistive heating which can affect the detectors’ performance as well as introduce additional noise.

The second challenge to combining MR and PET was designing a system that allowed for simultaneous collection of PET and MR data. Early observations noted the compelling benefits of simultaneous spatiotemporal PET/MR imaging. Unlike PET and CT, which both detect photons through their absorption and conversion to electrical signals, and as a result are likely limited to tandem measurements, MR detects a fundamentally different phenomenon, characteristics of proton magnetic moments. The desire for simultaneous data acquisition in both time and space was noted early in the initial investigation of combining MR and PET, as it
was believed it could potentially benefit both modalities. For example, the functional specificity of PET could be used to strengthen the diagnostic power of MR. On a more basic level, studies of cardiac coregistration methods involving CT and PET or SPECT have demonstrated that coregistration of non-simultaneously acquired data can be problematic and occasionally introduce significant artifacts [98, 99]. Furthermore, the MR data could be used to correct motion artifacts in the PET data. However, in order to simultaneously acquire MR and PET information, the scanners must be concentric, requiring careful consideration in the design of each scanner in terms of space and potential interference. Even though it proved to be too unwieldy a task in the early 1990s, advances in the technology of both modalities have recently led to the development of prototype combined systems.

Creating a scanner with both MR and PET capabilities is a nontrivial engineering and scientific challenge. The limited space inside the MR scanner for PET components, the requirement that all materials be non-ferromagnetic, properly compensating for susceptibility artifacts and eddy currents related to PET components being placed in the magnet, consideration of possible radiofrequency interference between the MR coils and the PET electronics, as well as effects from MR induced heating and vibrations of the PET components must all be considered in constructing an integrated scanner. Most of the material-related artifacts and interference can be minimized by placing the PET components outside of the RF probe [100]. However, this peripheral placement does not resolve all MR artifacts. The PET electronics and related components (e.g. mounting structures, cables, etc.) must remain transparent to the MRI, i.e. extended metal surfaces must be avoided to minimize eddy currents and electrical components must be non-magnetic, or sufficiently shielded, to minimize
their impact on the static field’s inhomogeneity. From an MR stand point there is a need to create sufficient space for the PET components and to minimize extraneous RF leakage in their vicinity as it can lead to noise in the PET image.

There have been two avenues investigated to construct combined PET/MR scanners, side-by-side systems and integrated systems. The side-by-side system is simpler from an engineering standpoint; a single table shuttles the patient axially through a MRI followed by a PET scanner (or vice versa) with each device recording information as the patient is passed through the respective scanner. Since these scanners operate independently, their spatial separation, and thus any coupled interference, is only limited by the length of the table track. An obvious drawback to the serial method of collecting PET and MR information is that it lacks temporal simultaneity, and the spatial simultaneity (i.e. the ability to coregister the images) heavily relies on the motion, or lack thereof, of the subject. Additionally, this method requires a longer scan time than a PET/CT system as MR data collection is considerably slower than CT.

Integrated PET/MR systems, while providing the desired spatial and temporal correlation between images, are much more difficult to engineer due to hardware complications. There are a number of approaches that have been investigated for integrated PET/MR systems. Prototype and early scanners relied on photomultiplier tubes (PMTs) that were fiber coupled to crystal arrays that could be placed in the scanner [101-105]. Keeping the PMTs far from the bore was necessary as PMTs operate based on moving electrons through strong electrical fields over a nonnegligible distance which made them particularly sensitive to magnetic fields. Fiber coupling the scintillator with the detector was non-ideal as the lossiness of the fiber—approximately 50 to 75% of the scintillation light was lost—degraded the timing,
spatial, energy, and image resolutions [101, 102, 106, 107]. Moreover, to achieve a spatial resolution and sensitivity that are comparable to clinical scanners requires many scintillator blocks, which in turn would require many fibers whose paths from the crystal to the detector may not be trivial. If these fibers travel along the axis of the magnet they can limit the axial dimension, and thus the axial field of view, of the scanner. An alternative PMT-based design that addressed some of these issues utilized a low-field (1T) split magnet, allowing the fibers to travel radially outward [102]. Eliminating the bends in the fibers improved their light output, and its “double-donut” design allowed for an extended axial field of view. However, to provide a homogeneous region around the MR isocenter this system required special gradients to compensate for its discontinuous nature. In order to extend the axial field of view, the split MR components would exist farther and farther from the isocenter, requiring higher performance gradients to compensate for inhomogeneities. Yet another PMT-based design uses a field-cycled MRI (FCMRI) whereby the static field is replaced by two resistive magnets, a polarizing magnet (on the order of 1T) and a homogeneous readout magnet (on the order of 0.1T) [108]. In this configuration the PMTs can be operated when the field is nearly 0 T. While PET images have been collected using a 0.3 T polarizing field and 94 mT readout field [109], the resistive nature of FCMRI limits its strengths to lower fields and require very stable currents for the readout resistive magnet. Additionally, restricting the operation of the PET camera to when the field is near 0 T restricts the time it can collect data and therefore its sensitivity.

While these first generation systems serve as proofs-of-principle for the combination of PET and MR, and are useful for developing methods for PET/MR, their clinical potential remains limited due to their simple design. Multimodal PET/MR imaging has the potential to be a very
useful tool in both clinical and research applications. While MR has shown promise in the better quantification of PET imaging, PET has the potential to add additional functional information to MR imaging. As the technology is relatively new and still being validated, it is important to design a system that not only integrates both systems, but also utilizes the highest performance capabilities of both technologies, and does so to their fullest, to properly explore the potential impact and ability of multimodal imaging. Not only would such a system provide a new standard in designing PET imagers and allow medicine to answer questions that have remained a mystery, but it would also help facilitate the adoption of multimodal PET/MR imaging.

1.3.2 Applications to Neurological Imaging

PET/MR imaging has the potential to become an indispensible tool for the understanding, diagnosis, and post-treatment monitoring of neurological disease. PET and MR provide complementary anatomical and physiologic information allowing for the improvement of both datasets. PET has been combined with MR for nearly as long as it has been combined with CT. However, while combined PET/CT systems that use a single bed became available in 1998, it was not until 2007 that PET and MR could be performed using a single system. Prior to that studies that sought to combine the high structural resolution and soft tissue contrast of MR with the molecular specificity of PET were performed sequentially and the analysis separately. Furthermore, as the data had to be subsequently coregistered challenges arose for highly specific tracers and short or early frames [110]. Combined systems that allow for the simultaneous measurement of both PET and MR do not require software coregistration of
subject data as any offsets between the scanners isocenters can be measured and calibrated. Without the need for additional coregistration, smaller structures that have previously been challenging to analyze using PET like the inferior colliculus [111], thalamic nuclei [112], and nucleus basalis of Meynert [113] can be studied. Similarly, more conservative margins can be defined in presurgical planning as there is less uncertainty in the relative localization of the data.

PET/MR also has the potential for multiparametric imaging, the collection of quantitative data unique to each modality in an attempt to better characterize a system. An example of multiparametric imaging in the case of a brain tumor can be found in Figure 8. Simultaneous multiparametric imaging improves the efficacy of imaging as a tool for mechanistic imaging, imaging focused on understanding the mechanisms and pathways associated with the development and progression of disease, as the data is collected at the same time. The simultaneous nature of the data collection could be particularly useful for acute conditions like migraine, acute ischemic stroke, and psychiatric disease where physiological, anatomical, and psychological changes can occur on the order of minutes. Alternatively, the scanning duration of the imaging can be extended allowing for more PET and MR data to be collected and yet have the total scan duration still remain shorter than if the imaging had been done sequentially. Additionally, once PET and MR are acquired simultaneously it is possible to validate, calibrate, and quantify MR signals and techniques that have been questioned like the source of the BOLD signal.
Figure 8 Multiparametric PET/MR Imaging of Glioblastoma. MR and PET are both capable of providing unique information concerning the structure and function of a tissue. In addition to the structural information provided by the MR (FLAIR and MPRAGE), functional information includes the apparent diffusion coefficient (ADC), capillary permeability (Ktrans), and cerebral blood volume (CBV). Quantitative PET imaging with FDG can provide unique information concerning the metabolism of glucose (MRglu) and kinetic rate parameters (K1-k4).

One potential benefit of simultaneous PET/MR is that it could remove some of the challenges associated with implementing quantitative PET analysis using complete kinetic models. Aside from the simultaneously acquired MR providing information related to the attenuation and anatomical localization, MR can help improve the spatial resolution of PET; assist in region-of-interest delineation and partial volume effect correction; and through the use of MR angiography techniques (Figure 9), provide a simple and robust way to segment the arterial vasculature to estimate the radiotracer input function directly from the data, obviating the need for continuous serial arterial sampling.
Additionally PET/MR provides an opportunity for PET to be used as a tool for longitudinal studies as the additional ionizing radiation from CT can be replaced by MR which does not involve ionizing radiation. As the radiation dose is reduced there is also the potential for application to radiosensitive populations like pediatric patients [114]. In this case, the addition of MR can be useful as it can be used to correct for spurious subject motion over the scan (Section 3.3) obviating the need for sedation and improving the efficacy of PET in other challenging populations like dementia and neurodegenerative diseases.

While combined PET/MR systems present the opportunity to further extend our understanding of disease and improve treatments, there are also some practical benefits for patients. Patients will receive shorter scan times as two imaging studies can be done simultaneously. Acquiring PET and MR data is common for some diseases (e.g. brain tumors) and is becoming increasingly more routine in others. Shorter scan times and a single system capable of two modalities will require less staff and allow for a higher throughput, improving cost efficiency in hospitals. It is also conceivable that the improved diagnostic capability could lead to a reduction in hospitalization and unnecessary tests which will further decrease cost.
Chapter 2 ASSESSMENT AND OPTIMIZATION OF THE PET/MR SCANNER

2.1 Siemens BrainPET Prototype

The BrainPET is an MR-compatible brain-dedicated PET scanner prototype, designed to operate inside of a 3T TIM MAGNETOM Trio MR scanner [115]. The BrainPET, which has a

Figure 10 The Siemens BrainPET. The brain-dedicated PET camera, the BrainPET, operates inside a Siemens TIM Trio 3T MRI allow for simultaneous measurement of MRI and PET signals (left). A rendering of the BrainPET with its external plastic housing turned translucent allowing for visualization of the orientation of the LSO scintillation crystals (right). Image courtesy of Siemens Medical Solutions.
detector design similar to a previously proposed small-animal PET scanner [116], uses avalanche photodiodes (APDs) as the photon detectors in combination with Lutetium Oxyorthosilicate (LSO) crystals. The BrainPET has a transaxial/axial field of view of 32/19.125 cm allowing for full brain coverage in a single bed position. The technical specifications of the BrainPET can be found in Table 2 and an image of the insert can be seen in Figure 10. 3D coincidence event data are collected with a maximum ring difference of 67. APDs, in addition to being insensitive to magnetic fields when compared to the traditional photomultiplier tubes, are small enough that they can be directly coupled to the scintillators inside the magnet, eliminating the need for optical fibers [116]. The preamplifier electronics are also housed in the copper shielding and the electrical output signal is transferred to the filter panel via long cables. The signals are then sent to 48 electronic processing modules (EPM) where the events are passed between EPMs to check for delayed or prompt coincidence between events. The prompt coincidence window is 12 ns while the delayed coincidence window used for randoms estimation is set to 120 ns. When an energy qualified coincidence event is found, the data is written to the hard disk.
Table 2 BrainPET System Specifications

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scintillator</td>
<td></td>
</tr>
<tr>
<td>Crystal Material</td>
<td>LSO</td>
</tr>
<tr>
<td>Crystal size (mm³)</td>
<td>2.5x2.5x20</td>
</tr>
<tr>
<td>Crystal per detector block</td>
<td>12x12</td>
</tr>
<tr>
<td>Photon Detector</td>
<td></td>
</tr>
<tr>
<td>Hamamatsu APD</td>
<td>8664-55</td>
</tr>
<tr>
<td>Size (mm³)</td>
<td>5x5</td>
</tr>
<tr>
<td>APDs per detectors block</td>
<td>3x3</td>
</tr>
<tr>
<td>System</td>
<td></td>
</tr>
<tr>
<td>No. of detector blocks</td>
<td>192</td>
</tr>
<tr>
<td>No. of crystals</td>
<td>27,648</td>
</tr>
<tr>
<td>Axial field of view (cm)</td>
<td>19.25</td>
</tr>
<tr>
<td>Transaxial field of view (cm)</td>
<td>32</td>
</tr>
<tr>
<td>Gantry inner diameter (cm)</td>
<td>36</td>
</tr>
<tr>
<td>Gantry outer diameter (cm)</td>
<td>60</td>
</tr>
<tr>
<td>Dataset</td>
<td></td>
</tr>
<tr>
<td>No. of LORs</td>
<td>226,934,784</td>
</tr>
<tr>
<td>No. of sinograms (3D)</td>
<td>1,399</td>
</tr>
<tr>
<td>Sinogram size</td>
<td>256x192</td>
</tr>
<tr>
<td>Image size</td>
<td>256x256x153</td>
</tr>
<tr>
<td>Recon voxel size (mm³)</td>
<td>1.25x1x25x1.25</td>
</tr>
<tr>
<td>Performance</td>
<td></td>
</tr>
<tr>
<td>Spatial resolution (FWHM mm)</td>
<td>2.5-4.5</td>
</tr>
<tr>
<td>Energy resolution (%)</td>
<td>15</td>
</tr>
<tr>
<td>Photon Sensitivity (%)</td>
<td>5.61</td>
</tr>
<tr>
<td>Scatter Fraction (%)</td>
<td>43.6</td>
</tr>
</tbody>
</table>

As the insert is placed between the internal body coil and the subject, the body coil cannot be used to transmit the RF pulse for MR imaging. Instead a dual-coil system is used where an outer 1-channel-transmit/1-channel-receive circularly polarized (CP) bird-cage coil is used to excite the image and an inner receive only coil is used to record the raw MR data. At this time, there are two coil designs used for human brain imaging, an 8- and a 31-channel coil [117].

2.1.1 PET Data Format

The BrainPET can store data in two formats: list-mode and line-of-response. The BrainPET signal processing electronics are built on the Siemens QuickSilver format [118-120]. The tomograph sends each event as a 48-bit data packet that contains an 8-bit header and a 40-bit payload. The 8-bit header encodes a counter that ensures no data were lost (referred to as the Gray Code) and also describes the type of event. Count related events include either
coincident events, which encode the two crystal identifiers where the events were detected, or single counts, events that were detected, but without another event in the coincident time window (encoded as two singles event per payload to conserve space and improve efficiency). In addition to count related events, the system sends time marks at 200 μs intervals to provide time information to the data file and an assortment of user defined gates which can encode information like when MR pulses are initiated, when a button is pressed, respiratory gates, etc. Storing the data in list-mode format maintains the entire 48-bit packet. If the data are stored in LOR format the coincident and singles events are stored separately as prompt and randoms LOR files, respectively, and all timing and gating information is discarded. When the data are transferred from the tomograph and written to the console each data format is accompanied with a header file that includes when the data collection was initiated. This information can be used to stitch multiple list-mode files together with the proper Gray Code headers and supplying the correct number of time marks between frames. This provides a robust way to reconstruct scans where the subject must leave and return to the scanner without the need of additional time recording; rather, the only requirement is that the acquisition is stopped before the subject is removed from the scanner. The reconstruction of dynamic data is further explained in Section 2.2.3.

While the list-mode format contains all the necessary information for the reconstruction of a PET image, the LOR format cannot differentiate between prompt and random events. As a result the prompts and randoms must be stored separately. LOR files can either be stored in unsigned 16-bit integer format (uint16) or IEEE double floating-point number (64 total bits with 11 exponential bits). The uint16 format is used for prompt LORs as fractional counts are not
possible. The floating-point format is used for storing LOR data related to the system normalization and for data that are unrelated to prompt data (e.g. LOR format of the MR hardware for attenuation correction with motion correction). While the randoms could be stored in LOR format, it is much more efficient to store the data in another format, the delayed coincidence maps (DCmap), as it is directly calculated from the singles rate in each crystal. The DCmap stores the singles rate in each crystal as an unsigned 32-bit integer. Given two crystals with singles rates $S_i$ and $S_j$, the rate of random coincidences $R_{ij}$ is given by

$$R_{ij} = 2\tau S_i S_j$$

(2.1)

where $\tau$ is the coincidence window time. The BrainPET is not capable of measuring both single and coincident events at the same time. Instead, the singles rates are derived from the delayed coincidence rates [121].

For reconstruction, the list-mode files are first sorted into LOR space and subsequently further compressed into sinogram space (span=9). The PET data are reconstructed with a standard 3D ordinary Poisson ordered-subset expectation maximization (OP-OSEM) algorithm using both prompt and variance-reduced random coincidence events [121] as well as normalization, scatter [34], and attenuation sinograms. As the BrainPET lacks a transmission source, attenuation sinograms must be estimated, either through the additional collection of CT data or directly from the MR data [23, 122, 123], PET data, or both.

In order for the PET electronics to operate inside the bore of the MRI they must be shielded and isolated from the RF waves produced by the MRI components. This isolation is achieved by surrounding the PET cassettes with 10-\mu m copper shielded boards [124]. To accommodate the shielding there is a gap of 6.74 mm between blocks. As there are no crystals
in these gaps, photons that pass through these areas cannot be detected. The net result on the continuous sinograms is an overlying structure of zero counts, which is illustrated in Figure 11. On average 38% [range 37%-49%] of the sinogram bins are empty due to the gap structure. As a result of the missing data, Filtered Back Projection cannot produce accurate images and iterative reconstruction methods are required for image generation [125]. While methods have been presented for interpolating sinograms, the gaps are too large to allow for such interpolation methods to succeed in the case of the BrainPET.

![Figure 11 BrainPET Crystal Orientation and Sinograms. A single detector ring of the BrainPET shows the gaps between adjacent detectors while the axial view illustrates the gaps between adjacent rings (left). As a result of the gaps, a simulated sinogram (middle) would have a structure of zero counts bins in the sinogram representing virtual LORs.](image)

While compressing the sinograms to remove the gaps could conserve file space just as it is done for the LOR files, the gaps are maintained because event-by-event motion correction schemes can place events into the virtual LORs (further explained in Section 3.3.2) [123]. An example of a sinogram with events placed inside the gaps due to motion correction can be found in Figure 12. The degree to which the gaps are filled is due to the activity, the extent of the motion, and the length of time spent in each position.
The sinogram data are reconstructed with an isotropic voxel size of 1.25 mm and a volume consisting of 153 transverse slices of 256×256 pixels. The data are stored in a format similar to an interfile. The file format consists of a volume file (*.i) where the value of each voxel is stored as an IEEE double floating-point number. For a standard 256×256×153 image, the total file size is 40,108,032 bytes. Accompanying the volume file is a header file (*.i.hdr) that stores the dimensions of the file and the voxel size in millimeters. As the file format does not contain any orientation information or reference to the coordinate convention, care must be taken in preparing and interpreting the files. The BrainPET reconstruction uses a Radiological convention (LAS) requiring that all data used in the reconstruction conform to this coordinate system. Typically this requires a left-right flip in most images files and metadata as they are typically stored in the Neurological convention (RAS). This left-right flip convention is preserved in all of the output files so third-party software that have a preference for RAS may be used such they produce results that can be directly applied, e.g. the transformation parameter output of coregistration algorithms can be fed into the reconstruction.

As the reconstruction of a sinogram multiplied by a constant is equivalent to the multiplication of the reconstructed image by a constant, all count rate corrections are performed in image space. The exception to this rule is when motion correction is performed.
(Section 3.3.2.1) as a single frame is broken down into subframes which are then corrected for motion and recombined.

### 2.2 PET Reconstruction Optimization

As the goal of this work is to improve the quantification of the PET data in a simultaneous PET/MR system, it is vital that either distortion free PET images can be generated, or that the distortion and effects of the reconstruction are properly characterized. Distortions (e.g. stretching/compressing) in the PET reconstruction may reduce the reliability of ROI measurements due to mismatch between MR-generated ROIs (Section 2.6.2) and the reconstructed PET data. While larger ROIs, like cerebral white matter, may not be significantly affected by distortions, smaller regions, such as arterial ROIs that may be used to generate an image-derived input function (Section 4.3), will be significantly affected. Similarly, and perhaps more importantly, the spatial offset between the MR and PET isocenters and the transformation required to align objects in MR and PET space is determined using an image based alignment method (Section 2.4.1). This section sought to optimize the reconstruction of the PET data by minimizing spatial distortions.

#### 2.2.1 Regional Spread Function Model

To account for the non-uniform distortions caused by the PET photodetectors, the OP-OSEM algorithm [121] was modified to allow for the addition of resolution modeling parameters via image space techniques [126]. The modeling parameters are applied to the iterative image estimates before they are compared with the observed sinogram data, allowing
the nonuniformities in the field of view to be minimized when the scanner is accurately modeled. The model and the parameters are equivalent to the regional point spread function (rPSF) of the scanner, and are important for partial volume effect correction (Section 3.2) as well as for accurate estimation of the radiotracer distribution. As the rPSF is applied to the iterated PET image after its estimation, the resulting PET image is not smoothed by the resolution of the camera and smoothing of the image may be necessary for subsequent image analysis. The rPSF of a scanner is heavily dependent on the aspects of the PET system (crystal face size and length, scanner radius, and signal and timing electronics) in addition to the positron physics-based factors.

Figure 13 Reconstruction with Resolution Modeling

To estimate the rPSF model for the BrainPET scanner, a separate device that does not have an accompanying MR was used. A Ge-68 point source (as to minimize the effect of attenuation and scatter) was affixed to a robot capable of accurately positioning it in the PET field of view. The point source was moved along a 21x21 grid at one cm intervals with a two
minute PET acquisition at each position. The LORs for the individual acquisitions were then combined and reconstructed using OP-OSEM. The expected and observed images of the 21x21 grid can be found in Figure 14. Based on the acquired images, the rPSF was modeled with two independent functions. The first is a 3D Gaussian kernel which accounts for the symmetric spatial resolution loss due to crystal size, photon noncollinearity, and positron range. The second is a radial motion kernel, used to account for parallax effects [127] and implemented using the formulation

\[
I_s(r) = \frac{1}{I(r)} \int_0^{l(r)} I\left(r + \frac{l \times (r_e - r)}{l(r)}\right) dl'
\]

(2.2)

\[
r_e = r_c + (r - r_c)b
\]

(2.3)

\[
l(r) = \left\| (r - r_c)b \right\|_2
\]

(2.4)

where \(I_s(r)\) is the smoothed image, \(I(r)\) is the original image, \(r\) is the coordinate, \(l(r)\) is the integration length, \(r_e\) is the end coordinate, \(r_c\) is the center of the image, \(b\) is the radial blurring factor, and \(\left\| \ldots \right\|_2\) is the L2-norm. With regards to the motion blur, those events at a larger radius are more affected. For the algorithm used, \(b\) is parameterized by the variable \(m\) where

\[
b = \frac{1}{1 - \frac{m}{256}}
\]

(2.5)

And the symmetric 3D Gaussian was parameterized by its standard deviation.
The values for the rPSF were determined by reconstructing the image and measuring the spatial resolution (FWHM) at each point. Initially, a rotation of 0.6° was observed in the BrainPET data used to model the PSF aspects of the camera. The rotational offset was included in the OSEM to remove the effect of this rotation. An accurate estimation of the rPSF cannot be made without optimization of the radius of the true imaging volume, which as the volume is cylindrical can be parameterized by a transaxial radius. For a two dimensional transaxial sinogram like that shown in Figure 2, the radius represents the maximal spatial displacement of the sinograms; hence for a fixed voxel size and volume, a larger displacement will have the net effect of stretching the image. As the exact spatial position and spacing between the points was known due to the use of the robot, the radius of the scanner could be estimated. The effective scanner radius was estimated to be 18.4 cm. Once the proper radius was determined, the data were then reconstructed with a series of Gaussian and motion blur values. The best spatial resolution was found with a Gaussian blur of 2.5 mm and a radial blur of 16. These results confirm those of Kolb et al. who measured the spatial resolution of the scanner at the center of the field of view to be on the order of 3mm FWHM along the three principle dimensions using a line source in air [124].

Figure 14 BrainPET Point Spread Function. (From left to right) The expected image from a 21x21 grid of point sources with 1cm spacing; observed image with spatial distortions; the observed image with a radial blur modeled in the reconstruction; optimized image with both radial blur and 3D Gaussian modeled in the reconstruction.
2.2.2 OP-OSEM Optimization

As the Massachusetts General Hospital’s BrainPET currently operates inside of a 3T MRI, the strong magnetic fields prevent the use of the robotic apparatus for measuring certain aspects of this particular PET system including the radius of the scanner. As such, the reconstruction parameters and system model were optimized using a series of phantom measurements.

2.2.2.1 Blur Optimization

The subsequent optimization of the reconstruction parameters relies on the repeated registration of PET and MR data and fitting equations to profiles of the data to determine the parameters in a systematic fashion. In order to accurately fit the data, it must be well approximated by the model function, which requires spatial distortions in the data to be minimized. Section 2.2.1 demonstrated how spatial distortions in the PET data could be removed through modeling the rPSF in the reconstruction, however the exact parameters may vary from system to system.

To determine the optimal Gaussian and radial motion blur parameters, a series of point-source phantoms were used. The point source array was created using 28 glass capillary tubes attached to the end of a wooden ruler with their bases fixed at 1 cm intervals. Prior to affixing the tubes, 5 ml of water containing 10 mCi of F18 was drawn into a syringe. Using a 2” 21G needle, each capillary tube was filled by forming a droplet at the needle then drawing it into the capillary tube. Both ends of the capillary tube were sealed by pressing them into polymer clay. The ruler was placed in the scanner, proximal to the bed and just outside of the field of view to
minimize attenuation effects from the wood while supporting the capillary tubes with the activity near the center of the field of view. PET data were collected in list-mode for 1800 seconds. No MR imaging was performed.

To determine the optimal system model, the data were reconstructed using a range of Gaussian and radial motion blur parameters, 0 to 6 mm and -18 to 18 mm, respectively. As the effective scanner radius mainly “moves” points radially and has little effect on the shape of the reconstructed point, a radius of 18.53 cm was used. Similarly, as attenuation from the glass tube and clay cap and scatter were believed to be small, they were ignored and only images corrected for the normalization of the scanner were generated. The final PET volumes were all rotated about the z axis using a constant such that the points laid along the x-axis. After rotation, events outside the profile were set to zero, activity near the edge of the field of view was set to zero, and the images were smoothed with a 3D Gaussian filter with an isotropic standard deviation of 3mm. To enhance the contrast, the slices were summed along the z-axis, creating a 2D image. The approximate position of the points was determined by projecting the data along the x-axis and finding the peaks. For each of the peaks, the 2D image was then windowed to a 8.75x13.75 mm field of view with the center of the field of view coinciding with the peak along the x-axis, and an asymmetric 2D Gaussian was fit to the region using a least-squares algorithm. From the best-fit 2D Gaussian, the standard deviation of the Gaussian along the x and y-axes (σ_x and σ_y) were determined for each point. To determine the optimal blurring parameters, the mean of σ_x and σ_y as well as their ratio were determined for each set of parameters.
Example point-source images for different sets of Gaussian and motion blur parameters can be found in Figure 15. The number of estimated peaks ranged from 28 to 30, due to the appearance of additional local maxima in the reconstructed point-source images corresponding to the points to the far right of Figure 15 near the edge of the field of view. To eliminate any bias that might be introduced due to these artifactual points, only the central 24 points were considered.

Figure 15 Gaussian and Radial Blur Images. A phantom of point sources was used to determine the optimal Gaussian and motion blur parameters for the MGH BrainPET scanner as the MR prohibited the use of an external robot. The phantom reconstructed without resolution modeling (top) shows a blurring that increases with distance from the center.

The quantitative results from fitting the 2D Gaussians to the images for 3 mm can be found in Figure 16. The motion blur which gave the most symmetric Gaussian, as determined by the average of the ratios of the Gaussian standard deviations, was $m=13$ which had a mean ratio of $1.00\pm0.05$. However, the standard deviation of the Gaussian along both axes improved with more extreme motion blur values so 16 was chosen since the ratio was large but the FWHM of the 2D Gaussian was smaller.
Figure 16 Determination of Optimal Radial Motion Blur. The ideal reconstruction of the point source would be a symmetric Gaussian in the x-y plane. To determine the motion blur parameter which gave the most uniform fit, the data were reconstructed with a series of motion blurs and a 2D Gaussian was fit to each point along the phantom, allowing the average FWHM along each direction and the ratio to be determined where a ratio of 1 represents an isotropic Gaussian.

2.2.2.2 Reconstruction Optimization Methods

To optimize the remaining reconstruction parameters for general imaging, a fillable Dorenzo phantom with holes of diameter 6, 5, 4, 3.5, 3, and 2.5 mm was filled with a mixture of water and ethanol to minimize the formation of bubbles. 2 mCi of F-18 was added to the Dorenzo to provide a PET signal. The phantom was placed in the CP+8ch coil for simultaneous PET/MR imaging. MR images were acquired with a Fast Low Angle Shot [FLASH] (0.5 mm isotropic, TR/TE =24/14 ms, TA=24.34 min) sequence to provide the spatial location of the rods. One hour of list-mode emission data were collected simultaneously with the FLASH acquisition. PET images were then reconstructed with different effective PET scanner radii, iterations, and blurring parameters and the optimization of these parameters was determined through image based methods.
As the PET image is influenced by a number of factors including partial volume effects, effective scanner radius, and blurring parameters, determining the centers of all the rods can be challenging. Similarly, fitting a two-dimensional image with a model would require a large number of degrees of freedom and thus would be heavily dependent on the starting conditions. As an alternative, a central slice of the MR image was selected and a 1D profile was chosen that passed through the center of two groups of larger rods (6 and 4 mm). A one dimensional function was then fit to the profile allowing for estimation of the center of each circle. To minimize bias arriving from the fitting procedure, the centers of the rods in both the MR and PET profiles were determined using the same procedure. Assuming the MR image is free of distortions, the optimal effective PET parameters are the parameters where the distance between the centers of the rods in the MR and PET images is minimized. A slice of the FLASH image along with the MR and PET profiles, for the minimum and maximum PET scanner radii that were considered, can be found in Figure 17.
Figure 17 PET Reconstruction Effective Radius Estimation. To determine the proper radius of the MGH’s BrainPET system a fillable Derenzo phantom was used. A FLASH image of the Derenzo phantom was used as the true image (top-left). A profile through the centers of a set of holes was measured and fit with 9 Gaussian functions where the peak positions were used to represent the centers (top-right). The PET data were reconstructed (not shown) with varying scanner radii [range 18.2, 18.8] and fit with similar Gaussians (bottom). The vertical lines represent the peak positions as determined by the MR.

In the following subsections the difference between the centers of the circles in the MR and PET images (referred to as the Error) will be used to optimize the PET reconstruction parameters. As an imaging parameter is modulated through a range of values, the individual error for each circle will be considered independently. Each circle is considered independently to minimize the contribution of a single inaccurate fit due to noise and background activity.

Graphs will be presented in the following subsections where the error is the ordinate and the parameter of interest is the abscissa. The ordering of the plots and their relation to the Derenzo image can be found in Figure 18.
2.2.2.3 PET Reconstruction Optimization Data Acquisition

3600 seconds of list-mode data were collected and sorted into a single LOR dataset. The LOR data were then sorted into a set of prompts and randoms sinograms using different effective scanner radii. Normalization sinograms were generated using the same radii from floating-point LOR files. Normalized images, i.e. images that were only corrected for the scanner sensitivity (including the attenuation of the coil), were then generated with specified radial and Gaussian blurs, iterations, and subsets. To correct the PET data for attenuation effects, the normalized PET image was first registered with a FLAIR image which had been previously registered to an attenuation map. The attenuation map was then forward projected into sinogram space and combined with the coil. The resulting attenuation corrected image was used as an input for estimation of the scatter. To account for the effects of missing blocks on the scatter profile a block-wise correction factor must be converted to sinogram space from LOR space using the effective radius of the scanner. The fully corrected image was then
registered to a FLAIR image that had been oriented axially and resliced to an isotropic resolution of 1 mm.

### 2.2.2.4 PET/MR Profile Modeling

To estimate the centers of the circles in the MR and the PET images, the profiles were fit with a series of nine Gaussians using a least-squares algorithm with the functional form

\[
 f(x) = a_1 e^{-\frac{(x-b_1)^2}{c_1^2}} + a_2 e^{-\frac{(x-b_2)^2}{c_2^2}} + a_3 e^{-\frac{(x-b_3)^2}{c_3^2}} + \ldots + a_9 e^{-\frac{(x-b_9)^2}{c_9^2}} \tag{2.6}
\]

where \(a_n\) is the amplitude, \(b_n\) is the center, and \(c_n\) is the variance of the respective Gaussians. Three separate functions were fit to the PET profiles to estimate the peak position: a set of nine Gaussians, representing the nine hot rods along the profile; a set on nine Gaussians with the addition of a constant term between the peaks of the first and last peak to account for any additional activity of low spatial frequency which may arise from partial volume effects or scattered photons; and the nine Gaussians with the constant term and an additional Gaussian to account for additional observed activity in the profile near the 4 mm hole closest to the edge of the field of view.
Three different models were applied to the PET profile data (blue): nine Gaussians each with a degree of freedom corresponding to peak height, standard deviation, and peak position; the nine Gaussians with an additional top-hat function between the peak position of the first and last Gaussian and a degree of freedom representing its height; and a model of 10 Gaussians with a top-hat function where the additional Gaussian was used to better model the background activity between the 4 mm rods.

### 2.2.2.5 Radius Optimization

The 9-Gaussian model was fit to the FLASH image of the Derenzo phantom. The parameters of the fit can be found in Table 3. The signal-to-noise ratio of the MR image was significantly high such that the addition of a background component did not significantly affect the peak position.

![Figure 19 Derenzo Profile Models](image)

Table 3 Parameters of Derenzo Profile

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>a†</td>
<td>99.55</td>
<td>97.47</td>
<td>99.78</td>
<td>97</td>
<td>94.41</td>
<td>99.69</td>
<td>105.2</td>
<td>102.2</td>
<td>93.43</td>
</tr>
<tr>
<td>b‡</td>
<td>-97.9</td>
<td>-66.9</td>
<td>-35.7</td>
<td>-4.4</td>
<td>32.5</td>
<td>52.4</td>
<td>72.6</td>
<td>92.4</td>
<td>112.5</td>
</tr>
<tr>
<td>c‡</td>
<td>4.1</td>
<td>4.3</td>
<td>4.2</td>
<td>4.3</td>
<td>3.0</td>
<td>2.9</td>
<td>2.8</td>
<td>2.8</td>
<td>3.1</td>
</tr>
</tbody>
</table>

For evaluation of the PET reconstruction, a FLASH MR image was taken of the Derenzo phantom and fit with 9 Gaussians. For the MR and the PET data, the position of the peak, b, was used to determine the position for the center of the circle while the variance, c, was used to determine the optimal subset and blur values for the PET. † measured in arbitrary units. ‡ measured in mm.

The PET data were reconstructed with the rPSF modeled with a Gaussian blur of 3 mm and a radial motion blur of m=16. The scanner radius was varied from 18.2 to 18.8 cm and the normalized (N), normalized + attenuation corrected (NA), and normalized + attenuation
corrected + scattered corrected images were reconstructed (NAS). The three functional models described in Section 2.2.2.4 were then fit to the profile and the error was calculated. The resulting error in the centers for the rods as calculated using the 10 Gaussian + Constant model are shown in Figure 20.

A majority of rods showed an approximate minimum error for a scanner radius of 18.53 cm for the N, NA, and NAS images. A small trend of increasing radius with additional correction was observed between the N, NA, and NAS images. The largest effects are seen in the outer rods, suggesting that the trend may be due to errors in the model for the asymmetric
background in the N and NA images or a reduction in the background and improved contrast due to attenuation and scatter enhancement.

### 2.2.2.6 Iteration Optimization

As previously mentioned, due to the gap structure in the sinograms, the BrainPET is not capable of accurately reconstructing images using Filtered Backprojection. Rather, the distribution must be estimated using an iterative reconstruction algorithm, OP-OSEM. As the number of iterations increase, the estimate sinogram better reflects the measured sinogram and eventually converges. This is reflected in Figure 21 - after one iteration the estimate poorly reflects the true image, however as the number of iterations increase the structures are better defined.

Figure 21 Effect of Iteration Number of Image Quality. Increasing the number of iterations better resolves structures as is visible in the sum of all axial planes for multiple iterations (top row). However, with increasing iterations the noise also increases, as is apparent from a single plane of phantom passing through a uniform region of the Derenzo phantom (bottom row).
Using the effective scanner radius of 18.53 cm, as determined in Section 2.2.2.5, the appropriate number of iterations was determined. The Derenzo phantom was reconstructed with a Gaussian blur of 3 mm and a radial motion blur of 16. The estimated PET images for the first 128 iterations of the OSEM code were then generated and processed using the steps outlined in Section 2.2.2.3. The peak position of each rod was then determined and the error along the profile was calculated. The optimal number of iterations should resolve all the peaks and minimize the error in the centers positioning as estimated from the MR and PET images.

![Graphs showing Iteration Number Optimization](image)

Figure 22 Iteration Number Optimization. Images of the Derenzo phantom were generated using between 1 and 128 iterations of the OSEM code. Data were reconstructed with a Gaussian blur of 3 mm and a radial motion blur of 16.

The results of the reconstruction and subsequent error calculation in the peak position for the nine rods in the profile can be found in Figure 22. After approximately 50 iterations the N, NA, and the NAS images all estimate the same value for the peak position of each rod, except
for the 4 mm rod furthest from the center of the phantom. The furthest and second furthest 6 mm rods showed the smallest error at 64 and 96 mm, respectively. After the number of iterations passed the value that minimized the error for each rod the error began to increase. The errors in the other rods were either asymptotically approaching a constant or decreasing very slowly as compared to the two 6 mm rods. Based on these results, the number of iterations should be between 64 and 96.

OSEM has been shown to have a tradeoff between noise and bias with increasing iterations. This tradeoff is visually apparent in Figure 21, where the small rods are better resolved with increasing number of iterations, but the noise in the uniform region also increases with the number of iterations. The optimal number of iterations is a balance between bias and noise as both voxel-wise and ROI-based measurements will be performed. To determine the optimal number of iterations, a 33.75 mm square ROI was placed in the uniform region of the Derenzo phantom depicted in the bottom row of Figure 21. The bias and the noise were then calculated within that region over the range of iterations. As only the relative bias was relevant, the 128 iteration ROI measurement was taken as the reference or true value. The bias and the noise of the $i^{\text{th}}$ iteration were determined as

$$ Bias_i = \left(1 - \frac{ROI_i}{ROI_{true}}\right) \times 100 \quad (2.7) $$

$$ Noise_i = \left(\frac{SD_i}{ROI_i}\right) \times 100 \quad (2.8) $$

where ROI and SD are the mean and standard deviation within the region of interest.
A plot of the bias and noise versus iteration number can be found in Figure 23. As expected the bias asymptotically approached zero with increasing iteration number while the noise increased. Thirty-two iterations gave a bias±noise of -9.72%±3.997%, 64 iterations gave 3.03%±4.8%, and 96 iterations gave -1.063%±5.33%.

In addition to the noise increasing with number of iterations, computation time increases. While the reconstruction algorithm has been optimized to run on multiple nodes, it still takes approximately 2-4 minute to generate an image. While this additional time may not be significant in the generation of motion-corrected dynamic PET images (Section 3.3.2.1), where the majority of time is spent combining sinograms in specific ways to generate the motion-corrected prompts, randoms, normalizations, and attenuation sinograms, it is the rate-limiting step in PET-based motion estimation and complementary frame reconstruction (Section 3.3.1.3 and Section 4.3.1.2.1.1, respectively) where many short PET images must be generated. A major step in shortening the reconstruction time was the modification of the EM algorithm to only use portions of the sinogram data for each update. In the ordered-subset expectation
maximization algorithm (OSEM) the backprojection to determine the image update is performed on subsets of projections rather than the entire sinograms, significantly improving speed [128]. As only portions of the data are considered at a time, the backprojection is more efficient and one iteration of OSEM is roughly equivalent to one iteration of EM. Furthermore, for a single iteration of the algorithm, the image has been updated a number of times equal to the number of subsets. To achieve the same point along the convergence as one iteration of OSEM with n subsets, an EM algorithm would have to undergo n iterations.

2.2.3 Dynamic Imaging Accuracy

As the overall goal of this work is to derive kinetic and parametric information from the PET data, it is important that the reconstruction of a time series of PET images is accurate. To this end, it is important that the resulting images reflect the biology without significant artifacts from the reconstruction.

The data from a healthy volunteer who underwent simultaneous PET/MR imaging for another project (Image-derived Input Function; Section 4.3) was used to test the reconstruction of dynamic data. The subject was placed in the head-first supine position and simultaneous PET/MR imaging was initiated. The subject was subsequently injected with approximately 5 mCi of FDG via an indwelling venous catheter using a hand-bolus injection of FDG and imaged for 90 minutes. The data was then reconstructed using constant framing schemes ranging from 600 seconds to 60 seconds. The data were corrected for attenuation and scatter effects, decay, and branching fraction. FreeSurfer was used to generate anatomical ROIs (the specifics of
which are explained in Section 2.6.2.1) and the time activity curves of the regions were determined. A plot of two regions for a series of reconstruction times can be found in Figure 24.

Figure 24 Dynamic Reconstruction Effects. Time activity curves generated from a White Matter mask and a mask of the Paracentral lobule for multiple PET reconstruction framing schemes following a bolus hand-injection of FDG. No significant artifacts or deviations are noted over the range of framing schemes.

No statistically significant deviations were found over frame lengths ranging from 600 sec to 30 sec and all points were within the error bars of nearby points, suggesting that the data can be properly read, reconstructed, and the decay correction is accurately applied.

Data can also be reconstructed using time-varying frame lengths, e.g. 8×60 sec, 2×150 sec, 2×180 sec, and 8×300 sec. To reconstruct the data with time-varying frame lengths the desired frame lengths must be defined in the form of a text file. This information can be saved and reused on other datasets and is part of the automated reconstruction pipeline described in Section 2.5.

2.3 MR Gradient and RF Effects on BrainPET Performance

A number of technical challenges have to be considered in the construction of a simultaneous PET/MR system. While several exotic MR designs have been suggested for
PET/MR systems, the best results, and current industry standard, is to place the PET electronics inside the MRI making it vital for the PET electrons to be insensitive to magnetic fields and the RF fields produced by the MR. As the RF components are placed inside the bore of the PET scanner, the major potential source of distortion and noise are the gradients [100]. Weirich et al. previously reported on MR-based interference on the BrainPET [129] requiring a global look-up table based correction factor be applied to the data [130]. The interference manifested as a drop in count rate. Their analysis suggested that the count rate reduction was due in part to eddy currents resulting from compromised shielding, however additional MR-based interference was believed to be a contributing factor. To determine the integrity of the shielding, as well as characterize the effect that the simultaneously acquired MR data would have on the PET electronics and signal detection, interference studies were performed at a detector- and system-wide level.

2.3.1 Assessment of Detector-level MR Interference

2.3.1.1 Materials and Methods

To evaluate potential MR-based interference on the aspects of the individual detectors, including energy discrimination and event localization, the energy spectrum of each crystal in the system was measured without simultaneous MR imaging and while a number of different MR sequences were running. A 0.42 mCi $^{68}$Ge/Ga rod source was suspended in the center of the CP + 8-ch MR coil using surgical tape to minimize the effects of attenuation on the coincident photons. The BrainPET was set to operate in XYE mode (Wide Open Mode) where the energy of ever single photon is recorded along with their location on the photodetector.
face. Since the singles rate is considerably higher than the coincident event rate, sufficient counts were recorded with 30 seconds frames, allowing for multiple samples to be acquired during a single MR sequence. The MR sequences which were performed included diffusion tensor imaging (DTI), turbo spin-echo (TSE), and BOLD. As the APDs’ performance is known to have strong dependence on temperature, the effects of temperature drift were also examined. To reproducibly evaluate the crystal level performance the following imaging XYE-PET/MR paradigm was performed:

1. **No MR imaging**: Baseline PET spectra for subsequent scans
2. **DTI**: Vibration effects
3. **TSE**: Specific Absorption Rate effects
4. **BOLD** (A>P acquisition): Temperature effects
5. **BOLD** (R>L acquisition): Phase-readout effects
6. **No MR imaging**: Temperature effects

The paradigm was repeated on five separate days.

### 2.3.1.2 Results

Once the XYE data were acquired, the events had to be associated with their respective crystals. Each recorded single event carries three numbers, its position along the x axis, the y axis, and its energy in the form of the associated multichannel analyzer bin. The 9 APDs that make up part of the photodetector provide a position based on Anger Logic with a spatial resolution considerably finer than the crystal size. Additionally, the positioning of the events may be distorted from a Cartesian grid. To properly assign events to their associated crystals, a look-up table is used that is specific to each block and each position in space to a crystal. These look-up tables were determined by collecting a sufficient number of events, creating a 2D
histogram of the data (referred to as a flood histogram), and then performing a watershed segmentation of the histogram.

After the events were organized by crystal, a spectrum was generated for each crystal from all the event energies assigned to it. This spectrum should have two major contributions, one from coincident photons and another from photons that have been scattered. A third component, the background due to the LSO, has a similar range of energies as the scattered photons. While in theory all of the unscattered photons related to coincident events should have an energy of 511 keV and thus appear as a delta function, statistical fluctuations in the amount of light produced by the LSO per keV of incident photon energy leads to a Gaussian-like distribution. The peak (and mean value) of this distribution is referred to as the photopeak. To determine the photopeak of each crystal, two Gaussians were fit to each spectrum, where one Gaussian represented the unscattered photons and one represented the scattered and background photons, with the unscattered photopeak being at a higher energy level than the other. A spectrum of the photopeak positions for all 27,648 crystals that make up the BrainPET was then created.

The resulting system-wide spectrum of crystal photopeaks in the absence of simultaneous MR data acquisition and while numerous MR sequences were acquired can be found in Figure 25. Two pronounced Gaussians were present, the lower energy distribution associated with edge crystals and the higher energy distribution associated with the inner crystals of each block. Fitting the system-wide spectrum with a pair of Gaussians showed no significant deviation from a peak value of 300 when any of the tested MR sequences were run.
Although temperature effects on the order of 1°C were observed over the entire scan, they did not have an influence on the system-wide photopeak spectrum.

Figure 25 BrainPET Photopeak Spectra During MR Imaging. The PET camera was run in XYE mode and the energy profile and flood histograms for each crystal was measured in the absence of simultaneous MR imaging and during a number of MR sequences. No deviations in the peak position were noted during MR imaging suggesting minimal interference at the detector level.

### 2.3.2 Assessment of System-level MR Interference

#### 2.3.2.1 Materials and Methods

Phantom experiments were first performed to evaluate the effect of running MR sequences on the PET data acquisition. Sequences included MPRAGE and dual-echo UTE sequences, two of the sequences that were reported by Weirich et al. to have observable effects on the count-rate performance of their BrainPET. The complete scanning paradigm and sequence specific information can be found in Section 4.1.1.1.2. Particular attention was given to temperature effects. The BrainPET manages temperature changes using two mechanisms. The first method is a hardware based temperature controller which activates a closed-loop chiller. When sensors in the cassettes measure temperatures outside the optimal operating range the chiller is activated, providing a heat sink for the forced air that directly cools the
cassettes. The second method is a software-based photopeak tracking algorithm which adjusts the crystals blocks 511 keV photopeak positions based on the cassette’s temperature. For these measurements, a uniform cylindrical Ge-68 phantom (~5 MBq, 25 cm length, 20 cm inner diameter) was placed inside the head coil and simultaneous PET/MR imaging was performed using the MR protocol described above. PET data were acquired in list-mode format for one hour and 30-second frames were subsequently generated. From the prompt and delayed events, total true coincident events were determined for each frame. The measurements were repeated five times. To determine the reproducibility, each frame was normalized to the average number of counts per 30 seconds for that trial. Relative change from the count averaged baseline was determined as well as the difference between the minimum and maximum values. To evaluate changes in the reconstructed images, 300 second frames were reconstructed and the maximum relative change from the average was determined over the imaging session. For comparison, the same experiment was also performed with the software photopeak tracking feature disabled.

**2.3.2.2 Results**

The normalized count rate versus time and the corresponding temperature time-courses for five representative trials with and without photopeak tracking can be found in Figure 26 demonstrating very high reproducibility when photopeak tracking was either enabled or disabled. With photopeak tracking enabled, the maximum change in count rate was less than 1.5%. Reconstructing this data into 300 second frames yielded a maximum drop of 1.08±0.39% in a large ellipsoidal ROI. This drop in counts occurred during simultaneous DCE
imaging, and shortly after DCE imaging was concluded the count rate returned to baseline. When photopeak tracking was disabled the normalized count rate decreased linearly with time with a maximum change from baseline the order of 25%. Comparatively, DCE imaging didn't seem to have as proportionally strong of an influence on the count rate when photopeak tracking was disabled.

Figure 26 PET Count Rate Fluctuation. PET count rate fluctuation over the course of the protocol (top) with corresponding temperature fluctuation (bottom) with and without temperature correction (left and right, respectively). The highly reproducible drop occurred during simultaneous MR-DCE imaging. The maximum drop in count rate was less than 1.5% over the duration of the protocol. (right) The PET count rate fluctuation without photopeak tracking shows a steady decline in counts over the duration of the protocol. The maximum difference from the average count rate is found to be on the order of 25%, while a change on the order of 45% is observed over the duration of the protocol.

These phantom studies were performed to characterize the hardware-related effects of the MR on the PET data quantification for a scanning paradigm that would be used to examine the effects of MR on cerebral FDG utilization (Section 4.1). While count rate changes were found to correlate with temperature changes, total count rate changes were found to be relatively insignificant. The robust operation of the BrainPET is likely due to its ability to address temperature changes induced in the PET cassettes as a result of eddy currents. With both the photopeak tracking software- and the hardware-based temperature controllers activated, a drop in counts on the order of 1.5% was observed which was determined to have little impact on the PET data quantification; however, when photopeak tracking was disabled
there was a drop in true counts on the order of 45%. This severe change suggests that, in addition to hardware-based temperature control, software-based photopeak tracking is essential for simultaneous imaging using the BrainPET and even for sequential imaging as heat is not immediately dissipated.

2.4 Multi-modal Alignment

While the BrainPET system allows for simultaneous acquisition of MR and PET signals, the data are not correlated by default. This discrepancy takes two forms: a spatial discrepancy due to the fact that both data sets are not being collected by the same detector and thus the center, field of view, and principle axes may be slightly off from one another; and a temporal discrepancy as the data are acquired using two separate computers which do not directly communicate with one another and thus do not share the same clock. The following sections will illustrate how the data are synced, both spatially and temporally.

2.4.1 Spatial Coregistration

As previously stated, the MR and PET data are not aligned by default as shown in Figure 27. This is due to differences in the centers of the fields of view of the respective systems. As the BrainPET is removable, the offset between the MR and PET images can change significantly. Accurate measurements of the offset is necessary as the MR data, and results from it’s processing, are used for attenuation correction (Section 3.1), motion correction (Section 3.3.1), ROI-based corrections and analyses (Section 2.6.2).
The BrainPET’s spatial alignment can be measured using either a fillable, cylindrical, hot-rod lucite Derenzo phantom or a cylindrical, oil phantom with removable $^{68}$Ge rods. Regardless of the phantom, the method for measuring the offset remains the same. In the case of the hot-rod phantom, the phantom is filled with between 0.5 and 1 mCi of activity with a half-life greater than the scanning duration (e.g. $^{18}$F). The phantom is then placed in the head coil such that the rods run parallel to the bore of the MRI. The setup is then placed inside the BrainPET. FLASH MRI is performed while five minutes of PET data are collected. Next, the phantom is reoriented and MR and PET data are collected again. This process is repeated several times. The registration of the MR and PET volumes is performed in two passes. First, the PET images are reconstructed without accounting for the attenuation or scatter of the object, only the attenuation of the coil is considered as its position in space is considered fixed relative to the center of the PET scanner. The FLASH images are then registered to the PET images using SPM8’s rigid normalized mutual information registration algorithm. As the attenuation map of the Derenzo phantom is symmetric, it cannot be directly registered to the individual frames. Rather, using morphologic filtering an attenuation map was derived from a high resolution...
FLASH. After the individual MR scans are registered to their respective PET images, the high-resolution FLASH is registered to the individual FLASH images and the transformations are applied to the corresponding attenuation map to generate a position specific map. This attenuation image is used to reconstruct the PET images and correct for attenuation and scatter. The FLASH images are then registered to this corrected PET image. As these are independent measurements of the offset, the components may be considered independent and averaged independently. An example of the values derived from five measurements can be found in Table 4.

<table>
<thead>
<tr>
<th>Table 4 Mean Multimodal Offsets</th>
</tr>
</thead>
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</tr>
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<td>4</td>
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<td>5</td>
</tr>
<tr>
<td></td>
</tr>
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</table>

As the offset between the MR and PET scanners is derived in image space, any factors that affect the MR or PET images, e.g. effective scanner radius and blurring parameters used in the PET reconstruction, require the scanner offset to be recalculated. Care should also be made that there are no uncorrected distortions or shifts in the MR image.

### 2.4.2 Temporal Correlation

A beneficial aspect of the independent operation of the MR and PET consoles is that there are no requirements on when of how the data are to be collected, which could for
instance allow for MR flow measurements to be performed during the injection of the tracer followed by the MR sequences necessary for deriving the PET attenuation map.

As the MR and PET systems are independent, they do not share a clock, and thus timing ambiguities are introduced into the data. In order to align the data temporally, a sample-and-hold circuit was designed and constructed using a monostable multivibrator (Texas Instruments SN7412N). Some MR sequences output a TTL pulse every time they repeat an RF pulse sequence (TR). This 5-volt pulse is narrower than the PET electronics can handle (10 μsec), so the circuit extends the signal. The TTL is then recorded in the PET list-mode data as a trigger.

The system was tested using a Ge-68 line source with an MR-visible phantom and a series of MR sequences (e.g. EPI, CLN) with varying TRs (e.g. 20 ms to 5 s). The number of expected triggers was consistently found to match the expected value given by the acquisition time divided by the TR.

To determine the actual time shift, first the acquisition time of each MR EPI sequence is decoded from the DICOM metadata along with the TR. The sequences are then organized into blocks representing the duration of the EPI sequence. The unique frequencies of the TRs are then stored and used to reject triggers in the PET data that do not correspond to EPI sequences. The frequency of a PET trigger is determined by the time of the successive trigger. If that period corresponds to one of the TR frequencies, that portion of PET data is tagged with that period and added to that block. Successive portions of PET data that share the same frequency are then grouped together to represent a sequence where the end of the sequence is when the frequency changes to a value outside a tolerance range (i.e. a trigger chain of TRs of 3 s with tolerance of 0.5 s would consider a successive trigger that occurred 3.5 s after the last to still be
part of the chain but would consider 3.6 s to be a new chain. If the TR frequency is different than the event before, a new block is started. All blocks are weighted equally. The temporal offset between the datasets is the value that maximizes the cross correlation between the signal chains. An example is shown in Figure 28.

![Figure 28 Multi-modal Temporal Alignment. The MR and PET computers do not share a clock which can introduce offsets when trying to correlate the data in post processing. By having the MR produce trigger pulses that can be written into the PET data this offset can be visualized and then corrected for by maximizing the cross-correlation of the “times” when the MR sends the pulses and when the PET camera receives the pulses. Cross-correlation is robust enough that features appearing exclusively in either the MR or the PET data are largely ignored in the estimation.](image)

In the absence of any MR triggers in the list-mode data it is possible to approximate the temporal alignment using any information that is present in both the MR and PET data. If the spatial offset between the MR and PET cameras is known, and the data are collected simultaneously, it is possible to use the position information to temporally align the data. Finding these spatially aligned images can be challenging, especially as the MR and the PET imaging frames are very different. However, extending this idea, it is possible to simplify this search by looking at the change in position between successive frames, i.e. the motion of the subject. How the motion profiles of the subject are estimated from the MR and PET data is
discussed later (Section 3.3.1), however by maximizing the information overlap between the datasets, the time offset can be approximated.

2.5 BrainPET Automated Data Processing and Image Reconstruction

Accurate reconstruction of PET images requires considerable knowledge of the associated physics and signal processing electronics. Prior to reconstruction, the state of the system must be known and deviations from normal system behavior must be detected and compensated for in the image reconstruction process. Several steps are involved in generating a PET volume. For instance, correction factors that account for variations in detector efficiencies and photon attenuation must be applied to obtain a first estimate of the radiotracer concentration, which is then used to estimate the scatter correction sinogram and, finally, generate the quantitatively accurate PET volume. Similarly, if data are stored in list-mode format, the temporal location of the data relative to the total time span of the file must be determined; if multiple list mode files are present where reconstructed images will span across multiple files, their relative times must be derived. To properly handle image generation for PET studies, where 1-150 individual images may need to be generated for a single subject, a substantial amount of automation is necessary.

In addition, the reconstructed PET and MR are not aligned by default already discussed. Similarly, different MR sequences may have different user specified imaging orientations resulting in MR images which are also not registered in space. While software co-registration algorithms (e.g. based on mutual-information) may be used to align different images, they may
lead to inaccurate registration and in some cases have very limited efficacy, especially when the two images have few similar features. A more reliable method is to apply the predetermined transformations to the volumes. Similarly, interpreting and applying the information stored in the image header associated with the metadata can be used to move an MR image back to its orientation in real space. These standard transformations must be applied correctly for both visualization and subsequent analysis and may be subject to change as the BrainPET is able to be removed and repositioned in the MRI. Having a unified tool for reconstruction, derivation of the offsets and associated operation state, and analysis can significantly simplify the generation of high-quality PET images.

2.5.1 Detection of Malfunctioning Detector Blocks

As previously mentioned, the BrainPET consists of 32 cassettes, each containing 6 blocks of 12×12 arrays of LSO crystals, which are each read out using 3×3 arrays of APDs. The relative orientation of the crystals and APDs, along with the estimated singles events in a representative a block can be found in Figure 29. Hardware problems with the APDs can introduce artifacts in the images and can affect the quantitation if they are not accounted for. The BrainPET does not have a hardware-based method of detecting APD failure and the individual APD levels are not written to the list-mode data so APD fidelity must be determined using software. The implemented method for checking the state of the detectors is performed by examining the delayed coincidence maps. The delayed coincidence maps (DCmaps) are an estimation of the singles events detected in each crystal. Using Anger logic, the crystal corresponding to where the photon was stopped is determined by comparing the electrical signal detected in each APD
and a lookup table. The lookup table is acquired using a uniform source and is part of regular maintenance, however hardware issues can affect APD gain between maintenance, which can in turn affect localization.

Symmetry is important for Anger logic, and in an ideal system the behavior of each APD would be similar. If the APDs of the block have similar performance and the block is irradiated uniformly, there should be four lines of symmetry in the detector, a horizontal line that bisects the array, a vertical line, and two diagonals (shown in Figure 29 on the right). An example of a uniform DCmap where all of the detectors are behaving properly can be found in Figure 30. The image is scaled relative to the crystal with the maximum count. The figure is organized such that the row refers to the axial position, with 0 being closest to the torso of the subject when placed in the head-first position, and the column represents the each axially oriented cassette with cassette 0 as the one furthest from the ground. The block is referred to using a column:row notation so 16:0 is the block in the cassette closes to the floor and is located closes to the patient torso.
The most common issue with the APDs arises from changes in their gain. If the gain is set too high, it will amplify the signal from low energy photons and mistake them for potential coincident event photons leading to an increased countrate in that block. Alternatively, if the gain is too low, it will distort the flood histogram by biasing all the events in that block away from that crystal, rendering the LORs passing through the block unusable. Similarly, if there are any significant changes in the gain of a photodetector’s APD, then it will no longer be accurately characterized by the normalization sinogram. An example where the gain on detector 23:0 is inappropriately high can be found in Figure 31. If a block fails prior to a scan then it can be deactivated and imaging and reconstruction are not significantly influenced. However, if the block malfunctions while a scan is being performed then it must be addressed in the reconstruction or artifacts will appear in the resulting images. If a block is marked as malfunctioning, then it is ignored during the reconstruction, wherein all events that would be assigned to LORs that intersect the crystals of the block are discarded. Similarly the normalization sinograms used for the reconstruction are also modified to remove the LORs associated with the block.
Whether or not a block is marked as malfunctioning is determined from the cumulative DCmap of the scan. As middle-edge APDs defects do not have significant effects on the block count rate (shown in Figure 32), they are ignored, reducing the system to four sensors. To determine the fidelity of the corner detectors, the block is separated into two sets of two triangles by dividing the detector along the diagonal and two sets of rectangles (size regions in total). As a first pass, the mean of each block is detected, and any mean that is found to be lower than a percentage of the global mean (set to 15% for the BrainPET) is killed. Then, the relative deviation in the mean and standard deviation of each triangle or rectangle from the entire block’s mean and standard deviation are determined, and if one triangle’s relative change is found to be larger than a threshold (50%), the entire block is marked. This is performed by recording the block id (written in cassette:detector format to a file named dead_blocks.txt), and zeroing all sinogram bins containing those crystals by supplying it to the sinogram sorting function. Similarly, a new normalization sinogram is generated from the float-format LOR data corresponding to the normalization scan. The number of “live” blocks is used in the determination of dead-time correction.
2.5.2 Automated Bolus Arrival Time Determination

It is important in dynamic PET imaging to sample the TAC so that its shape can be accurately determined, i.e. where the change in the tracer distribution and activity is low, longer frames can be employed, and when the change is high, shorter frames are necessary. Typically short frames (as low as 1 second) are employed immediately after the tracer injection to accurately measure the dynamics of the system. As the PET camera is not synchronized with the injection, ambiguity can be introduced. Similarly, picking a consistent reference time for when the injection occurred can be challenging and difficult to reproduce, especially with hand-delivered bolus injections and variable catheter lengths.

There are a number of possible approaches to minimize the error introduced in timing. One approach is to include a number of very short frames that span the time when the tracer was believed to be injected. However, it is difficult to predict a time wherein all injections would have occurred. A more elegant approach is to determine the reference point directly from the data. When the PET data are recorded in list-mode format, it is possible to determine the number of true coincidence events for each second that the camera is active, referred to as the head-curve. It is possible for the operator to determine the reference time as the time when true counts begin to rise as the radiotracer enters the camera’s field of view. However,
determining that specific time can be difficult and may vary between users. The true coincidence rate is a combination of events arising from random self-activation of the LSO crystals, coincidence events due to scattered photons, and true, unscattered annihilation events. As the radiotracer is injected, most of the recorded events are either due to self-activation or scattered photons, with the proportion due to scattered photons growing as the radiotracer gets closer to the camera producing an increase in activity before the bolus enters the field of view.

2.5.2.1 Three-part Linear Piecewise Bolus Arrival Time Model

To resolve this problem, the radiotracer activity may be modeled using a piece-wise linear function that approximates the physical system, similar to the approach taken by Singh et al. [131]. The bolus can be modeled as a piece-wise function of three linear equations,

\[
f(x) = \begin{cases} 
    c & t < \tau \\
    m_1 \times (t - \tau) + c & \tau \leq t < \tau + \lambda \\
    m_2 \times (t - \lambda - \tau) + m_1 \times \lambda + c & t \geq \tau + \lambda 
\end{cases}
\]  

(2.9)

where \(c\) is the background counts, \(\tau\) is the bolus arrival time, \(\lambda\) is the time-to-peak, and the \(m\)s represent the slopes of the lines. To minimize the error that could be introduced to the fit by the exponential decay, only the first 300 seconds are included. Of all the studies evaluated, no study had more than 300 seconds between initialization of the PET camera and the arrival of the radiotracer bolus in the PET field of view.

The model is fit to the data using a least absolute residuals algorithm. The initial estimates of the fit parameters are determined from the data. The initial estimates [ranges] of the parameters are as follows:
• τ (bolus arrival time): Time corresponding to the peak count-rate [0, 300].
• λ (time-to-peak): 10 seconds [0, 300].
• c (background counts): minimum count-rate measured [0, max count rate].
• m₁ (rising slope): the slope corresponding going from the minimum count rate to the maximum in 10 seconds [negative of same but in one second rather than 10, positive of the same but in one second rather than 10].
• m₂ (post-injection slope): slope of the line connecting the peak count rate to the last count rate measured [same as m₁].

An example of the automated bolus arrival time detection model fit to an FDG bolus hand-injection can be found in Figure 33.

![Figure 33 Automated Bolus Arrival Time](image)

Figure 33 Automated Bolus Arrival Time. Result from a hand-bolus infusion of ~5 mCi FDG. Data is shown on a linear scale over the first 300 sec (left) and over the first 100 sec (right). The initial rise in activity is due to scatter events as the bolus moves towards the field of view.

The above model assumes that the rising edge of the bolus can be approximated as a line. While this may be true for a perfect hand injection, if the rate at which the bolus is delivered changes for any reason, this approximation may no longer be valid. An example of a nonuniform rate can be seen in Figure 34. In these cases the BAT is underestimated. This error can propagate into uncertainty in the kinetic parameters, especially those that are heavily influenced by early time points. Additionally, for short half-life tracers like \(^{15}\)O (half life=122.24 seconds), accurate timing is necessary.
Nonuniform injection. Poor bolus delivery or incomplete delivery prior to the saline flush can present as a nonuniform rise in the count rate. This in turn can lead to underestimation of the injection time in the three-part model.

### 2.5.2.2 Four-part Linear Piecewise Bolus Arrival Time Model

A generalized bolus arrival time model is also considered. The generalized equation includes an additional line segment. This additional segment allows the model to account for changes in the flow rate during the injection. In this case the function is given by

\[
f(x) = \begin{cases} 
    c & t < \tau \\
    m_1 \times (t - \tau) + c & \tau \leq t < \tau + b \\
    m_2 \times (t - \lambda - \tau) + m_1 \times \lambda + c & \tau + \lambda \leq t < \tau + \lambda + \gamma \\
    m_3 \times (t - \gamma - \lambda - \tau) + m_2 \times \gamma + m_1 \times \lambda + c & t \geq \tau + \lambda + \gamma 
\end{cases}
\]  

(2.10)

where the time to peak is now the sum of \(\lambda\) and \(\gamma\) parameters. As the additional degrees of freedom make the fitting more sensitive to the initial estimates, the fitting is done in two steps. First the data is fit with the simpler three-line model. The estimates for the parameters are then used to initialize the fitting of the four-line model. The boundaries of the variables are the same as they are for the 3-part model, while \(\gamma\) is allowed to vary between 0 and 300 and \(m_3\) is allowed to take any value. The 4-part model fit to the data from Figure 34 can be found in Figure 35.
Figure 35 Nonuniform injection fit with 4-part model. This is the same data as presented in Figure 34, however with a 4-part model. Note the improved correspondence with the trues data.

Additionally, the 4-part linear piecewise model better approximates the uniform bolus injection. An example of the 4-part model fit to a uniform bolus can be found in Figure 36.

2.5.2.3 Comparison of Three- and Four-part BAT Models

To compare the effect of using the 4-part BAT model versus the 3-part, a retrospective study was performed. Head-curves from 100 PET studies consisting of $^{11}$C-PBR, $^{18}$F-FDG, $^{18}$F-Fallypride, $^{64}$Cu, $^{11}$C-NNC112, $^{11}$C-Temozolomide, and $^{11}$C-Dipernorphrine datasets were processed and the two models were fit to determine the BAT. Both models returned the same
BAT in 62% of cases. The 4-part BAT was found to be later than the 3-point BAT in 34% of cases.

![Figure 37 Comparison of 4- and 3-part BAT models. Retrospective study of 100 patient studies where the BAT is compared using the 3-part linear piecewise model and 4-part model. Similar estimates were found for 62 of the studies. The 4-part BAT was found to be greater than the 3-part BAT in 34 cases.](image)

On the reconstruction computer, a Dell Precision T7600 (specifications can be found in 2.6) no significant change in the fit time was measured, with times of 0.94±0.22s and 1.53±0.23s for the 3-part and 4-part BAT algorithms, respectively. While the difference in estimation may be small, and will have minimal effects on long-lived, low extraction tracers like FDG, accurate timing has been shown to be important in $^{15}$O-water studies [132].

### 2.5.3 BrainPET Image Reconstruction

The automated reconstruction requires the list-mode data, their corresponding headers, and a study file that contains metadata for the study, referred to as the “Dose info” file. This file contains the activity in the syringe before and after injection, along with the corresponding measurement times so the values can be decay corrected to the same time to determine the
injected dose, as well as the approximate time of injection (Series Time) and the time the PET camera was initiated (Acquisition Time). If a single injection is performed (i.e. bolus, infusion, or bolus + infusion) after the PET scanner has been initiated then the Series and Acquisition times should be the same time, the time the camera was initiated. This time can be found in the corresponding list-mode file header. Also included in this file are subject data necessary for the calculation of SUVs (e.g. weight) and corrected SUVs (e.g. gender, height, blood glucose) as well as additional data (birth year, calibration date/time, blood pressure, pulse). Additionally, the automated reconstruction requires that the radioisotope is noted so the proper half-life and branching coefficient can be used, that the corresponding normalization file be selected, and that a framing scheme is selected (e.g. single 40-90 minute frame, dynamic framing, etc).

The automated reconstruction of the PET data relies on a heavily stereotyped folder organization and naming scheme. The parent folder in which all of the data are maintained and results are output is typically given a study/subject id. For a simple reconstruction two subfolders are necessary, PET, which contains the list-mode data and the dose info file, and MR_PET, which contains a folder with the attenuation maps (mu_maps). Additional folders at the same level of MR_PET and PET include: MR, which contains all the MR dicom data; CT, which contains any raw CT data that can be used for attenuation correction; and Blood, which contains the blood data.

When the reconstruction is initiated, the list-mode data are first concatenated into a single file with the addition of data corresponding to any missing time marks so a single list-mode file is generated that spans the entire imaging session (data formatting is explained in Section 2.1.1) and is stored in a subfolder of PET named Sum. The reconstruction is performed
using DOS executables, so batch files that contain the commands are then copied over. The selected framing information is also copied in the form of a text file. After the necessary files have been copied the entire list-mode file is converted into a LOR/DCmap file pair and the count rate information for the duration of the scan, referred to as the head-curve, is determined. The Block Detection algorithm is performed (Section 2.5.1) and the dead block information is stored in a file that is to be used throughout the reconstruction.

The deadtime correction, framing, and bolus-arrival-time are all determined from the head-curve, which has information relating to the prompts, delays, and singles rates. The difference between the prompts and delays yields the trues head-curve which is used to determine the BAT following the algorithm outlined in Section 2.5.2. The deadtime and true framing are calculated from the singles rates.

As mentioned in Section 2.2.3, time-varying framing can be used for the reconstruction of PET data allowing prescribed framing files to be saved and used for all subjects in a particular study, eliminating any bias introduced into the kinetic analysis from using different framing schemes and eliminating the potential for user error. With regards to dynamic imaging of data composed of multiple list-mode files with gaps between the files, the correction for missing data is done in the software. Based on the list-mode data headers and from counting the time marks in the list-mode files, the time that the scanner is active can be determined. Based on the list-mode data and the gray code corrected filler files that account for when the scanner was turned off, the elapsed time of the scan can be determined. A vector of the total time, referred to as the series duration, is composed where each position represents one second. If the scanner was active during a given second, the corresponding bin in the series duration is set to
1. If the scanner is off, the bin is set to 0. The framing of the data for a particular study is determined consecutively from the selected prescribed framing. Specifically, first the BAT (Section 2.5.2) is determined and a marker is moved to that position in the series duration. The first desired frame time is then selected. If the scanner was on for the entire length of time then the marker is moved to the new position further down the series time vector and the next desired frame time is selected. If the scanner was not on for the entire desired time, then the marker is moved to the position just prior to the break and a frame is generated from that data up to the point when the system was turned off. A frame is then generated that spans the duration of which the scanner was turned off and the marker is moved to the point before the scanner was turned on. To determine the frame time of the first frame after the break, the amount of time that has elapsed since the BAT is determined. Once that time is determined, the prescribed frames are added one after another until the sum of the prescribed frames is greater than or equal to the elapsed time. The next prescribed frame time in the list is then used and the list is continued from there. This means that if a subject left the scanner and returned at a point in the middle of what would have been a five minute frame had they not left and the next frame would be a 10 minute frame, a 10 minute frame would be started at the moment they returned to the scanner.
2.6 Integrated Tools for Advanced Automated PET Analysis

Figure 38 PET/MR Graphical User Interface. The Masamune graphical user interface is built using Matlab and can interface with MR and PET analytic tools in a stereotyped manner for standard users or can run via command line for advanced users.

2.6.1 Graphical User Interface for PET Reconstruction and PET/MR Analysis

The BrainPET GUI, Masamune, was implemented in Matlab along with Windows executables used for the reconstruction steps. The main interface panel, along with some of its associated functional screens can be found in Figure 38. The GUI allows users to: reconstruct both dynamic and static PET images in an automated manner, automatically perform advanced correction to the data (inter- and post-reconstruction motion correction, partial volume effect correction); convert files between different file types (e.g. NifTi, Analyze, DICOM) so that they
can be easily loaded into analysis software (e.g. PMOD, SPM, FreeSurfer); generate properly oriented attenuation maps from MR, PET, and CT images; and segment anatomical MR-images.

The GUI and associated reconstruction tools run on a Dell T7600 with 256 GB of RAM. Memory intensive and complex jobs are automatically sent to a high-performance computing cluster (HPCC) that consists of 127 nodes, each node with 8 CPUs and 56 GB of RAM and then returned to the workstation upon completion. All FreeSurfer based commands are run using the HPCC. Communication between the workstation and the HPCC is performed through Matlab using the ssh2 toolbox [133].

2.6.2 Region of Interest Labeling

A common practice in the analysis of PET data is to group voxels in an image that are believed to behave similarly or belong to the same anatomic structure. By pooling the data into ROIs it is possible to determine the mean activity as well as estimate the standard deviation in that region. In ROIs where the variance is low (e.g. are homogeneous in their uptake), the estimated mean intensity will be a less biased estimation of the true tracer distribution. Similarly, the calculated standard deviation can be used as a set of weights for kinetic analysis and fitting models to the data.

Typically, under the postulate that form follows function, anatomical ROIs are used for PET analysis. Anatomical segmentation of PET data can be difficult as different structures may appear similar; however, segmentation of T1-weighted MRI is common practice. While MR images can be segmented by hand, this task typically requires a trained neuroanatomist, is very time consuming, and may have a high degree of variability. In an effort to address these issues,
a number of automated methods have arisen to automatically label regions of the brain. These automated methods can be divided into three basic algorithms [134]:

1. Expert knowledge-driven methods that utilize a priori information such as shape, location of structures, population-based statistical thresholds, etc. to determine the classification of each point in space.
2. Probabilistic-based atlas segmentation methods that rely on \textit{a posteriori} probability maximization for labeling each point in space.
3. Deformable template based methods which attempt to register a subject to a template image that corresponds to a predetermined atlas.

Masamune uses two different algorithms, FreeSurfer and SPM8, to automatically derive anatomical labels, both of which relying on the T1-weighted MPRAGE MR image.

In addition to using ROIs to define mean activities for regions, they can be used to correct for partial volume effects (Section 3.2) and restrict smoothing to within a tissue class (Section 2.6.4).
2.6.2.1 FreeSurfer-Based

Figure 39 FreeSurfer-derived ROIs. FreeSurfer is capable of automatically segmenting cortical and subcortical structures from an MPRAGE image. Here the labels are shown on a subject-specific 3D representation of the cortex (left) as well as a spherical projection of the brain (middle). Additionally FreeSurfer allows for user-defined ROIs, here shown on an inflated brain (right).

Non-rigid body transformation of the data to an atlas image requires degradation of the spatial resolution of the image which may in turn introduce bias into the analysis. FreeSurfer generates subject specific anatomic segmentation of the brain using high-resolution T1-weighted MPRAGE images [135], which can produce subject specific ROIs for TAC analysis (Figure 39). Similarly FreeSurfer allows for cross subject registration by inflating the subject-specific cortical parcellation and mapping the inflated brain to a normalized space, which provides better inter-subject mapping than Talairach [136]. As the MR and the PET data are collected simultaneously in time and space, the transformations applied to the MPRAGE image can be directly applied to the PET image without the need of external coregistration algorithms, allowing for improved analysis of PET tracers which do not provide significant anatomical detail.

The FreeSurfer segmentation pipeline begins by converting the MPRAGE image into a 256×256×256 matrix with an isotropic resolution of 1 mm and is realigned to a standard Talairach brain and resliced into a coronal format [137]. All subsequent volumes share the resolution, orientation, and voxel size of this image, which typically differs from the original
image. Subsequent to the registration an intensity normalization and bias-correction is performed through a seed-based approach using the white matter [138]. Subsequently the skull and surrounding soft-tissue structures are removed from the image [139] and the white matter and gray/white matter boundaries are determined [137]. The resulting surfaces are then corrected for topological differences [140], used to determine the pial surface [141], and finally used to segment cortical and subcortical anatomical regions of interest [135, 142-144]. The cortical segmentation is performed using a surface based approach by inflating the brain [145]. The surface-based labels are then propagated along the rays used to convert the cortical ribbon into a surface generating a 3D cortical label that can be combined with the subcortical labels.

For application to the PET data the resulting labels must first be reoriented such that they correspond to the anatomical locations in the original input dataset. The labels are then reoriented such that they correspond to the anatomical locations of the structures in the MPRAGE image which is aligned to the PET data. This is performed either through registration of the MPRAGE image with the corresponding skull-stripped brain that is aligned to the labels and copying the orientation metadata to the header of the labels file or by applying the transforms used to reorient the original MPRAGE image to the PET data if it is available. Once the labels have been moved such that they are spatially aligned to the PET data, they must be resliced and interpolated such that they share the same dimensions. The reslicing and interpolation is performed using SPM and the resulting images are interpolated with a nearest-neighbor interpolation scheme to a 256×256×153 matrix with an isotropic resolution of 1.25 mm. Once interpolated, voxel indices of the two images correspond to the same locations in
space and the labels file can be used to construct a look-up table relating voxel locations to anatomical regions. The FreeSurfer segmentations are stored in the \textit{MR\_PET\_ROIs\_FreeSurfer} folder.

Care should be taken with the interpretation and application of the results of any automatic segmentation algorithms. This is especially important with FreeSurfer because unlike other software packages (e.g. New Segment tool in SPM) that provide probability of tissue class (bone, air, soft tissue, cerebro-spinal fluid, gray matter, white matter), FreeSurfer segments specific regions. While this can be useful in determining the overall volumetric and morphologic change in a structure over time, if the specific region contains functionally distinct regions then it can introduce bias in ROI measurements if it is assumed to contain only a single functional region \cite{146, 147}. This has been reported for the Thalamus ROI, where the definition extends into the lateral thalamic nuclei and thus may contain a contribution from white matter as well as grey matter \cite{146}.

### 2.6.2.2 SPM-Based

The SPM8-based method relies on an intensity image and a corresponding labeled atlas. The intensity image, or template, must be registered to an intensity image of the subject (typically an MPRAGE). Once the transformation between the template and the subject is known, it can be applied to the accompanying atlas. The Montreal Neurological Institute MNI-ICBM152 template is used in SPM \cite{148-150}. Anatomic atlases corresponding to the Automated Anatomical Labeling \cite{151} and Brodmann areas \cite{152} are also available. Recently, higher resolution MNI templates have been produced with nonlinear registration methods which can
improve registration between the subject and template [153]; however, atlases corresponding to these improved templates have not yet been produced. The linear and nonlinear MNI152 templates can be found in Figure 40.

Figure 40 SPM-derived ROIs. Linear MNI152 template (A) shows less anatomical detail than the “6th generation” nonlinear MNI152 template (B). Subject specific and grey matter limited ROIs derived from the Automated Anatomical Labeling atlas (C) and Brodmann Atlas (D) corresponding to the linear MNI152 template. The subject-specific ROIs are derived through nonrigid registration of the anatomical MRI the stereotactic MNI152 reference.

Generation of the subject-specific ROIs is derived thusly: First the T1-weighted MEMPRAGE MR image is registered to the MNI152 template using SPM8’s New Segment tool which is a unified nonlinear registration, intensity-bias correction, and tissue segmentation algorithm [154]. The transformations corresponding to the nonlinear registration between subject and template is then saved and the inverse transformation is applied to the atlas, mapping it to the subject image. A nearest-neighbor interpolation is used when applying the inverse transformation to preserve the labels. Due to the low-resolution of the template, the labels typically include varying portions of white matter. To remove white matter voxels from
the subject-specific ROIs and to confine the ROIs to grey matter, the subject’s segmentation probability maps are used. Any voxel that has a white matter probability of greater than 50% is assigned to white matter and similarly for CSF. This produces a grey-matter-limited set of ROIs that can be combined with the CSF and white matter ROIs. The subject-specific AAL and Brodmann ROIs for a representative subject can be found in Figure 40.

To determine the impact of restricting MNI derived cortical labels to subject-specific grey matter regions for ROI analysis, the AAL and Brodmann ROIs with and without gray-matter restriction were determined for ten healthy controls. The size of each ROI was determined before and after gray matter correction and the relative size was calculated. A bar plot of the mean gray matter contribution for each of the segmented Brodmann Areas can be found in Figure 41. The mean gray matter fraction across all ROIs for the four subjects was calculated to be 53.51%±10.98% [21.05%-74.49%] for the Brodmann ROIs and 55.70%±15.03% [4.78%-86.34%] for the AAL ROIs.

![Figure 41 Mean Gray Matter Contribution to Brodmann Atlas](image)

The minimal grey matter overlap in the AAL atlas was observed in the posterior cingulum (32.81%±4.42%), pallidum (6.77%±1.57%), cerebelum X (22.17%±4.94%), and vermis X (11.97%±4.28%). A low gray matter fraction is expected in the cingulum as it is a white matter structure. Similarly, it has been shown that the SPM registration has a low reliability with
regards to nonrigid registration to the cerebellum [155-157]. These low grey matter fractions of the ROIs corresponding to grey matter structures demonstrate that there is significant white-matter contribution (nearly 50%) to the uncorrected Brodmann and AAL ROI sets and care should be taken in interpreting the ROI estimates.

In addition to the Brodmann and AAL ROI sets, other whole brain ROI sets are available, including the Eickhoff-Zilles [158], Talariach Daemon [159], Harvard-Oxford [142], CC200 and CC400 [160], as well as region specific atlases like the probabilistic Choi2012 atlas of the caudate and putamen, a subsegmentation of the Thalamus, and a probabilistic atlas of the Cerebellum. The SPM8-based segmentations are stored in MR_PET>ROIs>SPM.

### 2.6.3 Intensity Normalization

Another application of the anatomical ROIs is masking and global normalization of the data. While semi-quantitative units like SUVs attempt to normalize subjects across body types and injected dose, they do not account for changes in blood flow, baseline metabolism, and/or binding. Intra- and intersubject variability in the case of longitudinal studies can affect the results of group analysis. Intensity normalization is commonly performed to account for these effects, whereby the images are scaled by a constant value specific to each image that give enforce the mean within a ROI (e.g. the whole brain) to be identical across images. An example of two subjects before and after intensity normalization is shown in Figure 42. To perform the normalization the average FDG uptake was calculated over the entire brain as defined by a binary mask and each voxel in the image was divided by the calculated value.
Figure 42 ROI-based Intensity Normalization. The 40 to 60 minute FDG-PET images of two subjects before (left) and after (right) intensity normalization. Subjects were normalized to a whole brain mask. Subjects are normalized to MNI space allowing identical planes to be shown in both subjects.

The choice of region varies by tracer and convention, however typical regions that are used to normalize FDG data include global gray matter, the cerebellum, and whole brain [161]. With normalization to whole brain there is a debate over using a mask that includes the ventricles, or limiting the estimation to solid tissue regions of the brain. Including the CSF regions contained in the brain would lower the average as they are fluid filled and typically cold.

To determine the effect of including CSF-filled structures would have on the normalization scaling factor, a retrospective analysis was performed on 58 subjects who underwent FDG imaging following transmagnetic cranial stimulation. The PET images were reconstructed from the data acquired 40-60 minutes post injection and an MPRAGE image obtained simultaneously was aligned to the PET image. The FreeSurfer derived labels were also aligned to the MPRAGE, resliced to the spatial resolution of the PET image and interpolated using nearest-neighbor interpolation. Once the labels have the same dimensions and spatial resolution as the PET image, the mean of a region was calculated as the mean of the PET voxels that corresponded to the label tag in the label image. The mean was determined for three regions, the whole brain including regions of CSF (any label greater than zero), the whole brain
without the CSF structures, and the cerebellum (regions corresponding to cerebellar white and gray matter). The results can be found in Figure 43.

![ROI-driven FDG-Intensity Normalization Across Subjects](chart.png)

Figure 43 ROI-driven FDG-Intensity Normalization Across Subjects. Whole Brain estimates are plotted as circles to demonstrate the similarity between Whole Brain estimates and the Whole Brain estimates that included internal CSF structures like the ventricles. Cerebellum and injected dose are shown for reference.

There was such significant overlap between the whole brain and whole brain + CSF estimates that it was necessary to represent the whole brain estimates with a marker rather than a line. The whole brain value was consistently greater than the whole brain + CSF value with a relative difference of -0.55%±0.41%. Based on these results, there is minimal bias in taking the entire FreeSurfer derived brain as a volume to use for intensity normalization of static FDG-PET data. It is important when selecting a region used for intensity normalization that the region be stable across groups, unaffected by the process being studied, and not strongly affected by external stimuli [162].

### 2.6.4 Surface-based Smoothing

A common application of simultaneous PET/MR imaging of the brain is exploratory analysis over the whole brain [163-166]. Exploratory analysis may either be performed on a voxel- or ROI-basis with the goal of defining a statistical or parametric map. While each method...
is sensitive to different effects, they are both improved by a reduction in the local variance within the activation region. Typically this reduction in variance is achieved by smoothing the data with a Gaussian function. Whether performed on the entire volume as a 3D volumetric smoothing or slice by slice as a 2D planar smoothing function, conventional volumetric smoothing mixes tissue classes (e.g. CSF, white matter, grey matter, bone) that may have different radiotracer distributions which can lead to bias in the images, especially at the interface of tissues with different radiotracer distributions (e.g. bone and gray matter).

Additionally, due to the folded structure of the brain, cortical regions that have disparate functional and anatomic origins may be located near one another and thus lead to a mixing of signals due to their proximity.

An alternative approach to volumetric smoothing is to separate tissues in to their respective classes and smooth across classes. While this removes the effects of mixing between the classes, spatially localized regions on the cortical ribbon may still contribute to one another. To further reduce the error introduced by smoothing along the cortical ribbon, surface based smoothing techniques have been developed where values are mapped onto vertices of the inflated polygon mesh-model of the cortical surface and neighboring vertices are averaged together [167, 168]. A number of studies have performed surface-based smoothing on PET data using FreeSurfer [169-173]. While these methods have demonstrated a reduction in bias and variance in the kinetic parameters of the data, they have not been used for the more routine application to semi-quantitative imaging or applied to subcortical structures.

The combined surface/volumetric-based smoothing begins with the independent reconstruction of the PET data and FreeSurfer driven segmentation of the anatomical MPRAGE
MRI data. The previous instances of surface-based smoothing have utilized sequentially collected MR and PET data requiring coregistration. While a registration scheme such as the boundary-based registration (BBR) [174] has shown accuracy with the registration of MR and PET data, it requires the cortical surface be visible in the PET dataset, limiting its application to tracers where the boundary can be delineated and to frames of a sufficiently long duration. In a simultaneous PET/MR system where both data are acquired simultaneously there is no need for software-based coregistration. Furthermore, the effects of mismatch from dynamic imaging where there may be motion either before or after the MPRAGE is acquired can be reduced with the application of motion correction schemes in the PET reconstruction (Section 3.3).

In the case of PET motion correction, the transformation between the original orientation of the MPRAGE data (as read from the DICOM) and the motion corrected position is saved. If the MPRAGE was only corrected for the offset between the MR and PET isocenters, as would be valid for an animal with a headpost or if the subject was fixed in the scanner by some alternative mechanical means, then the transformation would be recalled from the most recent offset measurement. The last possibility would be an unknown orientation in which case the original MPRAGE is registered to the MPRAGE registered with the PET using software coregistration and the transformation is saved. The reconstructed PET data is then converted to a NifTi format and the inverse of the transformation is applied, and the left-right flip is applied, moving the PET into registration with the original MPRAGE.

The combined surface/volume smoothing implementation requires that the FreeSurfer parcellation was performed on MR data that had the same spatial and slice orientation as the original DICOM. This is necessary because, as previously mentioned, an early step of FreeSurfer
is to reorient the data. If the original orientations were used in the parcellation then the transformations, which are saved in FreeSurfer, were used and the PET data can be mapped to the FreeSurfer volumes. Once in alignment with the FreeSurfer volumes the transformations which convert the cortical ribbon volume to the surface are applied to the data with the vertex volume defined as the mean active through the particular ray orthogonal to the surfaces of the ribbon sampled in step sizes of 1% of the total ray length.

In parallel with the surface-based smoothing, a volumetric based smoothing is performed on the noncortical ribbon data.

2.6.5 Image Reconstruction and Analysis Workflow

The workflow for the automated reconstruction and analysis is shown in Figure 44. The reconstruction of PET data can be organized thusly:

1. **Organize Data**: As the MR and PET consoles are separate, the data are stored on different machines. The data must be moved to a location where both are accessible to the reconstruction code. The use of a stereotyped folder structure and file format allows for the reconstruction to remain predominantly automated. Additionally, other relevant information, e.g. FreeSurfer derived anatomical labels, can be organized for their subsequent application for PET data correction.

2. **Estimate the Subject Motion**: Patient motion is unavoidable for dynamic imaging and can still be significant for static images depending on their duration. Estimating the motion allows for subsequent correction of the PET data and fills in the sinograms, both of which improve the effective contrast in the image.

3. **Prepare Necessary files for PET Data Processing**: PET data processing requires information regarding the attenuating material in the field of view, which includes the subject and any MR hardware. Similarly the state of the detector and information related to the quantification of the scanner must be determined for accurate PET quantification.

4. **Select Reconstruction Parameters**: Information regarding the framing of the data, tracer type, and study design are necessary for the accurate reconstruction and correction of the data. Additionally the format of the data (e.g. SUVs, Bq/ml, etc.) must be selected in accordance with the analysis goals.
5. **Reconstruct Data.**

6. **Post-process PET Data:** Post processing includes correction for partial volume effects, smoothing the data (surface/volumetric or volumetric), and the additional reconstruction of PET data allowing for the derivation of the PET radiotracer input function.

7. **Export of PET Data:** Many PET analytic software packages have strict requirements on the format of the data (e.g. image format, list delimiters, etc.). The data, and the relevant metadata, must be properly formatted to the specific needs of the software in an automated fashion to the specifics of the software to minimize the chance of user error.

8. **Analyze PET Data.**

Initially the MR data are sorted into folders corresponding to the sequence and individual scan order. Motion estimation algorithms are then applied to the MR data (explained in Section 3.3.1) to estimate the head displacements over the duration of the scan relative to the position at the bolus arrival time and to align the MPRAGE MR image to that reference frame. When MR-based motion estimates are unavailable, the estimates are derived from the PET data. The motion-corrected MPRAGE (and associated MR data) may then be used to generate mu maps for the PET reconstruction. The Time-of-Flight MRA is then aligned to the motion-corrected MPRAGE image and an arterial mask is derived for the derivation of the PET radiotracer input function using an image based technique (IDIF) and the complementary frame-based PET reconstruction method (Section 4.3). Motion-corrected dynamic PET images can then be reconstructed and combined surface and volumetric smoothing can be performed on the data. The smoothed PET images can then be used with the IDIF to generate parametric images.
2.6.6 Blood-based PET Radiotracer Arterial Input Function (AIF) Estimation

Situations arise where the acquisition of the PET radiotracer input function is necessary:

- studies where kinetic parameters are of interest, requiring full compartmental kinetic modeling;
- studies where the injection cannot be performed inside the scanner because an additional activity must be performed, e.g., transcranial magnetic stimulation;
- studies where the blood must be further processed, e.g., metabolite analysis and correction; and
- studies directed at the validation of a new radiotracer. In these situations the radiotracer input function is typically determined from serial measurements from the blood. Typically the blood is drawn by hand via an indwelling arterial or venous catheter and the activity is determined using an automatic gamma counter (PerkinElmer). The analysis of the gamma counter results to produce a
radiotracer input function requires a number of steps and corrections (e.g. detector calibration factor, decay correction, background subtraction) making it prone to user error. To standardize and optimize the processing of the blood data an automated pipeline was constructed.

The gamma counter uses cassettes that have a capacity of 10 sample tubes and writes the output to a text file. To assist with the analysis, the user must provide necessary information for the analysis including the type (e.g. arterial whole-blood, venous plasma), collection time, and volume of each sample into a template file. The first step of the processing is to convert the measured sample activities to Bq/ml that have been decay corrected to the time-of-injection. To simplify the time keeping and to minimize errors and ambiguity in the temporal offset of the input function, the time of injection is determined automatically by estimating the bolus arrival time (Section 2.5.2) from the list-mode data of the PET data. If metabolite correction is necessary, the metabolite analysis is also performed. The arterial sampling is not continuous and the frequency of sampling may change throughout the duration (e.g. 10 second samples for the first two minutes, followed by 5 samples every one minute, then samples at twenty, fourty-five, sixty, and ninety minutes post-injection), requiring interpolation of the data. The most basic form of interpolation used is linear interpolation. However, linear interpolation of the data is sensitive to noise in the measurements. To address this issue, the input function and metabolite curves are fit with functions to provide smooth, continuous estimates. The bolus radiotracer injection is modeled using a piece-wise linear and three-exponential functions.
\[
f(t) = \begin{cases} 
0 & t < \tau_s \\
A_1(t - \tau_s) & \tau_s \leq t < \tau_p \\
(A_1 \tau_s - A_2 - A_3)e^{-\lambda_1(t-\tau_p)} + A_2 e^{-\lambda_2(t-\tau_p)} + A_3 e^{-\lambda_3(t-\tau_p)} & t \geq \tau_p 
\end{cases} 
\] (2.11)

where \(A_s\) are the amplitudes, \(\lambda_s\) are the decay constants, \(\tau_s\) is the bolus arrival time, and \(\tau_p\) is the peak time. Additionally, for fast bolus injections the model presented by Feng et al. is also implemented [175],

\[
f(t) = \begin{cases} 
0 & t < \tau \\
(A_1(t - \tau) - A_2 - A_3)e^{-\lambda_1(t-\tau)} + A_2 e^{-\lambda_2(t-\tau)} + A_3 e^{-\lambda_3(t-\tau)} & t \geq \tau 
\end{cases} 
\] (2.12)

where the initial estimates of the parameters are performed using a three-stage procedure [176].

Manual sampling by hand may prove time consuming, prone to errors, and unnecessarily subject study staff to additional radiation. As an alternative an MR-compatible automated blood sampler was built following the work of Breuer et al. [177].
Chapter 3 MR-BASED METHODS FOR ADDRESSING SPECIFIC CHALLENGES TO PET QUANTIFICATION IN PET/MR

3.1 Attenuation Correction

As explained in Section 1.1.2.1, estimation and correction of the attenuation is vital for accurate PET quantification as it not only impacts the data by accounting for absorbed or scattered photons, but it is also used in the modeling of the scatter correction and can directly impact the contrasts of an image. As the BrainPET does not have a transmission source, the map of linear attenuation coefficients (LACs), or mu map, must be acquired separately (e.g. CT scan) or derived from the MR and/or PET data, all options supported by Masamune. Examples of mu maps generated using the currently implemented methods described below can be found in Figure 45 for a representative subject.
3.1.1 Head Attenuation Map Estimation

3.1.1.1 Single Tissue Model-based

The simplest method for estimating the head mu map is to fit an ellipse to the brain and/or head and assign a single linear attenuation coefficient (e.g. corresponding to soft tissue) to all the pixels inside the ellipse. The fitting could be performed manually on reconstructed uncorrected images [178, 179] or through the use of automated algorithms that estimate the contour of the head from the sinogram data [180, 181]. While sinogram based methods were less prone to subjective bias and considerably faster than manual slice-by-slice registration of ellipses, they also made the assumption that the emitting object was well approximated by an ellipse.

PET image quality has significantly improved with the advent of higher resolution full 3D PET acquisition without septa and iterative reconstruction methods. Similarly improved CPU
performance allows for real time processing. Rather than assuming an elliptical shape for the head or relying on the sinogram data, the uncorrected PET image can be used to generate the mu map using a series of morphologic functions. The accuracy of the PET image derived mu map may depend on numerous parameters, including the radiotracer, frame duration, and shape of the object being imaged, typically requiring manual intervention and optimization. To simplify this process we have constructed an interactive GUI that relies on morphological functions to generate a single tissue model-based mu map from an image in real time (Figure 46). This method has been used for animal studies performed on the BrainPET [164, 165, 182]. Since the skull of the small animals (e.g. rat, rabbit) is thin, the bias introduced by ignoring the bone is small when using this method. Similarly, this method is favorable in nonhuman primate imaging as no atlas or MR-based methods have been implemented.

Figure 46 PET-based Attenuation Correction GUI
3.1.1.2 CT-based

Similar to PET, the contrast in CT is influenced by properties of the electron density of the object; however, unlike PET, in CT the penetrating photons do not come from within the body, but rather from an extracorporeal source that is rotated around the object. CT contrast is directly related to the attenuation properties of the tissues in the field of view for photons in the 40-140 keV energy range. Unlike CT, which has a range of photon energies, the photons in PET are nearly monochromatic with an energy of 511 keV. The attenuation properties of materials change at different energies so a transformation must be applied to the CT values to convert them to the linear attenuation coefficients for 511 keV photons. This scaling can be performed using a bilinear approach where the CT values below a certain threshold are scaled with one constant, while another constant is used for the values that exceed the threshold [12, 183].

For the generation of a CT-based mu map for use with the BrainPET, first the CT values are scaled to 511 keV. As the thresholds and linear scaling factors vary with beam energy and manufacturer, a lookup table of equations based on the experimentally determined values for the Siemens [184] and GE scanners [185] are used for the BrainPET. The original CT image is then registered to the subject’s MPRAGE using a 12 degree of freedom affine transformation as determined by SPM8’s normalized mutual information coregistration algorithm. The affine transformation is then applied to the scaled mu map. Finally, the repositioned scaled mu map is resliced to match the dimensions of a PET image, a $256 \times 256 \times 153$ array with an isotropic voxel size of 1.25 mm, and the mu map of the MR hardware is added to the image.
3.1.1.3 Advanced MR-based Methods

Unlike CT, MR measures aspects of the proton density rather than electron density. As a result, MR cannot directly measure the attenuation properties of an object and its attenuation map must be estimated by indirect means. MR-based attenuation correction (MR-AC) techniques can be divided into two broad categories: segmentation-based techniques, which attempt to classify a voxel as a tissue type (e.g. bone, air, fat, soft tissue, etc) based on a single or a set of MR images and then assign it a linear attenuation coefficient based on its tissue class; and atlas-based techniques, which attempt to register a predefined template to morphologic MR images of the subject. As both categories have their drawbacks, hybrid methods that include aspects of both techniques also exist. The approaches developed for the BrainPET include a direct segmentation-based method based on the signal intensities from a pair of MR images (Section 3.1.1.3.1), a hybrid approach that segments the tissue based on an *a priori* anatomical atlas and the MR signal intensities (Section 3.1.1.3.2), and a direct atlas based technique where the subject-specific mu map is created through nonrigid registration of an population-based atlas to the subject (Section 3.1.1.3.3).

3.1.1.3.1 Ultra-Short Echo Time MR-based Methods

One of the most straightforward methods to derive the attenuation map of an object using MR is to simply segment the object into tissue classes and then assign an average linear attenuation coefficient to each tissue class. This presents a challenge in traditional MR imaging as the intensity of the signal is based on the hydrogen nucleus and cortical bone is mostly composed of atoms with higher atomic numbers like calcium leading to lower signal intensities.
and shorter transverse relaxation times compared to soft tissues. This low contrast makes
distinguishing air from bone, respectively the lowest and highest attenuating tissues in the
head, quite challenging.

One method to address this challenge is with the use of ultra-short echo time (UTE)
sequences which are capable of imaging tissues with short transverse relaxation times. If the
MR signal intensity at a point in space is given by \( I_0 \) at time 0, the intensity at the echo time (TE)
is given by

\[
I = I_0 e^{-\frac{TE}{T_2}} \tag{3.1}
\]

where \( T_2 \) is the transverse relaxation time. Thus given a pair or more images with different TEs,
bone and air can be segmented. Keereman et al. performed this segmentation using
empirically derived thresholds on the relaxivity maps (R2), given by

\[
R_2 = \frac{\ln I_1 - \ln I_2}{TE_1 - TE_2} \tag{3.2}
\]

where the subscripts one and two represent a short and longer echo time, respectively [21]. An
alternative approach is to generate two sets of images with two empirically defined thresholds,
one where bone is enhanced and one where air can be extracted, leaving all remaining voxels
as soft tissue. To accomplish this with two UTE images, the bone enhancing (B) image can be
generated as

\[
B = \frac{I_1 - I_2}{I_2^2} \tag{3.3}
\]

And the air image (A) as

\[
A = \frac{I_1 + I_2}{I_1^2} \tag{3.4}
\]
For the BrainPET a dual echo UTE sequence was implemented with echo times of 0.07 and 2.46 ms. Linear attenuation coefficients of bone and tissue were set to 0.151 cm\(^{-1}\) and 0.096 cm\(^{-1}\), respectively \[186\]. While PET images generated with a UTE-derived mu map were shown to agree with those generated using a scaled CT, the misclassification of voxels within the brain was apparent and the thickness of the skull was grossly underestimated. These errors were in part due to spatial distortions between the two UTE echoes and were most prominent at the boundaries between tissues, e.g. tissue/cerebrospinal fluid. Similarly, coil sensitivity was not the same across the images leading to significant hotspots which occasionally introduced bone on the outside of the head. The use of non-rigid registration and intensity bias-field removal could potential mitigate these problems.

3.1.1.3.2 Probabilistic and Atlas-based Methods

A common artifact in UTE-based mu maps is voxels in the brain being misclassified as bone or air. In fact one major shortcoming of the purely data driven segmentation methods is that they do not include \textit{a priori} knowledge of the shape or structure of the head. To address this issue and to improve the segmented mu maps, a probabilistic atlas-based segmentation approach was implemented \[122\].

The probabilistic-atlas classifies a voxel as air (0 cm\(^{-1}\)), tissue (0.096 cm\(^{-1}\)), or bone (0.151 cm\(^{-1}\)) based on image intensity and position information. The position and intensity information is derived from a set of MR images, an MPRAGE and two UTE images (with echo times equivalent to those in Section 3.1.1.3.1). The spatial-priors atlas portion, which provides the \textit{a priori} position information was generated from a set of CT and MPRAGE images. The CT images were first registered to the MR images using a 6 DOF mutual information coregistration.
algorithm. Next the corresponding MR images were registered to the MNI152 T1 template using a 12 DOF coregistration and the resulting deformation field was applied to the CT data. The transformed CTs were then segmented and the probabilistic-atlas was determined by binarizing the labels and normalizing the occurrences of a tissue class at a given voxel location by the total number of datasets used to generate the atlas. The intensity portion of the atlas was determined by training a classifier on the 3D histogram of the MR images. The UTE images were moved to the MNI152 space similar to the CT. The A and B images were derived from the two UTE images, providing each location in space with three intensity values \((I_{\text{MPRAGE}}, I_A, I_B)\) which determined a histogram bin. Using the MNI registered segmented CT, the tissue class label, \(L_m\) could be determined and the intensity-based probability space mapped.

The mu map using the probabilistic atlas requires the acquisition of two UTE echos and an MPRAGE for the subject. The data are registered to the atlas and the probability of each tissue is given by

\[
P(L_m \mid I_{\text{MPRAGE}}, I_A, I_B) = \frac{P(I_{\text{MPRAGE}}, I_A, I_B \mid L_m)P(L_m \mid X_n)}{\sum_{m} P(I_{\text{MPRAGE}}, I_A, I_B \mid L_m)P(L_m \mid X_n)}
\]

(3.5)

Where \(X_n\) is the voxel location, \(P(L_m \mid X_n)\) is the tissue class probability calculated from the spatial-priors atlas for the voxel, and \(P(L_m \mid I_{\text{MPRAGE}}, I_A, I_B)\) is the probability calculated from the intensities.

While the probabilistic-atlas showed better results compared to the UTE-based method with regard to skull thickness and the misclassification of voxels inside the brain, it is still limited to segmented tissue classes.
3.1.1.3.3 *Pseudo-CT-based Methods*

The template-based approach was first suggested by Kops *et al.* [24]. In their method, a nonlinear spatial normalization algorithm was used to register MR and PET transmission images to their respective templates independently to generate a T1-atlas and the corresponding transmission atlas. The T1-atlas was then registered to the specific subject’s T1 images and the transformation was applied to the transmission atlas to generate the subject specific mu map. The correlation between the atlas-based subject specific transmission data and the measured transmission data was improved upon by Malone *et al.* by first coregistering the transmission images to the T1 images, determining the transformations for only the T1 images, and then applying the same transformation to the transmission images to generate the atlas [187].

We developed an improved method for generating the mu map from an MPRAGE volume using SPM and FreeSurfer. Briefly, a unified segmentation/spatial normalization approach is performed on an MPRAGE image to create probability maps of tissue classes (bone, air, noncerebral soft matter, gray matter, and white matter) from the MR image. To improve the segmentation and registration, the intensity bias field was removed from the MRPAGE image using FreeSurfer. The segmented probability maps can then be used for a more accurate registration between a subject and an atlas.

An atlas was generated from the images of 15 glioblastoma patients by registering the tissue probability maps to a common space using DARTEL, a fast diffeomorphic image registration algorithm [188]. The transformations mapping the individual atlas subject was then applied to the scaled CT image to create an average mu map. To generate a subject specific mu map, first the individual subject tissue probability maps are registered to the atlas of tissue
probability maps using DARTEL to derive the nonrigid transformation. The inverse transformation is then applied to the atlas mu map to generate a subject specific mu map.

This method generates continuous valued mu maps using only the MPRAGE image which is acquired for anatomic localization as well as for use with FreeSurfer. The major drawback to this method is that it presupposes the subject has an anatomy that is well represented by the atlas, as elements (e.g. missing anatomy) cannot be completely removed from the atlas by nonlinear registration but only distorted. Also it may require the generation of a separate atlas for pediatric patients.

3.1.2 MR-Hardware Attenuation Map Estimation

In the case of the MR-BrainPET scanner, the mu map of the MR hardware (e.g. RF coils) has to also be considered. As the hardware does not change and its position relative to the PET field of view remains constant due to locks that engage within the MR table, the hardware mu map only needs to be derived once per piece of hardware, from a CT of the MR hardware. An explanation of how the CT of the coil is converted to a mu map is provided in Section 3.1.1.2. As the MR hardware does not emit coincident 511 keV photons nor does it show up in the MR images, the position of the coil in the PET field of view cannot directly be determined. Instead, small spherical fiducial markers were fixed to the object and filled with water or F-18 solution for CT and PET imaging, respectively. After the resulting volumes were coregistered, the CT-derived mu map was positioned in the PET space. The mu maps of several coils (e.g. CP coil, an 8 channel receive coil, a 31 channel receive coil [117], a large and a small primate brain coil) have been generated and can now be selected from the Masamune GUI.
The inner diameter of the BrainPET gantry is 35 cm while the imaging field of view is 32 cm, which leaves 3 cm of space between where the imaging field of view ends and the real boundary of the scanner. This is typically occupied by the CP coil and its elements, which have a nonnegligible contribution to the coincident photon attenuation. To account for the material that lies outside of the 32cm imaging field of view, the coils are stored in 320×320×153 matrices with an isotropic voxel size of 1.25mm. To generate the complete mu map for data reconstruction, the hardware mu map is cropped to the standard matrix size and added to the head mu map. To derive the attenuation sinogram, the head and the extended hardware mu maps are forward projected into sinogram space and then multiplied.

### 3.2 Partial Volume Effects Correction

Even with an accurate estimation of the attenuation, the reconstructed distribution of the PET radionuclide may be inaccurate and introduce bias into ROI and voxel-wise analyses, even in phantom scans where there is minimal motion. These inaccuracies come from partial volume effects that arise from the low spatial-resolution of the PET detectors, the voxelization of the object, the regional point-spread function (rPSF) of the PET camera, and the relative contrast in the radionuclide concentration across the object of interest. Typically the PSF of a PET camera can be measured and is typically approximated as a Gaussian, which can then be used to correct for these partial volume effects post-reconstruction. While post-reconstruction partial volume correction can recover much of the information content that is lost, modeling the system in the reconstruction can significantly improve the initial image, however in
modeling the rPSF in the reconstruction, the residual rPSF of the resulting image, RrPSF, may not be accurately modeled by a Gaussian.

### 3.2.1 Applying a PSF to an ROI

In Section 2.2 the optimization of the OSEM algorithm for the BrainPET was discussed. The reconstruction was optimized by including a PSF model in the algorithm immediately prior to the forward projection of the iteration estimate. By modeling the rPSF of the camera, it is possible to minimize its contribution to the reconstructed image. If the model perfectly described the scanner then the reconstructed image would reflect the true activity once it was smoothed to account for the noise introduced by the reconstruction. Fully modeling the system is challenging and would require complete control over the scanning environment and that the performance of the system be fully characterized, which is unreasonable. Thus, even with the application of the rPSF in the reconstruction there is some residual blurring of the data. This residual ambiguity in the distribution can, however, be removed with the application of a partial-volume effects correction algorithm.

Given a rPSF, the measured activity in an isolated region of uniform activity will be corrupted by spill-out effects. To account for spill-out, ROI-based partial volume effects correction techniques require the ROIs be blurred by the scanner rPSF. To determine the spill-out effects for a composite set of ROIs, they are first separated into individual files, each containing a single ROI of the set. The images are then blurred using the rPSF of the scanner (e.g. 3 mm Gaussian and b=16 motion blur) to generate the expected image from the scanner if the resolution was not modeled. The blurred ROI is then forward projected into sinogram
space and reconstructed using OSEM with resolution modeling and reconstruction parameters that match the data to which the correction will be applied to. An example of the original binary ROI for white matter, as well as the ROI blurred by the rPSF, and finally the image blurred by the RrPSF resulting from forward projecting and reconstructing the blurred ROI can be found in Figure 47.

While partial volume effects have an influence on any ROI measurement, regions that are larger than three times the spatial resolution of the camera contain voxels near their centers that are not significantly influenced by partial volume effects. However, in brain imaging most of the regions of interest resemble sheets rather than spheres so partial volume effects may be significant. A number of ROI sets have been defined on the MNI brain allowing the distribution to be estimated in a number of structural and functional regions. To accurately estimate the activity inside of a ROI, partial volume effect correction must be performed which requires knowledge of the PSF of the system. The PSF has been modeled for the scanner space, but is not currently sophisticated enough to allow it to be spatially warped to MNI space, requiring the ROI estimation be performed in subject space if partial volume effects are to be
considered. An algorithm was discussed in Section 2.6.2.2 which converted the MNI labels into subject specific labels.

3.2.2 Geometric Transfer Matrix

A geometric transfer matrix (GTM)-based partial volume effect correction algorithm scheme has been implemented on the BrainPET. The GTM PVEC was implemented as it was more general than the Muller-Gartner approach, where the white matter ROI is assumed to provide an unbiased estimate. The GTM method presented by Rousset et al. relates the measured mean activity in a set of RIOs, $\text{ROI}_{\text{N,mea}}$, to the true mean activity in those ROIs, $\text{ROI}_{\text{N,true}}$, through a system of linear equations,

\[
\begin{bmatrix}
\text{ROI}_{1,\text{mea}} \\
\text{ROI}_{2,\text{mea}} \\
\vdots \\
\text{ROI}_{\text{N,mea}}
\end{bmatrix}
= \mathbf{W} \times
\begin{bmatrix}
\text{ROI}_{1,\text{true}} \\
\text{ROI}_{2,\text{true}} \\
\vdots \\
\text{ROI}_{\text{N,true}}
\end{bmatrix}
\tag{3.6}
\]

where $\mathbf{W}$ is the GTM matrix [189]. If each ROI is considered a functionally distinct region of uniform activity, then the measured mean activity inside the region is given by

\[
\text{ROI}_{j,\text{mea}} = \frac{1}{n_j} \sum_{i=1}^{N} \text{ROI}_{i,\text{true}} \int_{V_j} \text{RSF}_i(r) dr
\tag{3.7}
\]

where $n_j$ is the number of voxels in ROI$_j$, $V_j$ is the volume bound by ROI$_i$ and RSF$_i(r)$ is the region spread function, the result of convolving a unit mask of the $i$th ROI by the rPSF over the field of view. The RSF for a given region was shown in Section 3.2.1 and is the spill-in of ROI$_i$ into ROI$_j$. The measured activity of ROI$_j$ is the combination of the spill-in factors of the ROIs multiplied by their mean values,
ROI_{j,mea} = \sum_{i=1}^{N} \omega_{ij}ROI_{i,\text{true}} \tag{3.8}

where \omega_{ij} is

\omega_{ij} = \frac{1}{n_j} \int_{V_j} RSF_{ij}(r)dr \tag{3.9}

The ith row and jth column of the W matrix is then given by \omega_{ij}. The diagonal terms in the W matrix represent the contribution of the ROI to itself after the spill-out is accounted for while off-diagonal terms account for spill-in to other regions. As the number of voxels in a given region may vary, and due to the isotropic blur introduced with the motion blur, W may not be symmetric.

3.2.3 Region-based Voxel-Wise Correction

While the GTM approach can be used for correcting ROI-based measurements, it cannot directly provide voxel-wise measurements like the Muller-Gartner method, which in turn limits analysis of the data from the application of group-wise statistic parametric maps. An extension of the GTM-based partial volume effect correction capable of providing voxel-wise estimates was proposed by Thomas et al [65] - the region-based voxel (RBV)-wise correction.

The RBV method is fundamentally similar to how an isolated ROI would be corrected for spill out effects. First, GTM-based partial volume correction must be performed on a PET image using a set of ROIs, providing a set of mean values for the ROIs. A composite image of the GTM corrected activity is then created where all the voxels of a given ROI are assigned the mean value of that ROI. The composite image is then blurred with the PSF following Section 3.2.1. The voxel-wise corrected image is then given by
\[ \text{PET}_{RBV}(\mathbf{r}) = \text{PET}_{\text{mea}}(\mathbf{r}) \times \frac{\text{PET}_{\text{GTM}}(\mathbf{r})}{\text{PET}_{\text{GTM}}(\mathbf{r}) \otimes \text{PSF}(\mathbf{r})} \] (3.10)

where the mea, RBV, and GTM subscripts represents the type of PET images.

As the RBV correction method is general for any PSF, it is possible to correct raw PET images, images where the rPSF for the scanner is not modeled in the reconstruction, for both partial volume effects and spatial distortions introduced by the rPSF of the scanner.

![Figure 48 Rim Artifacts in RBV Images Without rPSF Modeling](image)

Data were reconstructed with rPSF and without rPSF in the reconstruction and then partial volume effect correction was performed with the corresponding rPSF, or lack there of, to account for additional error introduced in the reconstruction. A significant edge artifact (black arrow) is present around the rim of the RBV brain that was reconstructed without rPSF modeling in the reconstruction.

While RBV can correct images for both partial volume effects and spatial distortions, it may introduce a hyper-intensity artifact at the rim of the volume with significant bias on the order of 50% or greater when compared to images where the rPSF is modeled in the reconstruction (Figure 48). As such it is ideal to include the rPSF in the reconstruction.

### 3.3 Head Motion Compensation

The diagnostic power of PET (and MRI) can be significantly reduced as a result of patient motion [67], either from physiologic or from stochastic motion, which can both lead to image degradation and artifacts. Furthermore, some patient populations (e.g. pediatric patients, Alzheimer’s disease patients, non-compliant individuals) are particularly prone to intra-scan...
stochastic motion making it difficult to accurately derive quantitative or, in some cases, even qualitative information. To minimize the effects of stochastic motion in neurological studies involving MRI and PET, a number of different head restraints have been proposed (e.g. molded plastic masks, orthopedic collars and straps, bite-bars, and vacuum-lock bags). The application of these methods in neurological studies has been shown to be largely unreliable and not always well tolerated by patients; in some cases inducing patient motion to ameliorate discomfort [69, 190, 191]. An alternative method is to allow for the free motion of the patient, but to track and correct for it using a software approach. A number of methods to correct for stochastic motion have been proposed for both MR and PET. It is important to note that even with the implementation of a software motion correction approach, clever design of the transmit and receive coils can be used to significantly reduce the possible range of motion while remaining comfortable to the patients [192].

3.3.1 Rigid-body Motion Estimation

3.3.1.1 MR-based Motion Estimation Methods

Even though MR possesses the ability to collect high contrast-to-noise volumes faster than PET, motion can still be present and a number of MR based methods have been developed to address this issue. The simplest of methods involves post-processing the data. If anatomical images are collected throughout the session, they can be coregistered to a reference image using numerous published and well characterized algorithms to provide estimates of the patient motion [193-199]. These image-based methods however suffer from a poor time resolution equal to the time between the start of subsequent anatomic scans and thus has no
way to detect motion that may have occurred in any interwoven non-anatomic scan. Similarly, motion during the collection of the anatomic scan can lead to image degradation that may in turn adversely affect the software’s ability to successfully coregister the anatomic volumes. With the advent of fast imaging sequences (e.g. EPI) it was possible to collect whole volumes with high temporal-resolution, which could be compared to a reference for estimating the motion. The EPI images could be collected between subsequent scans or interwoven into scans. An even more robust method of motion tracking is to use navigator-based “real-time” tracking methods. The earliest techniques involved acquiring single lines of k-space, performing a fast-Fourier transform, and comparing it to some reference projection [200]. While these 1D navigator techniques were sensitive to motion, they could only decode it along a single axis and could not easily decode translations and rotations. Subsequent techniques sought to minimize navigator time by choosing optimized k-space trajectories which could provide intrascan motion estimates and to provide information in all three spatial dimensions [201].

3.3.1.1.1 Echo-planar Imaging and Prospective Acquisition Correction

EPI sequences are capable of acquiring high signal-to-noise images of the whole brain within seconds making it appealing for functional MRI where aspects of the brain could be rapidly imaged during the presentation of a stimulus. Misregistration in the functional data due to spurious subject motion has been shown to lead to variations in the time course as well as to introduce artifacts in the data [202-204]. A number of techniques have been implemented for the rigid-body post-processing realignment of EPI data and while realignment has been shown to minimize motion related artifacts, they may still be present and affect subsequent analysis [204].
Many registration techniques do not account for the effects of through-plane motion on the images or distortions due to susceptibility effects resulting from the repositioning of the head in the magnetic field. Image-based post-acquisition correction for these effects would require substantial information about the system and modeling. However, due to the high temporal-frequency at which the images are collected and fast reconstruction techniques, it is possible to estimate the rigid-body motion during acquisition. This is the basis of the prospective acquisition correction (PACE) implemented on the Siemens scanners, whereby every MR repetition period, an EPI series is acquired and registered to the first volume of the series. From these estimates the gradient fields can be adjusted for the next EPI acquisition [205]. The use of PACE has been shown to reduce the presence of motion artifacts [206, 207].

In addition to updating the gradients, PACE records the motion estimates and stores a motion corrected EPI dataset for subsequent analysis. Due to time constraints required to optimize the registration algorithm for speed, the estimates are coarse compared to the resolution that is possible when performing the registration after acquisition, when time is less of a factor. Additionally, the motion estimates recorded by PACE are with respect to the MR reference position, which is slightly different than the PET reference position. To derive the MR-based motion estimates, the PACE corrected EPI volumes that have not been reoriented are used to estimate the motion of the subject.

SPM8 was used for the registration of EPI volumes as it allows automatic processing through Matlab-based scripts, can be extended to include the effects of image distortions due to field inhomogeneities resulting from motion, and was shown to have a good overall performance in the registration of fMRI data [208]. The SPM8 algorithm uses a least-squares
approach and performs the registration in two steps. First the images are aligned to the initial image in the time series. A mean image is then created from the aligned images and all the images are aligned to the mean image. Registering the first image to the mean image may lead to a slight offset in the first image which must be accounted for as the goal is to estimate the subject motion over time, not to simply align the MR data. The specifics of how to correct the data for this effect are outlined in Section 3.3.1.2. The least-squares registration implementation allows selectable parameters associated with quality (corresponding to the number of voxels used), the sampling separation, interpolation schemes, and the use of a 3D Gaussian blur prior to registration. The registration was optimized for accuracy using quality=1, fwhm=1, sep=1, and interp=5.

In sequences where the contrast changes greatly between frames, and thus the first image may have substantially different contrast than the rest, as is the case in DTI, a normalized mutual information based-approach was found to provide less noisy estimates. A similar two-pass procedure is followed where the images are registered to the first image in the series followed by the generation of a mean image and the registration of all the images to the registered image.

3.3.1.1.1 Effect of Distortion Correction on the Motion Estimates Derived from EPI Images

A majority of the MR-based motion estimates derived from MR data on the BrainPET come from EPI sequences. Geometric distortions arising from magnetic field inhomogeneities are a well known limitation of EPI. These nonuniform distortions lead to the compression and expansion of parts of the brain, influencing the signal intensity and shape of the brain, which
has been shown to make accurate registration to anatomical MR images difficult [209, 210]. An example of an EPI with these nonuniform geometric distortions can be found in Figure 49.

![Figure 49 Effect of B₀ inhomogeneity on EPI registration. Coregistration of an uncorrected fMRI EPI (left) with a MPRAGE (right) with contours of EPI image in red. Note the pronounced dropout of EPI signal in the axial view of the center of the volume when compared to the anatomical image.]

The susceptibility of EPI to geometric distortions due to field inhomogeneities arises from the low bandwidth of the MR data acquisition in the phase-encode direction. It has been shown that the distortion is a result of local warps in the phase encode direction and the distortions can be corrected for with a local mapping of the field [210, 211]. While field maps have been shown to improve the geometric distortions and alter the resulting statistics, they are not always collected before every EPI due to protocol constraints like total scan time, the region of the brain that is being analyzed, and investigators preference. From a simultaneous PET/MR point-of-view, the addition of field maps before every EPI scan would add considerable time to MR imaging during which the PET signal would continue to decay (e.g. for C-11 the 63 second acquisition time leads to a reduction in count rate by 3.5%). As the addition of field maps would reduce the PET SNR and in turn make correlation with simultaneous MR-based
functional measurements more challenging, it is important to determine the added value of correcting the geometric distortion. One alternative option is to collect only one field map for each EPI type and use it for all subsequent EPIs of that type (as the field map must be collected using parameters that match the individual EPI type). While this option may not be appropriate for correcting the fMRI data for statistical analysis it may be suitable for registration.

To determine the utility of field maps for registration, a volunteer was placed inside the BrainPET in the head first supine position and MR imaging was performed using the CP + 8-channel MR Tx/Rx coil. Cheek pads were placed according to standard PET/MR imaging procedure to limit the motion of the subject. The imaging protocol consisted of pairs of field maps and BOLD EPI sequences with the field map always preceding the BOLD. During the scan the subject was asked to make small motions inside the head coil around a neutral center position when instructed. The subject was asked to remain still throughout the field map collection. Prior to the collection of the sixth and seventh field maps the subject was asked to make a large motion and select a new neutral center position.

The subject motion was estimated using the algorithm outlined in Section 3.3.1.1.1 except that different field map paradigms were used. As the goal of the experiment was to determine the added utility of collecting additional field maps, the motion estimates where all of the individual field maps were used to correct their corresponding EPI datasets was used at the true values. To determine the added benefit provided by distortion correction, the motion estimates from the uncorrected EPI images were also determined. Additionally, the subject motion was estimated using only the field map collected prior to the first BOLD sequence to correct for all subsequent BOLD EPIs.
Typically, the efficacies of field mapping and distortion correction are evaluated based on their improvement of the statistical results from the MR analysis; however, for application to motion correction, it is the motion estimates that are of ultimate interest. A sphere with a radius of 4 mm was constructed at a point 30 mm away from the x-, y-, and z-axes (i.e. center at [30mm, 30mm, 30mm]). The different motion estimates were applied to the sphere and the percent volume overlap was calculated for the true measurements and the alternative measurements (e.g. field map corrected versus uncorrected images).

![Graph](image)

Figure 50 Effect of Alternative Field Mapping Scheme on Motion Estimates. The motion of the patient as recorded over eight EPI sequences with field maps preceding each EPI sequence as measured using SPM8’s rigid-body registration algorithm with distortion correction (top). Percent overlap between an off-center 4 mm ROI repositioned using the reference motion and either the estimated motion using no distortion correction (No DC; red) or only the first field map for distortion correction (First Map DC; blue).

Eight sets of field map and EPI pairs were collected over the scan time of approximately 1800 seconds. One field map had to be repeated. Motion was successfully estimated over the scan time of 1722 seconds for the three field map cases (all field maps, uncorrected/no field maps, and only one field map). The results can be found in Figure 50. Using only one field map
to correct all subsequent EPI sequences gave more consistent results in the individual scans than using only the uncorrected data. Similarly, the estimates from using only one map performed better than no field map correction in a majority of cases. The uncorrected EPI performed better when there was significant motion during the scan. One possible explanation for this outcome is the failure of the individual EPI volumes to accurately register to the mean EPI volume as the simultaneous registration and unwarping is performed in two passes. Additionally, prior to the third EPI acquisition the subject moved during the initial shimming between the end of the field map collection and the start of the EPI series which may have contributed to observed difference.

The error in motion estimation caused by ignoring distortion correction for the EPI images lead to a minimum percent overlap of 90.6% for the uncorrected data, and 90.4% for the data corrected using only the first field map. However, there was marginal improvement in the overlap with the true values when the data were corrected using only the first field map versus uncorrected, with a maximum difference in the overlap of 2.6%. Using only the first field map showed less stochastic noise in the estimates. These results suggest that there is a detectable difference in the motion estimates when the geometric distortions are considered in the registration algorithm. Rather expectedly, repeated analysis showed that smaller ROIs further from the center of the field of view are more sensitive to this error than larger ROIs and those closer to the center. This suggests that while acquiring field maps before each EPI is ideal, the addition of a single field map for each EPI sequence type can be used to improve the estimates.
3.3.1.2 Cloverleaf Navigators

A higher temporal frequency method of motion tracking is to use cloverleaf navigator (CLN) “real-time” tracking methods. The earliest techniques involved acquiring single lines of k-space, performing a fast-Fourier transform, and comparing it to some reference projection [200]. While these 1D navigator techniques were sensitive to motion, they could only decode it along a single axis and could not easily decode translations and rotations. Subsequent techniques sought to minimize navigator time by choosing optimized k-space trajectories which could provide intrascan motion estimates and to provide information in all three spatial dimensions [201]. Masamune is capable of decoding the CLNs from the MR data for estimation of the bulk head motion.

3.3.1.2 MR-based Motion Estimation Algorithm for Multiple Sequences

A typical MR imaging study consists of multiple MR sequences (MPRAGE, BOLD, DTI, etc), many of which can be used to provide information about the subject’s motion. A retrospective analysis of 10 AD subjects showed that the motion estimates using MR-based methods could be derived for an average of ~60% of the study duration. As the study duration may include multiple sequences with different contrasts, linear-least squares registration may not be suitable to derive the motion. Furthermore, as some sequences like DTI have contrasts that vary throughout the sequence, a better registration can be obtained using alternative registration schemes. Instead, the relative motion is estimated within each sequence and then the absolute motion is estimated.
To estimate the motion over each individual sequence, the mosaic DICOM images are first converted to a 3D Nifti image with the orientation data corrected for the offset between the MR and PET scanners. Once all the images related to a single sequence are generated, they are registered using a two pass registration, first to the initial image in the series, then a mean image of the registered images is generated and the images are registered the mean image. The choice of registration scheme was found to depend on the data and was most influenced by the change in contrast over an individual sequence. For BOLD and ASL imaging, where the contrast remains relatively constant over the sequence, linear least-squares fitting was performed as it was faster. For sequences where the contrast did significantly change over the imaging duration, e.g. DTI, the data were registered using a mutual information algorithm. At this point the images are registered to the initial image. If the sequence was the first sequence and occurred during the radiotracer injection, the relative motion estimates are the absolute motion estimates. However, for subsequent sequences the absolute motion estimates were determined using the mean images from the individual sequences.

Consider the 4×4 affine transformation matrix that registers an image to another image given by \( T_n \) such that

\[
X' = TX
\]

where \( X \) are the points of the original image and \( X' \) are the points after registration. This equation will hold true for the registration of the \( n^{th} \) image of an image series to the first image in that series. Additionally it can describe the registration of the mean image of that series to the mean image of another series. Determining absolute motion for the \( n^{th} \) image of the \( i^{th} \)
series is simply the transform that would register the n\textsuperscript{th} image to the first image of the first series,

\[ X' = T_{n} \bar{T}_{ni} X \]

where the barred T is the relative motion of the n\textsuperscript{th} frame and the unbarred T is the absolute motion of the first image in the i\textsuperscript{th} series. However, as the registration was done in two passes, if there is no relative motion between the first frame of the series and the mean, then the mean images that have higher SNR can be used. Determining the order of the sequences was done automatically by reading the DICOM metadata, and the offset between the MR and PET clocks were then determined as per Section 2.4.2. A representative plot of the absolute motion estimates over a dynamic FDG-PET/MR scan of a healthy volunteer can be found in Figure 51.

Once the motion was estimated for the duration of the scan, the MPRAGE was registered to the mean of the first sequence, placing it in the motion corrected position. All MR-derived PET-based corrections (e.g. Automatic ROI Generation for Partial Volume Effect Correction, Attenuation Correction, etc) were taken relative to this registered MPRAGE.
Figure 51 Representative MR-based Motion Estimates for FDG-PET/MR Study. The motion of a healthy volunteer was tracked over simultaneous PET/MR imaging using the acquired EPI MR data. As multiple MR sequences may be used over imaging with different contrasts, mutual information based schemes as well as least-squares algorithms are used to derive the estimates. The estimates are recorded relative to a reference time which is taken as the bolus arrival time.

3.3.1.3 PET-based Motion Estimation Method

While the use of EPI- and CLN-based sequences allows for the tracking of the head motion, it is not feasible to implement these methods for all MR sequence. Similarly, no tracking is performed between sequences or during the automated preparation and coil/field adjustments. However, PET data are continuously acquired and motion can be significant during these moments between sequences. For instance, staff may talk to the patients to get confirmation that they are okay. Similarly, as the PET camera does not make as much noise as the MR, the subject may be unaware that data are being collected and may take the opportunity to move to a more comfortable position. To address the problem of motion when MR is unavailable, we explored the use of short-frame PET images to estimate the subject motion.
The method is similar to the concept of PACE imaging, where the estimation of the motion is derived by comparing the rapidly acquired images. Due to the significant differences between the origin and nature of the MR and the PET signals, the PET data must fulfill additional requirements for the method to succeed. Most important for registration is the extent of the signal; in most EPI images the brain has a suitable contrast-to-noise where it can be isolated from background. The signal in PET has a strong dependence on the specificity of the radioligand and therefore may not have adequate contrast-to-noise to isolate the entire brain. Thus this PET-based method requires ubiquitous uptake in the head, limiting its application to tracers that have a significant nonspecific binding or uptake. If there is sufficient nonspecific binding, then the shape of the head can be determined and the relative position of the head estimated. The optimal duration of the short frames is dependent on a number of factors, including activity, current activity distribution, and uptake pattern of the radiotracer, requiring that the optimal duration not only vary over the scan time, but also with the tracer.

An outline of the method is shown in Figure 52. First, the PET data are framed into short (e.g. 30-second) intervals and images are reconstructed accounting for the detector normalization and coil attenuation. Since the estimation is based on the coregistration of images, the smoothness of the image has a stronger impact on the cost function than the bias in the image. As such the PET data are reconstructed with 32 iterations and 1 subset. Since a frame invariant (i.e. static) attenuation map would introduce bias into any software-based coregistration scheme due to mismatch with the emission data, the individual normalization-corrected PET images are used to automatically derive the corresponding attenuation maps for further processing. The attenuation map is generated from a binary mask of the outline of the
head. The volumes were projected onto the x-, y-, and z- planes and thresholding is performed along with morphologic functions to improve the accuracy of the created mask. The 2-D projections are then stacked to span the image volume according to their planar orientation, and the mask volumes are multiplied together. The resulting volume mask is set to the linear attenuation coefficient of water (0.096 cm\(^{-1}\)) to yield the PET-based attenuation map. This attenuation map is combined with the attenuation map of the MR coil and used to generate an attenuation and scatter corrected image. The resulting images are then coregistered to an MPRAGE image using the normalized mutual information algorithm in SPM. As these registration algorithms are sensitive to local minima, the MRPAGE was corrected for the offset between the MR and PET fields of view to improve the initial overlap. The registration of each frame to the MPRAGE was run as a multi-resolution two pass function [212], where the first pass sampled the data every 2 mm and the second pass sampled the data every 1 mm. Similarly, the motion estimates of the previous frame are used as the initial offsets for the subsequent image if available.
Figure 52 PET-based Motion Correction Algorithm. In this PET-based estimation of the subject motion, short frames are initially reconstructed without attenuation correction. Mu maps are derived from these reconstructions and the data are again reconstructed, but with attenuation and scatter correction. The resulting images are registered to a reference image and the relative motion is determined. The individual mu maps prevent bias due to mismatch between the emission and attenuation image from being introduced into the estimates.

The coregistration algorithms seek to maximize the shared information between the two images at a voxel intensity level. One potential source of misregistration comes from inconsistencies between the tissue intensity ranges. For instance, while grey matter has similar intensity across the cortical and subcortical structures, selective tracers (e.g. NNC112 which targets D1 receptors) can lead to a broad range of PET values in grey matter voxels. To address this potential source of error, once the motion estimates are determined, they are applied to the images, and a mean image from the short frame PET images is generated and the registration step is performed again, however the mean image is used rather than the MPRAGE.

At this point the images have all been registered to the MPRAGE, but the goal is to estimate the motion over the PET imaging duration, i.e. the motion relative to the beginning of
the scan. If the 4x4 affine transformation matrix that registers image \( n \) to the MPRAGE is given by \( T_n \) such that

\[
X' = T_n X
\]

(3.11)

where \( X \) are the points of the original image and \( X' \) are the points after registration, then there exists an transform such that

\[
X = T_n' X'.
\]

(3.12)

It can then be shown that \( T' \) is the inverse of \( T_n \),

\[
X = T_n' X'
X = T_n' (T_nX)
X = (T_n' T_n)X

T_n' T_n = I = T_n^{-1} T_n
\]

(3.13)

where \( I \) is the identity matrix. If \( T_n \) is the transformation that aligns the PET to the MPRAGE and \( T_n^{-1} \) aligns an image registered to the MPRAGE to the \( n^{th} \) PET image, then the matrix \( M \), which aligns the \( n^{th} \) PET image to the first pet image is

\[
M_n = T_1^{-1} T_n
\]

(3.14)

Using this relationship the motion of each of the short frames relative to the first frame is calculated. The PET-based motion estimates for the same subject depicted in Figure 51 can be found in Figure 53.
Figure 53 PET-based MC Estimates for Dynamic FDG-PET/MR Study. The motion profile of the patient was determined using PET-based methods with a frame length of 30 seconds. The study used to generate this profile was the same study as presented in Figure 51, where MR-based motion estimation methods are shown.

3.3.1.4 Unified Motion Estimation

As mentioned, there are times when MR-based estimation of the subject motion is impossible, when no MR is being performed or between sequences. While the total time of these moments can be minimized through careful planning of the study, they cannot be removed completely. As such, PET-based estimates will always have a role in motion correction, albeit perhaps a minor one. It is important to note that both motion estimation schemes determine relative head motion and not the motion with regard to some ideal head position. In MR-based methods the estimates are determined relative to the MR image corresponding with the first motion estimate, while in PET-based approaches it is to the first PET frame. This may result in an offset between the PET- and MR-based estimates.

In order to correct for the difference in the reference volumes, the same math as described in Section 3.3.1.2 can be used and the offset applied to each frame. This requires the
registration of PET data to the first MR dataset. As with the MR-based motion correction, the mean of the first sequence is used. To maximize the anatomic detail, a single PET image whose duration spans the entire imaging time is created from the PET data using the PET-derived motion estimates. In this way, motion estimates can be provided throughout the entire study. This method, wherein the MR-based motion correction is extended using PET-based estimates derived is the PET-Assisted Continuation of MR Motion Alignment and Normalization (PAC-MMAN).

### 3.3.2 Rigid-body Motion Correction

Once the rigid-body motion of the head has been measured it can be introduced into the reconstruction. Motion correction can be performed either after the reconstruction (image-space) or it can be included in the reconstruction (LOR-space). Including the motion correction in the reconstruction is typically preferred for a number of reasons. If the correction is performed in image-space using an iterative algorithm, each subframe must have sufficient counts to be reconstructed; with LOR-based motion correction the temporal resolution of the subframes is only limited to the temporal resolution of the estimates and the temporal resolution of the camera. Furthermore, with LOR-space motion correction a single mu map can be used to reconstruct all the data, while image-space correction requires the mu map be reoriented to each frame prior to reconstruction. Finally, in LOR-space motion correction, the PET data does not need to undergo any additional interpolation after reconstruction. The data sorting algorithm allows for the addition of translation and rotation parameters during the binning of the LOR data. The following subsections will explain the motion correction algorithm.
used for the BrainPET and characterize the systematic effects that motion correction introduces through the OP-OSEM reconstruction algorithm.

### 3.3.2.1 Motion Correction Algorithm

A graphical outline of the algorithm used to correct the PET data for motion can be found in Figure 54. PET data are collected in list-mode format as a series of energy-qualified coincidence events with time-marks recorded every 200 μs. The list-mode file which spans the imaging duration can be divided into frames \( F_i, i = 1, n \) of variable duration \( \Delta t \) based on the desired dynamic framing protocol. An individual frame of interest can be composed of multiple subframes where each subframe is represented by a single set of motion estimates. The list-mode data from a subframe is then sorted into LORs, discarding the timing information, and then further compressed into a sinogram for fast and efficient processing. The conversion of the LOR data to sinograms is performed using a lookup table that corresponds to the geometry of the scanner. In the event of detected motion, the subject is treated as stationary and the scanner is instead “moved”. As the LOR file format for the BrainPET currently does not support virtual crystals (i.e. the gaps are not represented in the LOR format), reassigning the events to LORs is not possible directly from list-mode as some data would be expected to move into the gaps of the system. Rather this is performed in the conversion to sinograms, creating motion corrected prompt and random sinograms for each subframe. To generate the final prompt and random sinograms for a given frame, a time weighted average of the subframes is performed. Since the normalization accounts for the sensitivity of each LOR pair (a characteristic of the
scanner) and any hardware like the MR coils are fixed to the scanner, for the accurate
generation of images they must also be “moved” with the scanner.

A result of each frame being broken down into smaller subframes that are individually
corrected for motion in LOR space and recombined in sinogram space is that count rate
corrections can no longer be applied in image space. The decay and deadtime corrections are
applied to the individual prompt and delay coincidence subframe sinograms before they are
recombined. The correction of subframes is important as neglecting it may introduce artifacts

Figure 54 Motion Correction Algorithm. F=frame, S=sensitivity, R=randoms, T=transformations, t=time, P=prompts,
DW=dwell, N=normalization, Scat=scatter, and A=attenuation. The superscript values refer to the data format with
in the reconstructed image for frames where the activity changes significantly between subframes. Prior to applying the correction factors to the delay and prompt sinograms, the effects from the dwell must be removed. The dwell accounts for the non-unique mapping of LORs into sinogram space (i.e. multiple LORs, ranging from 2 to 36, are mapped to a single sinogram bin). The dwell can be formatted as a sinogram where the count in each bin represents the number of LORs mapped to that bin. As mentioned in Equation (1.4), the true count rate for the BrainPET is given by,

\[ T = \left[ (P - D) \times N - S \right] \times A \]  

(1.4)

where \( T \) is the trues sinogram, \( P \) is the prompts, \( D \) is the randoms, \( S \) is the scatter, \( A \) is the attenuation, and \( N \) is the normalization. This is of importance here as the algorithm treats the subject as not moving, which in turn means the mu map associated with the subject remains stationary. In the case of simultaneous MR imaging the mu map includes the MR coils, which are fixed relative to the scanner. In the absence of scatter, the trues equation reduces to

\[ T = (P - D) \times N \times A \]  

(3.15)

where the correction to the difference between the prompts and randoms sinogram can be considered as the product of the normalization and the attenuation. In this case the coil attenuation can be combined with the normalization and moved with the scanner. To generate the scatter corrected image, the normalization and the attenuation can no longer be considered together due to the scatter term. To address this issue, the coil is considered with the normalization for the generation of the attenuation corrected image and as part of the mu map for the final fully corrected image. In order to accomplish this, the coil attenuation map is converted into its LOR representation, split evenly among all LORs that are mapped to the
sinogram bin. As the LOR format does not have virtual crystals for the gaps, part of the coil attenuation sinogram information is lost; however that data is also set to zero in the normalization and thus ignored.

To generate the normalizations that do and do not include the MR hardware, the average sensitivity of a sinogram bin and the dwell must be accounted for and averaged independently. This separation is performed during the sorting from LORs to sinograms using the transformation estimates. After a time-weighted averaging of the sensitivity and the dwell of the subframes, they can be recombined to form the normalization. The same procedure is followed to generate the normalization that includes the hardware, except that the LOR of the sensitivity is first divided by the coil attenuation in LOR format.

To generate the attenuation corrected image, the motion corrected prompts and randoms sinograms are used. In this case, the product of the sinograms is corrected using the normalization that includes the subject’s and MR coil mu map. This attenuation corrected image is used to estimate the scatter profile of the image using a single-scatter model. Briefly, a low-resolution model of the scatter is first generated as a sinogram and converted into LORs; next a higher resolution model of the scatter is generated in LOR space; finally, the scatter is converted back into a sinogram and scaled to fit the tails of the motion corrected PET frame.

As the algorithm predominantly operates in LOR-space rather than sinograms-space, the gap structure is enforced resulting in empty sinogram bins, which may not correspond to the gap structure in the motion corrected prompt and random sinograms. To address this fact a scatter sinogram is estimated for each subframe and combined before it is scaled to fit the tails of the motion corrected data. As each subframe may not have sufficient coincidence events for
an accurate estimate of the scatter, the complete attenuation corrected image is used. In the
sorting from sinogram space to LOR space the scanner is moved in the opposite direction as the
motion correction, thereby placing the subject in the position occupied in real space during that
subframe. The expansion is then performed with the subject in that position. The expanded
scatter LORs of the subframes are then converted back into sinograms with the lookup table
which accounts for their motion, moving the data back to the corrected position. The time
weighted average of the scatter over the subframes is then determined and the data are scaled
accordingly, accounting for the MR hardware in the normalization, and the resulting scatter
sinogram is used to reconstruct the attenuation and scatter corrected image.

To generate the attenuation sinogram that includes the MR hardware for the final
reconstruction of the attenuation and scatter corrected image, the attenuation sinogram of the
subject is multiplied by the time weighted average of the subframe coil sinograms. An
alternative would be to generate a time weighted average of the coil in image space and then
forward project that into an attenuation sinogram; however, that would be inaccurate as the
absence of the gap structure will allow parts of the coil to contribute to attenuation effects for
LORs of a frame that may have corresponded to gaps in the individual subframe.

3.3.2.2 Characterization of Reconstruction and Systematic Effects of
Motion Correction

This section is focused on characterizing the 3D OP-OSEM reconstruction algorithm used
on the BrainPET in regards to its operation with motion correction. Affine transformations are
briefly discussed as they are the form in which the motion estimates must be presented to the
reconstruction algorithm. Simulations of motion are then performed and the effect of losing LORs as they are placed outside of the field of view is examined for motions up to 1 cm and 10 degrees. Finally the generation of the affine transformation is studied: the effects of differing conventions, how to properly average multiple estimates of motion, and how to filter the estimates. A novel L2-norm based filtering is suggested and compared against a simple median filter of the parameters independently and the limits on the motion magnitude under which the latter are sufficient are discussed.

3.3.2.2.1 Affine Transformation

The rigid-body motion of an object in real space can be thought of as a series of rotations and translations or more broadly as a linear transformation. There are a number of mathematical formalisms that have been defined for the representation and properties of the rigid-body rotation of an object: quaternion, axis-angle, and rotation matrices. One advantage of the rotation matrix representation is that it can be represented in an affine transformation matrix, which can account for the translation and rotation of an object, as well as changes in skew and scale.

In the Euclidean space with a Cartesian coordinate system, the translation of a point \( \mathbf{x} \) can be represented in vector form by \( \mathbf{T} \mathbf{x} \) where

\[
\mathbf{T}(\alpha, \beta, \gamma) = \begin{bmatrix}
1 & 0 & 0 & \alpha \\
0 & 1 & 0 & \beta \\
0 & 0 & 1 & \gamma \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

and where \( \mathbf{x} \) is given by the vector of coordinates along the principle axes,
Rotations of a point are performed along three orthogonal axes, the x, y, and z axes.

The rotation transformations are given by $R_x$ where

$$
R_x(\theta) = \begin{bmatrix}
    1 & 0 & 0 & 0 \\
    0 & \cos(\theta) & -\sin(\theta) & 0 \\
    0 & \sin(\theta) & \cos(\theta) & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
$$

$$
R_y(\varphi) = \begin{bmatrix}
    \cos(\varphi) & 0 & \sin(\varphi) & 0 \\
    0 & 1 & 0 & 0 \\
    -\sin(\varphi) & 0 & \cos(\varphi) & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
$$

$$
R_z(\phi) = \begin{bmatrix}
    \cos(\phi) & -\sin(\phi) & 0 & 0 \\
    \sin(\phi) & \cos(\phi) & 0 & 0 \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
$$

Transformations involving a series of rotations are given by the left multiplication of the individual rotation matrices, i.e. $R=R_3R_2R_1$. The commutative property does not hold for rotations and thus the order in which rotation along the x-, y-, and z-axes are performed is relevant. The standard convention of $R=R_xR_yR_z$ is used in this work. The coregistration and reconstruction software may present or require the transformation estimates as either the individual angles (e.g. SPM) or the rotation matrix (FLIRT). If the rotation matrix is provided or required then the convention is trivial as the transformation matrix is unique, however if only the angles are presented then the convention must be known to generate the matrix.
3.3.2.2 Motion Correction Reconstruction Resolution Effects

As the position of the PET detectors does not actually change, performing the rebinning of the LORs for motion correction can lead to events being discarded as they would be placed in LORs that are not accounted for in the model. Discarding events leads can lead to a reduction in image contrast and signal to noise ratio. This effect is independent of errors due to inaccurate estimation of the motion fields; however, it is worthwhile to quantify since unlike inaccurate motion estimates, which can be overcome through better registration algorithms or finer modeling, these reconstruction-based errors are inherent to the motion correction algorithm.

Figure 55 MC Reconstruction Effect. To quantify the effect of discarded events, motion was simulated using a high-resolution MPRAGE image (A). To estimate distortions due to reconstruction, the motion corrected images were compared to a version of the original image that had been reconstructed with the sinogram bins corresponding to the gaps set to zero (B).

To estimate the error, a high-resolution MR MEMPRAGE image was used. To account for the effect that the gaps between detectors has on the data, the image was forward projected into sinogram space, the gap structure was applied to the image as a binary mask, and then the image was reconstructed using OSEM. The results are illustrated in Figure 55. To quantify the distortion introduced as a result of discarding counts, patient motion was simulated, motion correction was performed in LOR space, and the resulting motion-corrected image was then
registered to the MPRAGE image which had not been moved, but had been reconstructed with the sinogram gap-structure (Figure 55B). To determine the magnitude of motion, six random numbers were generated between 0 and 1 and multiplied by 10. These numbers were then used as the values for translations (in mm) and rotations (in deg). The results can be found in Figure 56. The noise spike was due to an abnormally noisy voxel that appeared in the reconstructed image (1000 times higher than the maxima of the other replicate images). The six offsets incurred from reconstruction can be found in Table 5 both with the one noisy frame and without (dagger).

Figure 56 MC Reconstruction Simulation. (Left) 100 random sets of translations and rotations on the scale of 0-10 (mm or deg) were applied to the phantom in image space and then corrected in LOR space. The resulting MC images were coregistered to original phantom that had been corrected for the gap structure of the scanner. Of the 100, one result showed poor results from software coregistration, however that was due to a set of voxels outside the head that had a high value due to the OSEM reconstruction. (right) Results of the remaining 99 sets.

Table 5 Mean Offsets for MC Reconstruction Simulation

<table>
<thead>
<tr>
<th>Replicates</th>
<th>x-axis (mm)</th>
<th>y-axis (mm)</th>
<th>z-axis (mm)</th>
<th>x-axis (deg)</th>
<th>y-axis (deg)</th>
<th>z-axis (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.1008±0.0760</td>
<td>-0.0234±0.0692</td>
<td>0.0146±0.0680</td>
<td>-0.0824±0.5089</td>
<td>0.0378±0.0373</td>
<td>0.0050±0.1633</td>
</tr>
<tr>
<td>99†</td>
<td>0.1064±0.0518</td>
<td>-0.0191±0.054</td>
<td>-0.0211±0.0231</td>
<td>-0.0315±0.0463</td>
<td>0.0394±0.0338</td>
<td>0.0109±0.0386</td>
</tr>
</tbody>
</table>

The outlier replicate highlights a shortcoming of the SPM coregistration algorithm that was used and is relied on throughout Masamune. SPM uses a version of the information theory-based approach proposed by Collignon et al. [213] optimized to give a smoother cost
function. Essentially a two dimensional joint histogram of intensities may be produced from a pair of images (e.g. two MR images, an MR and PET image, etc). When the images are perfectly registered, the joint histogram has a specific pattern. If the two images are the same image, this pattern will be a line whose projection into the x-y plane will be of slope one. As the images are brought further out of alignment the pattern becomes more diffuse. This concept is represented mathematically using mutual information, the difference between the joint entropy and the sum of the Shannon-Weiner entropies of the two images. The registration algorithm seeks to maximize the mutual information, effectively maximizing the statistical dependence of the two datasets. It then follows that the accuracy of registration by mutual information can be influenced by the presence of a large volume of background or the presence of noisy voxels outside the object of interest [214]. An alternative registration method would be to use the contours of the anatomy with the principle that form follows function, i.e. boundaries in the functional data will match boundaries in the structural data. While FreeSurfer’s boundary-based cost function registration (bbregister) was shown to have a more accurate performance than SPM for the registration of structural MR and fMRI [174], it requires an accurate segmentation of the grey/white matter boundary which limits the subject populations to those that FreeSurfer can accurately segment and requires ubiquitous uptake across the individual tissue classes to specify the boundary.

3.3.2.2.3 Effects of Estimation and Reconstruction Convention Mismatch

While it may be favorable to determine affine transformations in terms of pure rotations followed by pure translations, there is no standard convention for the order in which the rotations are applied. Changing the order of in which the transformations are applied may
yield different results for the resulting motion. This is of most concern when integrating motion estimates from different sources (e.g. FSL-FLIRT, SPM, custom software) where conventions may be different. To explore the effect that this would lead to in the reconstructed image the 100 randomly calculated motion estimates were used to reconstruct images and register them to the static image as previously described in this section; however, the motion estimates were determined as translations followed by rotations (T*R), but the LOR rebinning followed a separate convention, translations followed by rotations (R*T). The offsets for the improperly reconstructed images can be found in Figure 57. To determine the practical implications that this would have on analysis, a spherical ROI of 1cm radius was created at position 1cm off of each of the principal axes [1cm,1cm,1cm]. The measured errors in coregistration were then applied to the sphere and the percent volume overlap was then determined between the resulting sphere and the original sphere. As a comparison the volume overlap was also calculated for the coregistration errors determined when the transformation convention was consistent throughout, i.e. rotations followed by translations (T*R).
Figure 57 Effects of different affine conventions. The percent volume overlap of a 1cm sphere with center [1cm,1cm,1cm] was found to degrade from 98.09±0.63% to 80.02±10.22% when the order of translations and rotations are reversed. Empirically, to achieve the same level in error as a 3 mm spherical ROI with proper orientation, the ROI for the improper orientation would have to be 50 mm in radius.

The mean spherical overlap when the transformations were consistent was found to be 98.09±0.63% while the overlap when there was an inconsistency was found to be 80.02±10.22%. This significant drop in mean demonstrates that inconsistencies in convention can become a considerable source of bias, especially in small structures. Another aspect is the 17-fold rise in the standard deviation of the overlap. If each motion estimate represented the transformations of a sinogram, then the cumulative effect would be a loss of spatial resolution in the final reconstructed image. The significant variability in overlap resulting from mismatch between the estimation and reconstruction convention illustrate that considerable attention needs to be paid in regards understanding the estimation algorithm (e.g. FLIRT, SPM register) as the mismatch in the images may be difficult to evaluate qualitatively.
3.3.2.3 Averaging Motion Estimates

Several MR and PET-based methods that we have implemented for rigid-body motion estimation were discussed in Section 3.3.1. The temporal frequency of the estimations varies greatly from method to method, from on the order of 20 ms (cloverleaf navigators) to 10 minutes (late frame intraframe PET image). Some of these motion estimates, specifically those collected at higher temporal frequencies, are not individually useful for the PET reconstruction. Determining the temporal frequency that is most appropriate for a particular experiment requires careful consideration of the activity, its distribution, and the desired duration of the image frame to name just a few factors. To this end, it may be desirable to construct a set of average motion estimates over a given period of time; however, each estimate is composed of a series of translations and rotations and must be taken as a set as they are not independent (rather together they define the orientation of the head). An example of such can be seen in Figure 58.

![Figure 58 Averaging Motion Estimates](image)

Figure 58 Averaging Motion Estimates. From Left to right: Original object (1), two rotations (2 & 3), proper average of the two rotations using polar decomposition (4) and improper averaging using the arithmetic mean (5), results from taking the average of each rotation separately.

Curtis et al showed that the arithmetic mean of a set of a pair of rotation estimates can be performed using either the quaternion representation or rotation matrices [215]. They also note that only the method they derive using rotation matrices can easily be expanded to the
mean of sets greater than two, so that method was used. While Curtis’ approach relied on the single value decomposition, a more recent derivation uses the formalism of the polar decomposition [216]. In brief, the arithmetic mean of a set of rotation vectors, $\overline{R}_f$ is given by

$$R_{\text{arith}} = \overline{R}_f S$$  \hspace{1cm} (3.19)

where $R_{\text{arith}}$ is given by the arithmetic mean of the elements of the individual rotation matrices,

$$R_{\text{arith}} = \frac{1}{N} \sum_{i=1}^{N} R_i$$  \hspace{1cm} (3.20)

and $S$ is a symmetric positive definite matrix. As long as the order in which the orthogonal rotations are applied remains constant, transforming from the estimates to the rotation matrix is trivial. As the affine transformation formulation is rotations followed by translations, the rotations can be averaged first using polar decomposition and then the arithmetic mean of the translations can be computed.

### 3.3.2.4 Median Filtering and Errors Introduced from Independent Averaging

While the arithmetic and geometric means of a series of motion estimates have been defined [217], morphological functions like the median are poorly defined as the motion estimates (or at least the rotational element) must be taken as a set. Morphologic functions, like the median, can be useful in signal processing as they can preserve the detail of the signal more than a moving average and they are more robust to outliers. Here we suggest two approaches, one which relies on the L2-norm and one which treats each of the rotations as independent.
3.3.2.4.1 L2-norm based Median Filtering

As the median is only defined for data that can be represented as one-dimensional, it can be used on the motion estimates if the three rotations can be represented as a single value. To transform the estimates from a set of three numbers to a single value we use the L2-norm. To begin, we define an arbitrary set of points, for the sake of simplicity a cube that is centered at the origin and of length 2.0 cm was used. The vertices of the cube can then be transformed using the motion estimates and the Euclidian distance between the corresponding original points and the transformed points can be measured. The sum of the displacements can then be used as the single value on which to perform the median filtering. After the median within the kernel is determined, the rotations corresponding to that displacement can be recalled and used as the measurement at that time. One important aspect to consider is that the transformation from rotations to the sum of norms is not unique, as multiple transformations can lead to the same sum of displacements. To account for the degeneracy, all transformations that exist in the kernel that could produce the median value are averaged together using the approach outlined in Section 3.3.2.3. In the case of an even kernel, where the median may fall between two values, all the transformations corresponding to the nearest sum of norms below and above the median can be averaged together.

3.3.2.4.2 Independent Median Filtering

The naive approach to taking the arithmetic mean,

$$\bar{\theta} = \left[ \frac{1}{N} \sum_{i=1}^{N} \theta_{x_{i}}, \frac{1}{N} \sum_{i=1}^{N} \theta_{y_{i}}, \frac{1}{N} \sum_{i=1}^{N} \theta_{z_{i}} \right]$$

(3.21)
is appealing since it can then be argued that since the rotations can be treated as independent, then median filters can be applied independently for the rotations. While this method was shown to be inaccurate in Section 3.3.2.3, there are some situations where this approximation might hold. One argument for this approach is that patient motion is largely stochastic and not continuous. If this is true and the motion estimates are determined frequently enough, then they can be seen as independent measurements of the same position of the head. A center of mass calculation of the estimates would provide a true measurement of the rigid-body rotation, which in turn is the independent averaging of the individual components. Another argument is the practical aspects of motion in the head, and more so when the MR coil is considered. The arithmetic mean of a set of rotation vectors has been shown to be a second-order approximation of the Euclidean mean in the case of small deviations [217], however the point at which the approximation no longer holds, and more so at which point it would lead to detectable errors in PET imaging, must be considered.

A number of metrics exist to determine the effect of motion, and in this case the error in motion estimation methods. For example, the sum of the Euclidian distance of a set of points (e.g. points on a sphere or cube) using one set of motion estimates and the same set of points using another set of motion estimates can be considered. One drawback to this metric are that the number does not have a meaningful interpretation. An alternative metric is to look at the volume overlap between the two objects rather than the Euclidian distances between point pairs. This is equivalent to the Dice coefficient as the two objects have the same shape. There are a number of benefits and drawbacks to such a metric. Firstly, it is very common in PET analysis to analyze the data using a ROI-based approach. In this case it is not the absolute
orientation that is necessarily important, but that the ROI is accurately placed over the
structure of interest. Here the percent overlap of the two methods is meaningful; a high
overlap means the motion estimation methods provide similar results, and the error is
quantifiable in a term related to the biological analysis. Similarly, it is also acceptable in PET
analysis to present variations on the simple mean of an ROI, for example studies present the
max value an ROI or the mean of a percentage of the ROI (e.g. mean of the top 75% of voxels).
As such measuring the net Euclidian distance may be too strict for evaluation of the errors for
practical PET imaging.

To determine if the arithmetic mean averaging was valid and set limits on the motion
parameters wherein the use of the arithmetic mean of the rotation components approximated
the mean through polar decomposition, the degree of error was determined over the space of
possible rotations (0-180° rotations along all three axes). Spheres whose centers were displaced
30 mm from the origin along all three principle axes were constructed. The centers of the
spheres to be compared were determined by applying an average transformation to the center
of the original sphere centered at [30mm, 30mm, 30mm]. The spheres were then constructed
and the volume overlap between these two cases was calculated. The average transformations
were determined between a vector of no rotations [0°,0°,0°] and the set of rotation vectors,
either using the proper method of averaging presented in 3.3.2.3 or by taking the arithmetic
mean of the individual rotation components. In this way the results of a vector [10°,10°,10°]
would represent the effect of averaging the head at rest with a sudden rotation of 10° around
each axis. A volume overlap of 1 would correspond to a set of rotations where the proper mean
was equivalent to the arithmetic mean of the rotations. As the volume overlap is dependent on
the radius of the sphere, four different sized spheres were used which corresponded to the
volume of four FreeSurfer derived structures ranging from the smallest used to the largest:
sulcus intermedius primus (of Jensen) [4mm radius], left choroid plexus [7mm], left caudate [10
mm], and left cerebellum [25mm]. The spherical overlap was calculated for all combinations of
rotations that ranged between -90° and 90° along the x-, y-, and z-axes. A contour plot for the
case of no y rotation and a constant y rotation of 10° can be found in Figure 59 for the
previously mentioned spheres. The results show that there is at least a 90% overlap in all
spherical ROIs if the arithmetic mean of the rotations is used rather than the proper average if
the rotations are less than 15°.

![Contour plots](image)

Figure 59 Percent volume overlap between spheres using proper and arithmetic averages. (Top-from left to right) Spheres of 4, 7, 10, and 25 mm radii for fixed y rotation of 0°. (Bottom-from left to right) Same spheres, but for a fixed y rotation of 10°.
Chapter 4 \textbf{ASSESS THE ADDED VALUE OF IMPROVED PET DATA QUANTIFICATION FOR NEUROLOGICAL APPLICATIONS}

In this section, three projects are described to highlight how the integrated MR-BrainPET scanner and the tools proposed in the previous chapters could be used for performing advanced neurological PET/MR studies. The first example was aimed at studying the interference between the two modalities from a physiological point of view. It required static and dynamic PET data processing and the integration of advanced MR-based data analysis tools. In the second example, the effects of combined MR-assisted motion and partial volume effects corrections on the estimation of binding potential were investigated. Finally, the preliminary work toward developing a non-invasive method for deriving the radiotracer input function is presented. This last project benefits from the flexibility provided by the automated PET data processing and reconstruction pipeline and requires all the advanced method for increasing the reliability of the PET estimates.
4.1 Analysis of MR-derived Interference Effects on FDG-PET Brain Quantification in Human Studies

Simultaneous PET/MR systems are a result of considerable advances in both technologies. While significant work has been done to address the hardware integration and to minimize the electromagnetic interference, there are other aspects that have to be considered in an integrated scanner. For example, the potential “physiologic interference” in a combined system – the influence of one modality on the biological process measured by the other – has not been thoroughly investigated. While the effects of static and varying magnetic fields on the resting brain’s metabolic activity have been studied [218, 219], others sources remain and must be understood for the validation of simultaneous PET/MR as a clinical tool. One potential source, for example, is the MR gradient-induced acoustic noise stimulating the auditory pathways of the brain.

The PET/MR environment is significantly different from the traditional PET environment; for routine clinical FDG-PET studies, it is common practice to isolate the patient in a quiet environment for the initial uptake phase [220]. Because acquiring MR data during this phase would shorten the total PET/MR scan duration, and could directly benefit PET (e.g. motion correction, etc.), it is desirable to administer the radiotracer on the table and perform MR immediately after radiotracer administration. However, the repetitive acoustic noise characteristic to the MR environment can reach as high as 131 dB [221], which causes neuronal simulation of the primary auditory cortex (PAC), leading to focal increase in blood flow and glucose consumption [222]. Using fMRI techniques, MR acoustic noise has been shown to
directly stimulate the PAC, requiring the development of specialized paradigms to minimize signal artifacts when studying the PAC [223-225]. Unlike fMRI, whose time course is on the order of seconds for the measurement of a stimulus, and thus allows for special data collection paradigms, FDG has an uptake on the order of tens of minutes and is influenced by any changes experienced over this timeframe. As FDG-PET non-specifically images glucose uptake, the acoustic noise could potentially lead to artifacts in the form of focal uptake of FDG. These artifacts could, in turn, significantly impact the FDG-PET metabolic patterns observed in PET studies.

This pilot study sought to characterize any regional changes in FDG uptake resulting from MR acoustic noise and set an upper limit on its effect. As a first step, phantom experiments were performed to assess the hardware-related effects (i.e. electromagnetic interference and MR eddy-current induced heating) on the PET data acquisition using our standard MR protocol. Next, advanced data analysis tools were used to compare the FDG-PET data acquired with and without running MR sequences during the FDG uptake phase in healthy volunteers that underwent two PET/MR imaging sessions. While particular attention was paid to the PAC and associated areas, an explorative analysis of the entire brain was also performed.
4.1.1 Materials and Methods

4.1.1.1 Human Volunteer Studies

4.1.1.1.1 Subject Selection

Ten healthy volunteers (10 males, mean age 38.6 ± 11.2 years) were enrolled in this study. The mean height and weight among subjects was 181.4 ± 5.1 cm and 88.9 ± 22.1 kg. All subjects gave written informed consent and were studied in accordance with a protocol approved by the affiliated Institutional Review Board. Subjects were asked to follow a similar routine for the 24 hours prior to each scan to minimize metabolic changes prior to imaging which included fasting for at least 6 hours prior to the injection. Immediately prior to imaging, subjects’ blood glucose levels (BGL) were measured. The mean BGL for the control and stimulation environment was 103.9 ± 6.57 g/dl and 103.9 ± 9.29 g/dl, respectively; mean difference between visits one and two was 0.00 ± 5.79 g/dl.

4.1.1.1.2 Data Acquisition Protocol

Due to the relatively long half-life of FDG (110 minutes), in order to minimize residual uptake, subjects underwent simultaneous FDG-PET/MR imaging on two consecutive days, alternating between an MR “quiet” (control) and “noisy” (stimulation) environment. Prior to PET data collection in either environment, an MR localizer was run to assess subject position in the field of view. Next, after PET data collection was initiated, ~185 MBq of FDG was administered intravenously allowing for dynamic imaging. In the control condition (i.e. no MR acoustic noise during the FDG uptake phase), no MR sequences were run for the first 40
minutes of the PET data acquisition. Subsequently, the ME-MPRAGE and DUTE sequences were run for deriving ROIs and the attenuation correction map, respectively. For the auditory stimulation environment, the MR sequences that make up our standard brain tumor imaging protocol were run immediately after FDG injection (i.e. MR acoustic noise was present during the FDG uptake phase). MR imaging was performed using the CP and 8-channel concentric head coils. In this study, we focused on the MR sequences that are part of our standard brain tumor imaging protocol. In addition to the localizer, these included: T2-Sampling Perfection with Application optimized Contrasts using different flip angle Evolution [T2-SPACE] (0.9 mm isotropic, TR/TE=3200/487 ms, TA=4:43 min); FLuid Attenuated Inversion Recovery [FLAIR] (1.1×0.9×5 mm³, TR/TE/TI=10000/70/2500 ms, FA=150°, TA=3:02 min); DUTE (1.67 mm isotropic, TR/TE1/TE2 =200/0.07/2.24 ms, flip angle=10°, TA=3:20 min); Blood Oxygen Level Dependent effect [BOLD] (3.4×3.4×8 mm³, TR/TE=2000/19, FA=90°, TA=14:06 min); Time-of-Flight [TOF] (0.7×0.5×0.7 mm³, TR/TE=24/3.68 ms, FA=18°, TA=6:16 min); Multi-echo Fast Low Angle Shot [MEFLASH] (2 mm isotropic, TR/TE1/TE2/TE3/TE4 =2.46/4.92/7.38/9.84 ms, TA=2:28 min); T1 Mapping (1.8 mm isotropic, TR/TE=7.3/4.41 ms, FA=15°, TA=00:13 min); Dynamic Contrast Enhanced imaging [DCE] (2.6×1.8×2.1 mm³, TR/TE1/TE2=6.8/2.6/3.89 ms, FA=10°,TA=5:59 min); Diffusion Tensor Imaging [DTI] (1.9 mm isotropic, TR/TE=7990/84 ms, TA=6:57); and Multi-Echo Magnetization Prepared Rapid Gradient-Echo [ME-MPRAGE] (1 mm isotropic, TR/TI/TE 2530/1200/1.64 ms, flip angle=7°, TA=4:56 min). As per required protocol, standard earplugs with a noise reduction rating of 29 dB were used; however, the acoustic noise of the MR scanner remained clearly audible to the subjects.
4.1.1.3 Data Analysis

Voxel-wise and ROI-based analyses were performed to identify potential effects of the MR on the FDG uptake in the brain by evaluating:

1. TACs derived from dynamic (4-D) PET data with a framing of 8×60 sec, 2×150 sec, 2×180 sec, and 8×300 sec;
2. LCMRGlc parametric images derived from the first 40 minutes of dynamic data using the method presented by Wu [226] [227];
3. static images reconstructed from the data acquired 40-60 minutes post-injection (similar to a static FDG-PET scan). SUVs corrected for lean body mass (SUV_{lbm}) were calculated in each case.

In addition to voxel-wise statistical analysis using SPM8 [228], FreeSurfer [229] was used to segment ROIs corresponding to cortical and subcortical structures. These ROIs were used for the PET data analysis as described in the following subsections. Global whole brain, grey and white matter mean values were also computed. A diagram of the experimental design, processing, and subsequent analysis can be found in Figure 60.

4.1.1.3.1 Time Activity Curves Analysis

For analysis of the PET dynamic data, TACs were defined as the mean within the ROI at each time point with the standard deviation defined as the inter-subject standard deviation. To determine the effect of gradient acoustic noise on the PAC (superior transverse temporal gyrus) the left and right PACs were combined to yield a single ROI. For each time point across subjects, the brain regions of interest were normalized to whole brain and then averaged over
the subject population. The mean uptake for the control and stimulation environment for each time point were then compared to one another using a paired, two-sample Student’s t-test.

Figure 60 Design of paradigm, processing, and analysis for simultaneous FDG-PET/MR experiment to illicit MR-based physiologic effects on FDG-PET uptake. Subjects were scanned on two separate days in either a quiet control environment or a stimulation environment, where MR acoustic noise was present during the FDG uptake phase. The data processing steps were identical for both control and stimulation environments, but for simplicity they are only shown for the control environment. For the same reason, the analysis is only shown for the Static PET image. Squares represent images, where green are PET and purple are MR. Triangles represent processes (e.g. PET reconstruction using OP-OSEM) where: green means only PET data was used in that process; purple means only MR data is used; and black where both MR and PET data were used as inputs. The dotted arrows connecting the Parametric Image to the Analysis is meant to show that it was processed identically to the Static PET image. Only ROI-based analysis was performed on the TACs.

4.1.1.3.2 SPM-based Analysis

As SPM8 does not provide subject specific definition of cortical and subcortical structures, group analysis requires that the subjects be first registered to a common space. For the SPM8 analysis, the common space to which the images were normalized to was the MNI
PET contrast template (MNI-normalized). To derive the transformation fields to the common space, a smoothed (3 mm isotropic Gaussian kernel) version of the individual PET images was fit using an 12-parameter affine transformation followed by a non-linear deformation using SPM8 and the normalized image was cropped to a volume of 79×95×68 voxels measuring 2 mm isotropic. Prior to statistical analysis, the MNI-normalized PET images were smoothed (3 mm isotropic Gaussian kernel) using SPM8. A paired t-test was performed on the data with a cluster size requirement of greater than 20 voxels and both an uncorrected p<0.001 and a familywise-error (FEW) of 0.05 for significance. Anatomic correlation of the PAC, defined as Herschel’s gyrus for SPM8 based analyses, and more general cluster location was determined using a Talairach Daemon atlas with the xjView toolbox for SPM8 (http://www.alivelearn.net/xjview8/) and is described in detail elsewhere [230, 231].

4.1.1.3.3 FreeSurfer ROI-based Analysis

In the FreeSurfer output, each voxel is given an integer label corresponding to the segmented region [135]. For all FreeSurfer based analyses, the PAC was determined as the transverse temporal gyrus from the cortical parcellation. Binary masks were generated for each segmented region using Matlab and the voxel addresses of the ROIs were determined and used to create a lookup table which was then applied to the PET image. To account for the differences in spatial resolution and the spatial mismatch between the two scanners, a downsampling operation and an affine transformation were applied to the segmentation maps using nearest-neighbor interpolation, and the subsequent analysis was performed in the PET space. To account for interscan motion, the skull-stripped MPRAGE image was coregistered to
the PET image using a mutual information algorithm to derive any additional affine transformations, which in turn were applied to the segmentation map.

For analysis of the parametric and static images, paired two-sample Student’s t-test between the control and stimulation environments were performed across subjects for each cortical and subcortical brain region segmented in FreeSurfer. To normalize the static images across subjects, the regions were divided by the whole brain activity (WB-normalized). As the goal of this work is to identify any potential regions of significant change, to be conservative, no Bonferroni corrections were included in determining statistical significance (p<0.05) across the brain regions.

4.1.1.3.4 FreeSurfer GLM-based Analysis

For group analysis, FreeSurfer uses a space obtained from “inflating” the ME-MPRAGE-derived brain of the individual subject. The same transformations were applied to the PET data and a surface was derived where each vertex value was the mean value along the normal path through the cortical ribbon. The subject specific changes were determined by subtracting the stimulation and control PET images and a study averaged image was derived by taking the mean change across subjects. The resulting image was smoothed (10 mm isotropic Gaussian kernel) and a generalized linear model (GLM) analysis was performed. For conservative evaluation, data were visualized with a p<0.01 which is equivalent to the default threshold of –log(p)=2 used in FreeSurfer and FSL.
4.1.2 Results

4.1.2.1 Human Volunteer Studies

Figure 61 Creation of high-resolution ROIs for PET imaging. The high-resolution ME-MPRAGE (A) is used to generate a labeled mask volume (B) with FreeSurfer, both of which were subsequently resampled to the PET geometry. The labeled mask was then be used as regions of interest for PET analysis and applied to the 4-D PET images to derive TACs as well as both the parametric [0-40 minute] images (C), and static [40-60 minute] images (D). Unlike the static images, where MPRAGE and UTE were acquired during PET acquisition in a similar manner in both the stimulation and control environments, no MR sequences were run in the control environment during the timeframe used to generate the parametric images.

4.1.2.1.1 Time Activity Curves

A representative subject’s FreeSurfer segmentation, along with the ME-MPRAGE image, can be found in Figure 61. The combined left and right PAC ROI had a mean volumetric change of 0.157 ± 0.196 ml between the two visits (p=0.21). A representative subject’s TACs for the PAC, motor cortex (M1), and white matter for the control and stimulation environments can be found in Figure 62. As previously mentioned, for TAC analysis, the PAC and white matter time points were normalized to whole brain and averaged across patients to create a group TAC, which can be found in Figure 62 along with the whole brain TACs. A paired t-tests for each cross-subject time point yielded no significant points (p<0.05) for either whole brain, white matter, or the PAC for the nonWB-normalized images; however, a paired t-test of the WB-
normalized PAC showed significant differences at all time points after 270 seconds.

Figure 62 TACs. (A) Representative subject’s TAC for both the control (solid line) and stimulation (hashed line) environments. In addition to the PAC (blue), the M1 (green) and white matter (red) are shown for reference. Solid line represents the control environment (no MR performed during first 40 minutes post injection) while the dashed lines represent stimulation environment. (B) Whole Brain TAC; (C) White Matter normalized to WB; (D) PAC TAC normalized to white matter. Each point represents the average of the four subjects with error bars representing one standard deviation (* represents p<0.05).

4.1.2.1.2 Parametric Images

The mean uptake in the whole brain for the stimulation and control cases was 22.993±0.005 μmol/min/100g and 22.997±0.005 μmol/min/100g, respectively with a mean change of -0.004±0.006 μmol/min/100g (p=0.0643). The mean uptake in the gray matter for the stimulation and control cases was 26.577±0.492 μmol/min/100g and 26.515±0.425
μmol/min/100g, respectively, with a mean change of 0.0625±0.4182 μmol/min/100g (p=0.648). The mean uptake in the white matter for the stimulation and control cases was 20.896±0.766 μmol/min/100g and 20.877±0.615 μmol/min/100g, respectively, with a mean change of 0.019±0.500 μmol/min/100g (p=0.907). When tested with a paired t-test, none of these regions were found to have p-values<0.05.

4.1.2.1.2.1 SPM-based Analysis

SPM8 analysis using a FWE of 0.05 and minimum cluster size of 20 voxels yielded no significant activation clusters between the stimulation and control environments. SPM analysis using a p<0.001 resolved focal bilateral activation clusters which extended into Herschel’s gyrus as defined by an MNI atlas and can be found in Figure 63. Both regions were found to have increased uptake in the stimulation as compared to the control environment. No regions with significantly decreased uptake were detected. The left and right cluster sizes were 45 and 41 voxels with a change between stimulation and control of 2.46 ± 0.51 μmol/min/100g (8.37 ± 1.55%) and 2.66 ± 0.55 μmol/min/100g (8.70 ± 1.17%), respectively.
4.1.2.1.2.2 FreeSurfer ROI-based Analysis

The parametric images showed a bilateral increase in PAC LCMRGlut in six subjects with opposing changes in the left and right PAC uptake in the remaining four. The mean LCMRGlut of the control environment for the left and right PAC glucose uptake was found to be 31.631±1.895 μmol/min/100g and 31.734±1.263 μmol/min/100g, respectively, and 32.952±2.642 μmol/min/100g and 34.615±1.683 μmol/min/100g for the stimulation environment. No statistically significant change was found in the left PAC (1.321±2.927 μmol/min/100g, 4.42±9.27%; p=0.1872), however a significant increase in the right PAC was noted (2.88±1.46 μmol/min/100g, 9.13±4.73%; p=0.0002). When the left and right PAC were treated as a single ROI the mean change was found to be 2.10±1.52 μmol/min/100g (6.67±4.91%; p=0.0018).

Statistically significant increases in LCMRglu were found in five other regions: the long gyrus of the left insula (0.79±0.89 μmol/min/100g, 3.48±4.08%; p=0.0204), the left superior
temporal plane (1.19±1.16 μmol/min/100g, 4.52±4.33%; p=0.0097), the left middle temporal gyrus (0.70±0.94 μmol/min/100g, 3.14±4.10%; p=0.0429), the right superior temporal plane (1.38±1.66 μmol/min/100g, 4.94±5.73%; p=0.0279), and the right transverse temporal sulci (2.92±3.52 μmol/min/100g, 10.03±12.32%; p=0.0277). A statistically significant decrease in the LCMRglu was found in the right choroid plexus (-1.01±1.27 μmol/min/100g, -6.66±8.09%; p=0.0336).

4.1.2.1.2.3 FreeSurfer GLM-based Analysis

The results of the FreeSurfer GLM-based analysis can be found in Figure 64. Surface-based analysis displayed increased metabolism in the left hemisphere’s frontal inferior triangular gyrus, superior temporal lateral gyrus extending into the temporal superior plane, and inferior circular sulci of the insula extending into the superior transverse temporal gyrus. Additionally, in the left hemisphere small foci of decreased activation were observed in the postcentral sulci, occipital middle gyrus, and inferior angular parietal gyrus. The right hemisphere showed increased uptake in the superior transverse temporal gyrus, superior transverse temporal sulci, temporal superior plane, opercular part of the inferior frontal gyrus, as well as the H-shaped orbital sulcus and orbital gyrus. The right hemisphere showed a small focus of decreased uptake in the inferior angular parietal gyrus.
4.1.2.1.3 Static Image

The mean uptake in the whole brain for the stimulation and control cases was

4.127±0.823 $S_{lbm}$ and 4.149±0.624 $SUV_{lbm}$ respectively with a mean change of -0.022±0.856 $SUV_{lbm}$ (p=0.937). The mean uptake in the gray matter for the stimulation and control cases was

4.870±0.954 $SUV_{lbm}$ and 4.90±0.758 $SUV_{lbm}$ respectively with a mean change of -0.0357±0.980 $SUV_{lbm}$ (p=0.911). The mean uptake in the white matter for the stimulation and control cases was

3.617±0.650 $SUV_{lbm}$ and 3.636±0.548 $SUV_{lbm}$ respectively with a mean change of -0.019±0.700 $SUV_{lbm}$ (p=0.933). The WB-normalized mean uptake in the gray matter for the stimulation and control cases was 1.180±0.023 and 1.18±0.021 respectively with a mean change of -0.001±0.011 (p=0.780). The WB-normalized mean uptake in the white matter for the stimulation and control cases was 0.880±0.037 and 0.877±0.004 respectively with a mean change of 0.004±0.017 (p=0.476).
4.1.2.1.3.1  SPM-based Analysis

SPM8 analysis using a FWE of 0.05 and minimum cluster size of 20 voxels yielded no significant activation clusters between the stimulation and control environments. SPM analysis using a p<0.001, which can be found in Figure 65, resolved four distinct clusters: one within the left Heschel’s gyrus, one in the right superior temporal gyrus on the border of Broadman’s 22 and 42, and two in the frontal white matter. The mean change in the left Heschel’s gyrus was 0.100±0.041 (8.68±3.89%) and 0.082±0.024 (6.75±1.94%) in the superior temporal gyrus.

4.1.2.1.3.2  FreeSurfer ROI-based Analysis

The analysis of the static frames revealed a bilateral increase in PAC SUV$_{lbm}$ in four subjects, bilateral decrease in one, and opposing changes in the left and right PAC in five subjects. The mean FDG uptake for the left and right PAC glucose uptake was found to be 5.660±0.953 SUV$_{lbm}$ and 5.723±0.837 SUV$_{lbm}$, respectively for the control environment, and 5.766±1.048 SUV$_{lbm}$ 5.931±1.187 SUV$_{lbm}$ for the stimulation environment. After normalizing the
subjects to their whole-brain activity, seven subjects showed bilateral increases in FDG uptake while the remaining three showed a decrease in the left PAC. The WB-normalized mean uptake or the left and right PAC glucose uptake was found to be 1.363±0.084 and 1.381±0.063, respectively for the control environment, and 1.40±0.083 1.438±0.065 for the stimulation environment. The change between the stimulation and control environments for the left and right PACs was found to a 0.0398±0.969 (3.17% ± 7.28%; p=0.202) and 0.0572±0.0397 (4.18±2.87%; p=0.001), respectively. When the left and right PAC were treated as a single ROI the mean change was found to be 0.0485±0.0437 (3.61±3.34%; p=0.007).

The remaining 103 cortical and subcortical regions of the brain were evaluated across subjects using a paired, two-sample Student’s t-test between the control and stimulation environments. Statistically significant regional changes in the normalized brains were found in the midposterior of the corpus callosum (-0.020±0.027, -4.00±5.23%; p=0.0422), the left long gyrus and central sulcus of the insula (0.019±0.021, 1.94±2.10%; p=0.0186), the left temporal superior plane (0.032±0.036, 2.80±3.00%; p=0.0188), left H-shaped orbital sulcus and orbital gyrus (0.028±0.034, 2.11±2.53%; p=0.027), right choroid plexus (-0.033±0.038, -5.21±5.78%; p=0.022), right opercular part of the inferior frontal gyrus (0.024±0.019, 1.97±1.69% p=0.003), and the right superior transverse temporal gyrus (0.057±0.040, 4.18±2.87%; p=0.001).

4.1.2.1.3.3 FreeSurfer GLM-based Analysis

The results of the FreeSurfer GLM-based analysis can be found in Figure 66. Surface-based analysis displayed increased metabolism in the left hemisphere’s front inferior triangular gyrus, superior temporal lateral gyrus extending into the temporal superior plane, and inferior circular sulci of the insula extending into the superior transverse temporal gyrus. Additionally
in the left hemisphere small foci of decreased activation were observed in the occipital middle gyrus. The right hemisphere showed activation in the superior transverse temporal gyrus, superior transverse temporal sulci, the temporal superior plane, opercular part of the inferior frontal gyrus, as well as the inferior angular parietal gyrus. Foci of decreased uptake were noted in the middle occipital gyrus and the superior parietal gyrus.

![Cortical FreeSurfer analysis of static image](image)

Figure 66 Cortical FreeSurfer analysis of static image. Segmented cortical regions are shown in color. Activation clusters are shown in a hot and cold color scheme corresponding to Z score reflecting statistical increase or decrease of FDG compared to no change in uptake, respectively. P-values<0.01 are shown.

### 4.1.3 Discussion

The primary purpose of this study was to explore MR physiologic interference on FDG uptake. Although likely not an issue for most applications, the observed MR-induced increase in FDG uptake in the PAC could have implications for certain studies. For example, care should be taken when evaluating progression in lesions that lie near the auditory cortex if MR sequences are run during the uptake phase of the FDG. It is worth noting that both the static and parametric images showed a statistically significant decrease in the right choroid plexus uptake. While the change in FDG uptake of the choroid plexus is likely an artifact due to its small size, which makes it susceptible to artifacts arising from motion, studies in rats has reported that
intense noise can lead to cell damage [232]; however, given the limited body of existing work concerning this potential phenomena, a more extensive study is necessary before a correlation should be suggested.

The unintended physiological effects of combining other medical devices with PET have been previously explored. For instance, transcranial magnetic stimulation (rTMS) has been combined with PET to explore in vivo brain connectivity [233-235]. Siebner et al. found that repetitive rTMS of the sensorimotor hand area (SM1) lead to increased FDG uptake in the PAC as a result of acoustic noise produced by the rTMS hardware [236]. Stimulating the left SM1, they noted a change in the left and right PAC of 7.2% and 6.6%, respectively using an ROI-based analysis. While the changes reported here of 8.37 ± 1.55% and 8.70 ± 1.17% are slightly larger, they are consistent with those presented by Siebner et al. especially considering the higher resolution of the BrainPET compared to the Siemens 951 R/31 PET scanner and the smaller smoothing kernel used in this study. Furthermore, Siebner et al. used 2 cm circular ROIs centered on the peak activation in regions using registered T1-weighted MR images for anatomic landmarks [237].

Direct analysis of the TACs, the parametric 0-40 minute image, and the static 40-60 minute image illustrate three different situations which are of importance for evaluating potential physiological interference.

First, by distinguishing significant changes in uptake on a frame-by-frame basis, the TAC analysis is sensitive to specific MR sequences. The dynamics of FDG uptake in unstimulated brain tissue has a predictable time course; any deflections from its smooth projected trajectory would suggest prior stimulation and spikes would suggest possible RF interference. The
absence of spikes in the whole brain activity TAC (Figure 62A) and WB-normalized white matter (Figure 62B), as determined by serial t-tests, suggests lack of RF interference (at least for the framing and reconstruc
tion used in our study). This in turn suggests that any changes in FDG uptake are linked to physiologic changes induced from sources other than hardware interference. This result is further confirmed by the ROI analysis of PAC TAC where a statistically significant change between the control and stimulation environment is maintained across subsequent time points.

Second, the parametric images, in addition to being sensitive to the integral of the activity and accounting for the FDG transport and trapping components, allow for the detection of the cumulative effects of noise in the uptake phase. In this study we used a blood-free approach to estimate LCMRGlLu using the method presented by Wu [226]. An appealing aspect of this method is that the whole brain value of each patient is normalized to a constant, which has been used in other group studies on the effects of MR on LCMRGlLu [218, 219]. Similarly, we only used the first 40 minutes rather than 60. Monden et al. demonstrated that using a shorter duration could lead to an increase in $K_i$ on the order of 3-5% [227]; however, in this study we were interested in the relative change between the control and stimulation environments so the error derived from this reduced duration should be present in both control and stimulation datasets.

The SPM8/MNI-normalized parametric images showed a bilateral statistically significant increase in LCMRGlLu within PAC suggesting that this region was being activated over the first 40 minutes in the stimulation case relative to the control. Activation of the PAC is also supported by the FreeSurfer ROI-based analysis of the LCMRGlLu image, where a statistically significant
increase was observed in an ROI spanning both the left and right PACs. When taken separately, the left PAC did not show significance; however, upon closer observation of the FreeSurfer GLM image, this could be due to the small size of the region with significant uptake with respect to the ROI. In addition to a statistically significant increase in LCMRGlú in the right PAC, the ROI analysis showed statistically significant activation in other regions known to have involvement in auditory stimulation: the left and right superior temporal planes, right transverse temporal sulci, and left middle temporal gyrus [238].

Third, the semi-quantitative static analysis is most likely to be used clinically with the early adopters of simultaneous PET/MR, and thus any interference as a result of adopting our protocol (i.e. administer the FDG in the scanner while running MR sequences) should be determined. In this study the simultaneously acquired MR sequences during the static frame (i.e. minutes 40-60 post injection) were the same in both the control and stimulation environments; as a result, differences between the static images of the stimulation and control environments should only reflect changes in uptake that occurred between injection and minute 40. The static images showed a glucose uptake pattern which had some similarities to the parametric images – increased uptake in the PAC in all three analytic methods (SPM8, FreeSurfer ROI-, FreeSurfer GLM-based). An ROI spanning the combined left and right PAC showed a significant increase in FDG uptake, however only the right PAC was found to be significantly different between the control and stimulation environments. The GLM-based analysis explains this difference – a region of increased uptake is apparent just anterior to the PAC. While this activation may be physiologic, it could also be a result of stochastic errors.
The two FreeSurfer-based methods used for analyzing the PET data in this work provided complementary information concerning activation. The minimum requirement for significance in the ROI-based analysis is that there must be either a small focal change (or a number of smaller foci) of rather significant intensity (when compared to the ROI size), or a less intense change distributed over a large portion of the ROI. The ROI-based method places no requirements on the connectedness of the regions of increased or decreased activation within an ROI, rather it is sensitive to the average change in the region likely detecting whether or not the PAC has been activated. The FreeSurfer GLM-based analysis, on the other hand, focuses on clusters of activation allowing them to traverse multiple brain regions. This method may be preferred to detect focal changes within a brain region, for example tonotopic activation [239, 240].

Aside from evaluating the effects of MR acoustic noise on cerebral FDG uptake, we have shown that FreeSurfer, in comparison to SPM8, can provide statistical descriptions of cerebral FDG uptake. In the case of non-simultaneous acquisition, where spatial registration of the two modalities may be inaccurate, the more conservative analytic technique is to transform the PET data directly to a conformed space. Accurate transformation to this conformed space usually requires that the subject data be significantly smoothed as it must have smoothness similar to that of the template. Smoothing the data can obscure small and/or less intense clusters of uptake. In an integrated system, where the spatial transformation between the MR and PET images is known, the MR data can provide all the necessary transformations to a conformed space reducing the need for additional smoothing of the PET data. In FreeSurfer, where this conformed space is derived directly from the subject specific brain, there is a better inter-
subject alignment of cortical regions which can improve the localization or contrast of statistically significant changes in the brain [136]. One example of this improvement in contrast is the conservation of the uptake patterns between the parametric and static images. As the latter occurred over a time period where the glucose uptake is small relative to earlier time points it should have a metabolic pattern which resembles the parametric image which is sensitive to the 0-40 minute uptake phase. Comparing the similarities of the metabolic patterns between the static and parametric frames provides a metric for evaluating SPM- and FreeSurfer-based analyses. The PAC cluster in the right hemisphere is not conserved between the parametric and static images using SPM8; however, they, in addition to the clusters in the temporal superior plane are conserved in the FreeSurfer-based analysis. Another example is the conservation of activation of the left opercular part of the inferior frontal gyrus which is associated with Broca’s Area.

FreeSurfer does not entirely replace the need for SPM-based analyses. A drawback to FreeSurfer is the processing time required to segment and inflate the brain. While the transformation to the MNI space with SPM8 can be computed in minutes, processing of the MR data can take on the order of 20 hours with FreeSurfer making SPM appealing for realtime clinical targeted applications [241]. For studies where the activation area is expected to be larger or where ROIs can be determined prior to analysis, SPM8 can provide faster results. Additionally, FreeSurfer does not segment some of the brainstem structures, like the inferior colliculus, a region which has been shown to play a role in auditory processing [242, 243].

One aspect which was not controlled in this experiment was the placement of the earplugs. The placement was not standardized, subjects were given the option to place the ear
plugs in themselves or have a technologist place them for them, which is our center’s standard protocol for hearing protection in the MR environment. Subjects were asked for confirmation that the earplugs were adequately placed and whether or not they were equal bilaterally prior to initiating MR scanning. To ensure maximum efficacy from the earplugs, we could have tested the subjects’ hearing, however this would bias our results as this is not done routinely for MR subjects and it is not likely to occur in a clinical setting.

4.1.4 Conclusion

This study sought to determine the effects of MR on brain FDG uptake when MR sequences are run during the FDG uptake phase in an integrated PET/MR system. Group analyses of parametric images derived from the uptake phase, along with static images reconstructed from the data acquired 40-60 minutes post radiotracer administration showed foci of uptake in cortical areas associated with auditory processing likely a result of acoustic noise produced by the MR gradients. The relative increase in the PAC glucose uptake ranged from 3-9% depending on the image type and method. Using SPM8 and distorting the data to the MNI normalized space showed clusters of statistical significance only with an uncorrected p<0.001, however no clusters were observed with a FWE of 0.05. ROI analysis showed similar results of increased uptake in the PAC with some ROIs significant and some trending towards significance, however they were insensitive to focal activations in large ROIs and activations which spanned the border of multiple ROIs. Statistical maps of the parametric and static images derived from FreeSurfer were qualitatively more similar than those derived from SPM8 with many of the clusters conserved, suggesting that in an integrated system where software
coregistration is unnecessary, an improvement in group analysis can be attained using FreeSurfer and the simultaneously acquired MR data. This suggests that while the PET/MR environment is considerably different than the traditional PET environment, its impact on patient physiology is minimal and can thus still produce comparable results. Our results also demonstrate that the performance of the PET scanner is virtually unaffected by the MR data acquisition and highly reproducible PET data can be obtained. Still, for certain experiments specific knowledge of the effects of integrated multimodal imaging is required.

4.2 Impact of PET Data Optimization on NNC112 Binding Potential Estimation

In addition to using the PET and MR data to make inferences about one another or further characterize the system, the degree of the co-localization of MR and PET signals is often of interest. In this study, the PET imaging was performed using $^{11}$C-NNC112, a dopamine (D1) receptor antagonist, while working-memory task-based fMRI activation data were collected. While fMRI can interrogate functional regions of the brain with a temporal resolution of seconds and allows the use of multiple and different stimuli over an imaging session, the kinetic modeling of the PET data is restricted to providing a snapshot over the entire imaging duration. The considerable length of scan time required to collect the information necessary for the kinetic modeling of the system necessitates the addition of motion correction as motion is likely to occur and patients may need to leave the scanner and return [244]. Similarly, as the spatial localization of the signal(s) is important, voxel-wise partial volume effect correction must be
applied. The goal of this section is to characterize the combined effect of MR-assisted motion correction and partial volume effects correction on the estimation of $^{11}$C-NNC112 binding potential (BP) in healthy volunteers.

4.2.1 Materials and Methods

4.2.1.1 Data Acquisition

29 healthy volunteers (18 males, 11 females, mean age 32.7±10.7 years) were scanned on the BrainPET as part of a larger study. All subjects gave written informed consent and were studied in accordance with a protocol approved by the affiliated Institutional Review Board. As $^{11}$C-NNC112 is known to have non-specific binding to central 5HT2a receptors [245], subjects were administered an oral dose of 2 mg of resperidone, a 5HT2a antagonist, 90 minutes prior to radiotracer injection. PET data were acquired in list-mode format for 90-minutes following the intravenous administration of 9.59±1.65 mCi (range 5.07-11.96mCi) of $^{11}$C-NNC112 and dynamic PET images were generated. MR data acquired with the CP and 8-channel concentric head coils included sequences routinely used for brain studies at our center (e.g. AAScout, MPRAGE, UTE, TOF, DTI, BOLD).

4.2.1.2 Data Analysis

To correct for stochastic motion over the duration of the scan, head motion estimates were derived from the MR data for all the EPI-based acquisitions and used to correct the PET data in LOR space before image reconstruction as described in Section 3.3. When MR data were unavailable to provide motion estimates, PAC-MMAN (Section 3.3.1.4) was used using a frame
length of 60 seconds for the first 40 minutes of data and 120 seconds for the remainder of the scan. For comparison, the data were also reconstructed without motion correction.

The head attenuation map was generated from the MPRAGE data using the pseudo-CT method (Section 3.1.1.3.3). The PET data were sorted into sinograms using a framing of: 8×10s, 3×20s, 2×30s, 1×60s, 1×120s, 1×180s, 8×300s, 4×600s and reconstructed using OSEM. Post-reconstruction partial volume effects correction was applied to the motion corrected PET images using the RBV method (described in Section 3.2). The ROIs used for partial volume effects correction were derived in part from the FreeSurfer segmentation. To the FreeSurfer segmentation, additional ROIs were added accounting for functional activation areas obtained from fMRI.

BPnd for each ROI was estimated in PMOD using the simplified reference tissue kinetic model (SRTM) and the cerebellum as a reference tissue. To quantify the improvement provided by motion and partial volume effect correction, the relative change (RC) for structures of interest were calculated, where the RC is given by

\[
RC_{corr} = \frac{BPnd_{corr} - BPnd_{uncorr}}{BPnd_{uncorr}}.
\]  

(4.1)

To determine the RC for motion correction, the uncorrected BPnds are those derived from the uncorrected data; for the RC due to partial volume effects, BPnd_{uncorr} are the values derived from the data only corrected for motion while BPnd_{corr} are the values that are corrected for both motion and partial volume effects.
4.2.2 Results

4.2.2.1 Motion Correction

Of the 29 volunteers, three left the scanner for a period of time over the duration of the scan and had to be repositioned in the scanner. The motion of all subjects was successfully estimated over the scanning duration. Maximum translations of up to 9 mm and rotations of up to 12 degrees were observed. The 6-parameter motion estimates converted into a single value representing the displacement of a cube of length 2 cm with a center of [5 cm, 5 cm, 5 cm] revealed that all subjects moved over the scan duration. A plot of the subjects' displacement values over the can be found in Figure 67.

![Figure 67 NNC112 Motion Profiles](image)

The PET data were reconstructed with and without motion correction and TACs were determined for the selected brain regions. Significant deviations in the shape of the TACs were observed between motion corrected and nonmotion corrected data. TACs of the left and right caudate and cerebellar cortices before and after motion correction can be found in Figure 68.
4.2.2.2 Partial Volume Effect Correction

Partial volume effect correction with resolution modeling was applied to all reconstructed motion corrected frames using the methods described in Section 3.2. All structures outside the brain were neglected from the GTM. The MR, motion corrected PET, and partial volume corrected image can be found in Figure 69.
4.2.2.3 Effect of Corrections

The percentage changes in BPnd after motion correction and partial volume effects correction for several ROIs in a representative subject are shown in Figure 70, revealing both under- and overestimation before correction. The cumulative effect exceeds 100% for some of the structures analyzed.

The mean BPnds across subjects, with the corresponding RCs can be found in Figure 71.

The RC of the BPnd suggested that the improvement due to partial volume effects was on average considerably larger than the improvement due to motion correction when considering all subjects as a single group. From the motion profiles, some subjects had considerably more motion than other, suggesting that the benefit from motion correction may not be uniform across all subjects.
To determine if there was a dependence of the RCs from motion correction, the subjects were separated into three groups based on the integral of their motion profiles: low, medium and high amplitude motion. The BPnds and RCs for the three groups can be found in Figure 72 and Figure 73 respectively.
The RC due to motion correction showed to be the greatest across all regions in the high amplitude motion group. The RC due to motion for the hippocampus (HPC), amygdala (AMYG), and pallidum (PAL) was greater in the low amplitude motion group than in the medium amplitude motion group, however more regions showed a change in the medium amplitude group. The HPC, AMYG, and PAL were some of the smaller regions and had lower uptake. RC due to partial volume effects was relatively stable across groups.
4.2.3 Discussion

Motion and partial volume effects were shown to have considerable effects on the parametric data. The improvement due to motion correction can be the result of a number of phenomena. The first is the repositioning of the subject’s head between sequences. This can be overt, as in the cases where the subject had to exit the scanner to urinate, but can also be due to more subtle causes, such as the patient shaking their head in response to questions from the scanner operator between MR scans. An example of such motion is shown in Figure 74.
Intrasequence Motion for a Single Subject Derived from MR Estimates. Between each sequence the subject was questioned by study staff using the MR's intercom. The rotation about the x-axis observed at the start of each sequence between 1500 and 3500 seconds appears to be the patient lifting their head to hear the operator’s question.

In addition to ensuring that the statistically defined ROI always corresponds to the corresponding anatomy, properly repositioning the data prevents bias due to mismatch between the emission data and the attenuation map. Additionally, motion correction fills in the gaps of the emission sinograms (Section 2.1) providing more complete information for OSEM to estimate the distribution from. Finally, as the motion correction is performed on a frame-by-frame basis, the data is better localized and the contrast is improved.

The change in the estimated BPnDs due to the corrections was not uniform across structures, nor was it necessarily intuitive. When there are only two structures of interest and the tracer distribution is well characterized, as is the case with FDG where after the uptake phase the distribution in gray matter to white matter is on the order of 4:1, it is simple to contextualize the effect of partial volume effects on data; however, in a dynamic PET scan with many regions and no a priori knowledge of the expected tracer distribution, the problem becomes significantly more challenging. Predictably, those subjects who were determined to
have the most motion also had the largest benefit from motion correction; however the relative benefit of motion correction to partial volume effect correction was not intuitively obvious. Similarly, some ROIs showed large RCs as a result of motion correction but small changes with the addition of partial volume effects, while other ROIs exhibited the opposite effect.

Significant motion and partial volume effects were observed in all the subjects. Although MR-based attenuation correction is usually thought to have the largest influence on quantification in integrated PET/MRI scanners, less than 5% bias compared to the CT-based approaches was reported using recently developed methods (Section 3.1.1.3.3). This means the bias introduced by motion and partial volume effects becomes the dominant source of errors in the PET estimates. More importantly, the combined effect is more difficult to predict, depending on the size and location of the structure of interest and patient compliance. Without addressing these issues of motion and partial volume effects, the value of the BPnDs derived from these data is questionable.

4.3 MR-guided Image-derived PET Radiotracer Input Function Estimation

The possibility of performing full kinetic modeling, opened by dynamic PET imaging, requires a measurement of the PET radiotracer input function. The arterial radiotracer input function is traditionally measured though sampling of the radial artery. The numerous contraindications for arterial sampling in addition to subject discomfort, requirements of additional staff, and subjecting staff to additional radiation exposure, make arterial sampling
non-ideal for routine practice. A number of image-derived input functions (IDIF) estimation methods for use in neurological PET studies have been proposed to address this problem (see [51] for an extensive review). These methods can broadly be separated into those that explicitly segment the voxels corresponding to vessels and those that choose the input function based on the time course of the signal. The latter methods are strongly reliant on the kinetic model and thus may not work with all tracers. Direct segmentation, however, is also subject to its challenges. Segmentation based on early phase PET images can be difficult due to image noise. Segmentation based on CT and MR is highly dependent on accurate coregistration, so much so that it has been suggested that the two carotid vessels be registered to the PET independently of one another [246]. Furthermore, MR data acquisition for MR-based segmentation can be time consuming.

In this section we present a novel IDIF estimation method that takes advantage of the advanced methods proposed in the previous sections for addressing most of these challenges mentioned above. Specifically, the vasculature is delineated from the simultaneously acquired MR data using multiple MR sequences. The deformation of the vessels is similar in the two datasets because of the simultaneous data acquisition. MR-based motion and partial volume effects correction eliminate two of the sources of bias in the resulting PET estimates of the average activity in the vessels (i.e. head motion and spill-in and spill-out effects, respectively). While the partial volume effect correction is applied using a late time-point blood sampling technique, the method could potentially yield adequate estimates without blood sampling using the rPSF of the scanner and an image-based partial volume effect correction algorithm like GTM.
4.3.1 Materials and Methods

4.3.1.1 MR-based Segmentation of Arterial Vasculature

4.3.1.1.1 MR Data Acquisition

The proposed IDIF method relies on two MR sequences to generate the arterial mask, TOF MR angiography (0.7×0.5×0.7 mm³, TR/TE=24/3.68 ms, FA=18°, TA=6:16 min) to capture the cerebral arteries as well as MPRAGE (1 mm isotropic, TR/TI/TE 2530/1200/1.64 ms, flip angle=7°, TA=4:56 min) to capture the internal carotid arteries.

4.3.1.1.2 Automatic Seeded Region-growing Based Extraction of Vasculature

TOF, the gold standard MR angiography technique, is time consuming and offers limited additional anatomic information. Rather than using TOF to cover the whole subject head, we propose a two-part method which includes the universally acquired MPRAGE images. Arterial blood has been noted to appear bright in MPRAGE images, even in the absence of gadolinium contrast, resulting from fully magnetized blood flowing into the field of view during the delay period after the inversion pulse leading to an inflow enhancement effect \[247\]. The possibility of deriving useful MRA-like information, especially at higher field strengths, from MPRAGE data has been described \[248-250\]. However, it was noted that TOF still had a higher vessel-to-background tissue signal \[249\]. Considering this, we propose a two-part method which uses the TOF to derive the arterial structure of the smaller vessels and uses the MPRAGE to determine the structure of the larger vessels. In this way the TOF field of view can be restricted to the brain, minimizing the need for additional scan time.
The mask generation involves two steps: the derivation of the fine and intermediate vasculature of the head using TOF followed by the extension of the ROI using the MPRAGE image. First, the TOF image is registered to the MPRAGE to account for inter-sequence motion, using SPM8 [228]. To enhance the contrast of the arteries, as well as to reduce non-uniform flip angle and coil sensitivity artifacts, the TOF image is filtered using New Segment (SPM8). As New Segment performs a registration to the MNI152 template as part of the bias correction, the inverse transformation is applied to an MNI template eye mask to create a subject specific eye mask which is used to remove its signal. Once the eyes have been removed, the contrast of the vasculature is enhanced using morphologic opening functions. The TOF image is opened separately with a 2D ball-shaped structuring element (15 voxel radius) as well as a 3D sphere (5 voxel radius) and the resulting images are multiplied together (Figure 75). Additionally the signal from outside the head is removed using a mask generated from skull stripping the coregistered MPRAGE data.

**Step1: TOF-MRA filtering to extract arteries**

![Figure 75 TOF Morphological Filtering](image)

Figure 75 TOF Morphological Filtering. Prior to the initial segmentation of the arteries from the TOF data, the image is filtered to enhance the contribution from the vessels. The eyes are masked from the data during the bias field correction step as they tend to enhance and can lead to artifacts during the extraction algorithm.
After the TOF data is filtered, the arteries are segmented using a seeded-region growing clustering algorithm. To determine the seed, a high threshold is used on the voxels that exist within a region defined by a 50×50 square in the center of each axial slice. Seed points that form objects of less than 5 voxels using a 3D 26-connected neighborhood are removed. An example of the initial seed can be found in Figure 76. The region is then grown by adding the highest intensity neighboring voxels to the ROI structure until the mean of the ROI voxels drop below a threshold value.

The second phase of the arterial ROI generation is performed using the MPRAGE image and the arterial ROI defined in the first step as the seed. As contrast can cause the veins to enhance (which is usually suppressed in non contrast-enhanced MPRAGE), this method is restricted to non contrast-enhanced MPRAGE images. To minimize spreading the mask into the surrounding tissue, the voxels that overlap with the acquired TOF are masked out, save for the bottom five planes of voxels to ensure there is some overlap between the seed and the arteries on the MPRAGE. The seed is then grown through the MPRAGE image using an algorithm similar to that of the first step. The steps are shown in Figure 76.
Figure 76 Multi-step Seeded Region Growing of Arterial Mask. A Seed region is first generated from applying a threshold to the time-of-flight data. The region is then grown in two steps using a region growing algorithm and the time-of-flight (first) and MPRAGE (second) data.

4.3.1.2 Image Derived Input Function (IDIF) Generation

In order to accurately sample the peak, and to account for inherent variability in injection speed and style between hand injections, it is necessary to track the bolus and frame the PET list-mode accordingly. The bolus arrival time was determined using the four-part method described in Section 2.5.2.2. Next, the PET data were separated into early time-points and late time-points. For bolus studies the radiotracer is injected in a relatively short period of time (on the order of seconds to tens of seconds). In the time that immediately follows the injection the radiotracer concentration can change significantly, which requires high frequency sampling.

4.3.1.2.1 Early Time-point Reconstruction

4.3.1.2.1.1 CPR Reconstruction

To accurately estimate the arterial input function, the first pass and peak value of the radiotracer concentration in the blood must be accurately sampled. For fast bolus injections
this requires sampling on a very short time-scale (e.g. seconds). Standard iterative reconstruction methods are not ideal for reconstructing PET images on this time scale for two major reasons. First, common iterative reconstruction methods have a non-negativity constraint, which results in more positively biased images. Secondly, the low count data can make scatter estimation methods unreliable. As such, the first minute of the data, post-injection, was reconstructed using ComPlementary Reconstruction (CPR) [251]. Briefly, the short image frames are produced as the subtraction of two images in the following way:

\[ D_T = \sum_i D_i \]

\[ x_i^r = R(D_i) \]

\[ x_i^c = R(D_T) - R(D_T - D_i) \]

where \( D_i \) is the sinogram or list-mode data in the \( i \)-th dynamic frame, \( D_T \) is the total data during the total scan period, and \( R(\ldots) \) is an iterative single-frame reconstruction operator, e.g. OPE-OSEM, such that \( x_i^r \) and \( x_i^c \) are the reconstructed images using the iterative reconstruction operator and CPR, respectively. In this case, the reconstruction operator, \( R(\ldots) \), is the OSEM reconstruction algorithm. For the FDG study images were reconstructed using CPR at 5 second intervals where the total scan period was considered to be the first 60 seconds of data (i.e. \( T=60 \) sec and \( i=1,2,3,\ldots,60 \) sec post-injection).

4.3.1.2.1.2 Optimization of Kernel and Frame Length

As the CPR method requires a subtraction of images longer in duration than the frame of interest, there is the potential for the introduction of bias in the measurement from the length of the kernel. To determine the optimal kernel length, CPR reconstructions were
performed with kernel sizes of 60, 120, and 180 seconds. Additionally the optimal frame length was determined by reconstructing the data at 1, 2, 3, 4, and 5 second intervals.

\textit{4.3.1.2.2 Late Time-point Reconstruction}

Individual frame-by-frame reconstruction was performed on the PET list-mode data to generate a dynamic time series of images. The late time point PET data, the time points following the first minute after the radiotracer injection, were reconstructed with the standard 3D OP-OSEM algorithm using both prompt and variance-reduced random coincidence events [121] as well as normalization, scatter [34], and attenuation sinograms. Motion correction was performed on the PET images as outlined in Section 3.3. The attenuation sinograms were derived using the pseudo-CT method (Section 3.1.1.3.3).

\textit{4.3.1.2.3 Partial Volume Effect Correction of IDIF}

Due to the relatively small size of the vessel as compared to the surrounding tissue, partial volume effects are significant. In the early time points, the partial volume effects are dominated by spill-out from the vessel as its activity is significantly higher than that of the surrounding tissue. At later time points however, the partial volume effects of the vessel are dominated by spill in. In order to accurately estimate the activity in the arterial mask, partial volume effects correction must be performed. This section examines a method that requires sparse late-time point blood samples.
4.3.1.2.3.1 Subsegmentation of the Arterial Mask

The PVC method presented is ROI-based and make the assumption that the activity inside the ROI is uniform. To allow for regional variability in the arterial mask, and as the contrast between the vessels and the surrounding tissue is not expected to be homogenous throughout the image—and thus the local spill-out and recovery coefficients change over the arterial mask—the arterial mask is broken down into subsegments. To automate the subsegmentation, a k-means cluster approach using squared Euclidean distance or a global geodesic distance metric were tested. As we are interested in determining an average radiotracer input function and not regional input functions, only the left and right internal carotid arteries were used for validation.

4.3.1.2.3.2 Chen’s Method

The presented method, which requires late-time point blood samples, is a modified version of that presented by Chen et al. [49]. This method relies on the fact the spill-in and spill-out effects are purely geometric effects and are thus time invariant. As such, the image-measured radioactivity of the artery, \( c^m_p \) is the linear combination of the true radioactivity in the artery, \( c_p \), and the radioactivity of the surrounding tissue, \( c_m \), and are all related in the following way:

\[
    c^m_p(t) = r_c \times c_p(t) + m_{tb} \times c(t)
\]

(4.3)

where \( r_c \) and \( m_{tb} \) are the recovery coefficient and the spill-over coefficient, respectively. The recovery and spill-over coefficients were estimated using both the linear least square method and measurements of \( c^m_p \), \( c_p \), and \( c_m \) at three separate time points (20, 40, 60 min post...
injection for FDG). Similar to Chen et al., regions where the recovery and spill-over coefficients were greater than one were excluded from the arterial mask. Although for these studies $c_p$ was derived from arterial measurements (as venous blood samples were not available), we discuss below how venous measurements could be used as an alternative. The blood samples are then linearly interpolated and the activity corresponding to the midpoint of the corresponding PET frame is estimated. The $r_c$ and $m_{tb}$ are determined for each subsegment of the arterial mask and the final IDIF is merely the sum of the individual subsegment corrected input functions, weighted by the percent contribution of the subsegment ROI to the total arterial ROI.

4.3.1.3 Validation

4.3.1.3.1 Validation of IDIF against Manual Arterial Sampling

To validate the IDIF for FDG, ten healthy volunteers (9 males and 1 female, mean age 41.7±14.6 years) were enrolled in this study. The mean height and weight among subjects was 177±10 cm and 81.6±13.1 kg. All the subjects gave written informed consent in accordance with a protocol approved by the affiliated Institutional Review Board.

For all associated studies the subjects were injected with 5.11±0.31 mCi of FDG while inside the PET/MR scanner in a head-first supine position while both MR and PET data acquisitions were being performed. All radiotracer injections were bolus injections performed by hand, followed by a 10 cc saline flush.

To compare the IDIF to the true AIF, arterial sampling was performed in all subjects. A licensed anesthesiologist placed a catheter in the radial artery proximal to the wrist under local anesthesia (lidocaine) with 8” of extension tubing and the a-line was accessed by an
experienced research nurse. Samples were drawn by hand with a vacutainer system into heparinized evacuated blood collection tubes. Prior to radiotracer injection, a 6 cc discard was drawn to eliminate dilution of the blood with saline. Eighteen 3 cc samples were drawn by hand ten seconds apart over the first 180 seconds post-injection. No saline flushes were performed between the ten second samples, however a 5-10 cc saline flush was performed after collection of the eighteenth sample. For all later time points there were (in chronological order): a 6 cc discard, a 3 cc sample, and a 5-10 cc saline flush. For FDG blood analysis, a 300 μL sample of whole blood was pipetted from each collection tube and the activity was counted using a gamma counter and all counts were decay corrected to the time of injection. The remaining blood was centrifuged and a 300 μL sample of plasma was also counted.

4.3.1.3.1.1 AUC Analysis and Kinetic Parameter Estimation

The area-under-the-curve (AUC) was calculated for both the AIF and the IDIF. To compute the AUC, piecewise cubic hermite interpolation was performed on the data points. Similarly, cerebral metabolic rate of glucose (CMRGlu) was calculated using both the AIF and IDIF.

4.3.1.3.2 Comparison of Late Arterial Sampling to Venous Measurements

The estimation of the recovery and spill-over coefficients is time independent, i.e. the blood samples can be taken at any time throughout the scan. This means that the blood samples can be isolated to late time points where the system has reached a quasi-steady state and there is minimal difference between the arterial and venous tracer values, and venous blood samples can be used instead of arterial sampling, obviating the need for invasive arterial
catheterization. Although venous sampling could be performed through an additional catheter, that means additional discomfort for the patient and another site for potential complications. An alternative to using an additional catheter is to sample the blood directly from the catheter used to inject the radiotracer into the patient [252-255]. The main concern with using the same catheter is the possibility of overestimation due to residual FDG sticking to the catheter walls, however with proper flushing of the line and pre-sample discards, the mean overestimation has been found to be small, on the order of 2% for FDG [253, 254].

To evaluate the possibility of using the injection catheter for venous sampling, a subset of the FDG subjects had additional venous samples drawn at 20, 40, and 60 minutes post injection. Following radiotracer injection, the injection catheter is flushed with 10 cc in the spare port of the dual port system. Additional, before each blood draw, the spare port was flushed with another 10 cc, followed by a 6 cc discard and a 3 cc venous blood sample. Analysis of the venous blood data was identical to the arterial blood.

While the method proposed here is theoretically capable of providing an individual IDIF for each subsegment of the arterial ROI given accurate registration and reconstruction, this work sought to validate its use in replicating the AIF derived from the radial artery. To this end, rather than using the entire subsegmentation, segments spanning the petrous, lacerum, and cavernous segments of the left and right internal carotid arteries were used.
4.3.2 Results

4.3.2.1 MR-based Segmentation

The multi-sequence seeded-region growing segmentation of the vasculature was implemented and was capable of running in an automated fashion without the need for additional user input. The segmented vasculature, along with the MPRAGE and TOF MR data for a representative subject can be found in Figure 77. For cases where no TOF data was collected, it is possible to segment the larger vessels of the head using only the MPRAGE and user defined points.

![Figure 77 Multi-MR-Sequence Derivation of Arterial Mask. A seeded region growing is applied to the TOF MR image (A). The final arterial mask (B) is produced from a secondary seeded region growing algorithm, where the results of the TOF segmentation are used as the seed and the image is the MEMPRAGE (C; shown here as a maximum intensity projection).](image)

4.3.2.2 Image-Derived Input Function

The early and late frames were reconstructed using CPR and traditional reconstruction schemes, respectively. The early frames were found to most accurately model the input function and have the least amount of noise between successive measurements when
reconstructed with a CPR kernel size of 60 seconds and a frame length of 5 seconds. Motion throughout the duration of the scan was estimated using PET-based and MR-based methods and used in the reconstruction of the images. The generated arterial ROIs were then segmented into 12 subsets and applied to the data using Chen’s method. The IDIFs were successfully determined for the ten healthy controls. A representative IDIF can be found in Figure 78. The mean IDIF AUC was found to be $101.3\% \pm 4.7\%$ of the AIF AUC with an absolute difference of $4.1\% \pm 2.1\%$.

![Figure 78](image)

**4.3.2.3 Kinetic Parameter Estimation**

To quantify the error introduced by using the IDIF as compared to the gold standard AIF, TACs were generated for 116 ROIs determined using FreeSurfer for each patient. The CMRGlc was then calculated for each ROI using the AIF and the IDIF and the results were plotted against...
each other. A line was fit to the data which represented the accuracy of the IDIF, where a slope of one would result if the AIF and IDIF were exactly the same. The average slope for the 10 subjects was found to be 98.3%±5.1%. A representative plot for one of the subjects can be found in Figure 79.

![Figure 79 Kinetic Parameter Estimation Using AIF and IDIF for a Representative Subject. 116 anatomic ROIs were generated using the subject-specific MPRAGE MR image and FreeSurfer. PET data were reconstructed using the reconstruction algorithms mentioned throughout this work. An IDIF was reconstructed using the steps outlined throughout Section 4.3. CMR\text{Glc} values were derived for each ROI using the manually sampled AIF and the IDIF.](image)

4.3.2.4 Comparison of Late Arterial Sampling to Venous Measurements

The results of three trials where arterial and venous blood were sampled simultaneously can be found in Figure 80. Of the ten healthy volunteers, venous blood from the injection catheter was drawn on nine of them and all three time points were only drawn on eight of them. The second and third blood samples always showed a high degree of similarity between the arterial and venous samples, however the first draw was found to be less reproducible and was significantly higher in five of the eight cases. This is believed to be the result of the limited experience in how to perform the sampling from the injection catheter (including insufficient flushing of the injection catheter) as evident with the improvement in the reproducibility and similarity of the first measurement as more trials were performed.
4.3.2.5 Application of IDIF to Other Tracers

At no point does the presented method rely on any assumptions on the characteristics of the radioisotope or the tracer, rather it can be thought of as an estimation of the radioactivity distribution in the arterial compartment. The partial volume corrupted IDIF is determined from the dynamic data through the use of an arterial mask so the only assumption is that the free radiotracer signal can be measured from the blood. To consider the IDIF an estimate of the free radiotracer distribution, the assumption must be made that the signal from the intra-arterial compartment is dominated by the free radiotracer; however, even in cases where that may not be true (i.e. active metabolites in the intra-arterial compartment), the method provides an estimate of the intra-arterial compartment. To determine if this procedure could be applied to other tracers as a measurement of the intra-arterial compartment where radioactive metabolites were present, the proposed TOF+MPRAGE derived arterial ROIs were then applied to $^{11}$C-NNC112 and $^{11}$C-PBR28 datasets. In the case of NNC112 and PBR28, there are radioactive metabolites present in the blood as the tracer does not become trapped in a
tissue. Since the blood samples used to perform the partial volume effect correction also contain parent and metabolite compounds the resulting IDIF is the cumulative signal of the free parent radiotracer and the metabolites. IDIFs derived using Chen’s method with the ROIs can be found in Figure 81. While the proposed method does not directly derive the true free-radiotracer input function for tracers with metabolites in the intra-arterial compartment, assumptions can be made about the metabolite correction or the required blood samples could be used for metabolite correction.

Figure 81 Representative TOF+MPRAGE PET IDIF Results for FDG, NNC112, and PBR28. The method presented, the acquisition of MR data to derive an arterial mask followed by late time-point blood sampling to scale the arterial ROI measurements and correct for partial volume effects, holds for non-18F tracers (NNC112) as well as tracers that do not obey the two compartment model (PBR28). At no point are assumptions made on the kinetics of the tracer, its injection, or the decay properties of the radioisotope.
4.3.3 Discussion

A minimally invasive method to improve the estimation of the radiotracer AIF has been presented. The arterial ROI was segmented in an automated fashion using a combination of MPRAGE and TOF MR datasets. By using the bright-blood phenomena of the MPRAGE, the TOF field of view can be restricted, reducing the total scan time. The frames used to estimate the bolus were reconstructed using CPR. Comparing kernel sizes and frame lengths showed that the best results were achieved with a kernel of 60 seconds and a frame length of 5 seconds. The IDIF estimated from the dynamic PET data using Chen’s method showed AUC values for the IDIF comparable to the AIF, and the kinetic parameters estimated from them correlated well with those derived from arterial sampling. The method was also shown to have the potential to be applied to other tracers, however this must be confirmed by evaluating more datasets.

A major drawback to the presented method for IDIF estimation is the partial volume effect correction using Chen’s blood-based method. The major benefit of a blood-less method for partial volume effect correction and scaling like GTM is that it does not require any blood sampling. However, it requires that the PSF of the scanner be known. As such, while it can be implemented on the BrainPET, where the rPSF has been modeled, it cannot easily be implemented on scanners where the PSF is unknown. Additionally, for image-based partial volume effect correction methods to achieve accurate results in larger carotids, those which lie outside the brain and adjacent to noncerebral tissues (e.g. muscles, soft tissue), accurate segmentation of adjacent extra-cerebral tissues is required, which is difficult to automate and time-consuming to perform manually. Similarly, non-blood derived input functions have been shown to be sensitive to patient motion [256], though through implementing MR-based motion
correction methods this issue can be minimized. On the other hand, while blood-based methods have been shown to be more resistant to patient motion [257], they require additional blood sampling. While we have demonstrated that with adequate flushing of the injection catheter, it can be used to sample blood in FDG studies, obviating the need to place an additional catheter for sampling, this may not hold true for other tracers that may impregnate or stick to the injection catheter material. Additional studies are required to determine if the injection catheter can be used for sampling tracers other than FDG. Furthermore, for tracers that undergo metabolism (e.g. $^{11}$C-PBR28, $^{11}$C-NNC112), unless a population-based metabolism curve is used, blood samples cannot be avoided.

This study sought to compare our IDIF to the “imperfect gold standard” of manual arterial sampling. To obtain the AIF, hand-sampling was performed, which can be inaccurate at estimating high-frequency changes (e.g. the peak and first pass). This in turn may enhance the bias presented in this study. While numerous devices exist for the aid and automation of blood draws and analysis, many such devices are not MR-compatible, so at this time the use of hand-drawn samples is not unreasonable. Similarly, it is not a reasonable expectation for clinical centers to invest in automated sampling equipment, so hand-drawn sampling would be the more likely method to translate to the clinic. To address this, a comparison of our IDIF to samples collected and counted using an MR-compatible automated blood sampler [177] should be performed.

Another potential source of systematic bias in the measurement could be inaccurate attenuation (and scatter) correction. While the effects of inaccurate bone estimation in the head attenuation map have been minimized using the methods discussed in Chapter 3, a
systematic study of the effects that attenuation maps can have on the extracerebral areas is warranted as portions of the carotid run close to the bone, a region where misclassification and errors in attenuation estimation are highest.
Chapter 5 CONCLUSION

This work explored techniques for improved PET data quantification in a simultaneous PET/MR system for neurological imaging. First, the integrated brain PET/MR system was characterized and the PET data processing and image reconstruction were optimized. The PET and MR scanners were found to minimally interfere with each other, permitting the simultaneous collection of data. Algorithms were then presented for the spatial and temporal alignment of the MR and PET data and for the calibration of the PET scanner. Using the simultaneously collected MR data, we have proposed a unified processing pipeline for the reconstruction and quantification of PET data. As demonstrated in this work, MRI can not only provide functional and anatomic information, but it can also be used to improve the quality of the PET data. Specifically, MR-derived data can be used for PET attenuation, motion and partial volume effects corrections as well to inform an algorithm for estimating the PET radiotracer input function directly from the PET images.

To aid in the implementation and application of advanced processing and analysis techniques, Masamune, a graphical user interface was constructed, allowing the streamlined and automated handling of the PET data. To date, Masamune has been used on over 500 PET/MR scans of humans and 225 PET/MR scans of nonhuman primates and other animals. The Matlab environment in which Masamune was implemented provides an expandable
platform that allows the integration of other specialized neuroimaging software (e.g. SPM, Comkat, FreeSurfer) in an automated fashion.

Simultaneous PET/MR offers a unique opportunity to address some of the challenges that limit the implementation of quantitative PET into routine clinical imaging. While PET/MR provides the opportunity to improve our understanding of the mechanisms underlying disease, attention should be paid to how it can improve routine imaging. Moving forward, it is likely that the scanning period will no longer be thought of as sequential bed positions or sequences that are put into context later, but rather as a continuous flow of information. Providing a platform that interprets this continuous flow of information will have a strong impact on the quality of the resulting data and the simplification through automation can make it practical for the additional challenges of clinical imaging.
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APPENDIX

BrainPET Quality Control Experiment Protocols

Perform Spatial Offset Calibration

The calibration can be performed with a fillable Derenzo phantom and should be performed whenever the BrainPET is moved or any service is done to the MR that may alter its isocenter (e.g. whenever the gradients are removed or exposed). This procedure estimates the offset between the two scanners. A relatively long-lived tracer like F-18 is favored to C-11 so the individual PET frames have similar statistics. While only the estimated offsets are saved, at the time they are determined the standard error is also displayed in the desktop workspace. From previous experiments, the translational standard error should be on the order of 0.25mm or less, and the rotational error on the order of radians. To minimize any potential spatial biases, the phantom should be imaged in a number of positions (8 recommended).

4. Fill Phantom with F18
5. Position phantom in CP coil
6. Perform 3-5 minute PET list-mode acquisition with simultaneous MR FLASH scan.
7. Reorient phantom
8. Repeat Steps (2-4)
9. Send Data to Bourget
10. Retrieve MR data using Masamune Organize MR button
11. Remove any FLASH sequences such that there is only one per position
12. Press QC>Alignment to bring up GUI.
Masamune System State Executable Commands

Generating Detector Block Effect File

The block effect file can be generated from scatbe.flor using the following command:

```sh
>> dos(['scan_sort -F scatbe.flor -S scatbe.n -d -f']);
```

Generating Normalization File

The normalization file can be generated from scatbe.flor using the following command:

```sh
>>dos(['scan_sort -F C:\bin\norm\psnorm_2014Jul25.flor -N psnorm_2014Jul25.n']);
```

Useful Commands for PET data processing

Sort List-mode Data in LOR/DCmap

Generate Sinogram Data from LOR/DCmap

```sh
scan_sort -r %5 -L %1.lor.gz -S %1.s -D %1.dcm -R %1 Ra.s -B dead_blocks.txt
```

Forward Project Image using OSEM

If a volume is forward projected into sinogram space using OSEM, then the volume may be reconstructed using:

```sh
>>dos(['osem3d_rmi -i image.i -W 0 -F 1,0 -I 0 -H image_sinogram.s']);
```

and the reconstructed image can be generated using:
>>dos(['osem3d_rm -t image_sinogram.s -P -W 0 -l 32 -N 1 -F 1,0 -o output_image.i -T 8']);

Additional arguments may include resolution modeling and normalization if the block effect is added to the data. If the threads are not specified then only 16 subsets may be used. Similarly, OSEM exhibits some instability when run using the maximum 16 threads. Similar stability issues are observed when hyper-threading is active (this may be disabled in the BIOS).

**Repairing List-mode Time-Marks**

Occasionally a glitch in the scanner during data acquisition may introduce an error in the time-marks. This can be diagnosed by computing the frame length of the time mark using:

```matlab
>>calc_lst_durtation('Frame1.lst')
```

As the scanner begins counting at zero, negative numbers are not permitted and the resulting frame time should be a positive number. If the number is negative, it is likely that a time-mark was miswritten in the data. This can be corrected by reading through each of the time-marks, comparing them to the previous time-mark and making sure they increment by one unit each appearance. This can be performed by running

```matlab
>>fix_lst_t_marks('Frame1.lst')
```