Interplay of Dengue Virus and the Human Immune Response

The Harvard community has made this article openly available. Please share how this access benefits you. Your story matters

<table>
<thead>
<tr>
<th>Citation</th>
<th>Chan, Ying Kai. 2015. Interplay of Dengue Virus and the Human Immune Response. Doctoral dissertation, Harvard University, Graduate School of Arts &amp; Sciences.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citable link</td>
<td><a href="http://nrs.harvard.edu/urn-3:HUL.InstRepos:17467339">http://nrs.harvard.edu/urn-3:HUL.InstRepos:17467339</a></td>
</tr>
<tr>
<td>Terms of Use</td>
<td>This article was downloaded from Harvard University’s DASH repository, and is made available under the terms and conditions applicable to Other Posted Material, as set forth at <a href="http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA">http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#LAA</a></td>
</tr>
</tbody>
</table>
Interplay of Dengue Virus and the Human Immune Response

A dissertation presented

by

Ying Kai Chan

to

The Division of Medical Sciences

in partial fulfillment of the requirements

for the degree of

Doctor of Philosophy

in the subject of

Microbiology and Immunobiology

Harvard University

Cambridge, Massachusetts

April 2015
Interplay of Dengue Virus and the Human Immune Response

ABSTRACT

RIG-I is a key cytosolic sensor of many RNA viruses, including dengue virus (DV), the most significant arboviral pathogen. Upon viral RNA binding, RIG-I signals via the adaptor protein MAVS, located at mitochondria, to induce the expression of interferons (IFNs), proinflammatory cytokines and interferon-stimulated genes (ISGs), thereby establishing an antiviral state. Among the ISGs, the IFITM proteins are critical for antiviral restriction of numerous pathogenic viruses including DV by inhibiting viral entry.

Here, we uncover how DV escapes RIG-I-mediated immunity. The NS3 protein of DV binds directly to 14-3-3ε, a mitochondrial-targeting protein that is essential for translocation of RIG-I from the cytosol to mitochondria. Specifically, NS3 blocks 14-3-3ε from forming a “translocon” complex with RIG-I and its upstream activator, TRIM25, thereby inhibiting RIG-I translocation to mitochondria for MAVS interaction and antiviral signaling. Furthermore, RIG-I that fails to translocate to mitochondria is degraded in a lysosome-dependent manner in DV-infected cells. Intriguingly, NS3 binds to 14-3-3ε using a phosphomimetic motif that resembles a canonical phospho-serine/threonine motif found in cellular 14-3-3-interaction partners. We engineer a recombinant DV encoding a mutant NS3 protein deficient in 14-3-3ε binding (DV2KIKP) and find that this mutant virus is attenuated in replication compared to the parental virus. Strikingly, DV2KIKP fails to antagonize RIG-I and elicits high levels of IFNs,
proinflammatory cytokines and ISGs in human hepatocytes and monocytes. Taken together, our data reveal a novel phosphomimetic-based mechanism for viral antagonism of innate immunity and provide a foundation for DV vaccine development.

DV can infect cells directly, or complex with non-neutralizing antibodies to infect Fc-receptor-bearing cells in a secondary infection, which is associated with severe disease. While it has been shown that IFITMs restrict DV direct infection, it is unknown if the latter process, commonly termed antibody-dependent enhancement (ADE), might bypass IFITM-mediated restriction. Comparison of direct and ADE-mediated DV infection shows that IFITM proteins restrict both infection modes equally, suggesting that upregulation of IFITMs may be a therapeutic strategy.

In summary, our work elucidates several molecular aspects of the interplay of DV with the human immune response, which may guide the rational design of vaccines and antivirals.
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Chapter 1

Introduction

Parts of this chapter were originally published as:

A PREAMBLE

Infectious agents and their hosts have been co-evolving since the dawn of life. While certain microbes and hosts share a mutually beneficial relationship known as symbiosis, other microbes replicate at the cost of their hosts and cause pathological outcomes. This has resulted in an arms race in which host immune responses restrict pathogens, and pathogens that acquire the ability to evade these countermeasures are in turn selected for. Understanding the basic mechanisms underlying these two sides of the coin is key to the rational design of antiviral therapeutics. This is especially true for dengue virus, the most significant arboviral pathogen, for which no therapeutics exist to-date. By elucidating several molecular aspects of the interplay of dengue virus with the human immune response, we hope to enhance our understanding of dengue pathogenesis and accelerate development of much needed anti-dengue therapeutics.

DENGUE VIRUS (DV)

DV epidemiology and disease

Dengue virus (DV) is responsible for ~390 million infections annually, and 2.5 billion people live in areas at risk for dengue transmission, making DV a highly significant arboviral pathogen [1-3]. DV belongs to the Flaviviridae family, which consists of many other significant human pathogens, including West Nile virus (WNV), yellow fever virus (YFV), Japanese encephalitis virus (JEV), tick-borne encephalitis virus (TBEV) and hepatitis C virus (HCV).

DV is spread by the bite of infected mosquitoes, most notably Aedes aegypti and Aedes albopictus. The four serotypes of DV co-circulate in many tropical and sub-tropical regions and continue to expand their range. DV infection can cause the acute febrile disease known as
dengue fever (DF), which is characterized by fever, joint pain, rashes and other non-specific symptoms [4]. While DF is thought to be self-limiting, some DV-infected patients acquire potentially lethal dengue hemorrhagic fever (DHF), which manifests as high fever, liver damage, hemorrhage tendency, and thrombocytopenia [5]. DHF can further progress to dengue shock syndrome (DSS) during which patients experience a sudden drop in blood pressure due to extensive vascular leakage [6].

Primary DV infection generally confers long-lasting immunity to the infecting serotype [7]. However, epidemiological studies suggest that secondary infection with a heterologous serotype increases the chance of acquiring severe dengue disease [8]. Furthermore, primary infection of infants breast-feeding from dengue-immune mothers also result in higher risk for severe dengue disease [9]. The dominant theory explaining these phenomena is known as antibody-dependent enhancement (ADE), and is described in greater detail later.

**DV pathogenesis**

During a blood meal, DV-infected mosquitoes transmit the virus subcutaneously and it is thought that skin-resident macrophages and dendritic cells (DCs) are the initial targets of infection [6]. These infected cells can recruit monocytes and DCs to the dermis and infect them [10], or migrate to lymph nodes and disseminate the virus to monocytes and macrophages [11], which amplifies the infection and finally results in viremia. In agreement, autopsy and clinical studies indicate that mononuclear phagocytes (monocytes, macrophages and DCs) are the primary sites of DV replication, although the virus can also be detected in other tissues such as spleen and liver [12-14].

As the key targets of DV are phagocytic cells of the immune system, severe dengue disease is thought to be a consequence of immunopathogenesis. Infected phagocytes secrete
large amounts of proinflammatory cytokines such as TNF-α and IL-6, which perturb vascular endothelial cells and result in increased capillary permeability and hemorrhage tendency [15-17]. While it is unclear what triggers this cytokine storm in primary DV infections, extensive research suggests that ADE can drive immunopathogenesis in secondary infections. Pre-existing, non-neutralizing antibodies bind to the infecting heterologous DV serotype and mediate efficient uptake of DV-antibody complexes into Fcγ receptor-bearing monocytes, macrophages and DCs, thereby leading to increased viral replication and enhanced cytokine release [3].

**DV therapeutics**

Currently, there are no FDA approved therapies against dengue. In particular, vaccination efforts are challenging due to the need to simultaneously protect against 4 distinct serotypes. Recently, a live-attenuated tetravalent vaccine based on chimeric YFV-DV completed two phase III clinical trials and provided ~80% protection from risk of hospitalization [18,19]. However, the vaccine showed weak to moderate efficacy against the widely prevalent DV serotype 2 (DV2). Several other vaccine candidates, including live-attenuated vaccines, subunit, DNA and purified inactivated vaccines, are also being pursued but are at earlier stages of clinical testing. Due to the lack of DV therapeutics, patients generally receive supportive treatment, and vector control through the use of insecticides remains the principal tool for combatting DV transmission [20].

**DV life cycle**

DV is a single-strand, positive sense RNA virus (reviewed in [21]). The ~11 kb long genome encodes 10 proteins: 3 structural proteins [capsid (C), membrane (M), envelope (E)] and 7 nonstructural proteins (NS1, NS2A, NS2B, NS3, NS4A, NS4B and NS5). DV virions are ~50
nm in diameter and enter cells via clathrin-mediated endocytosis. The drop in pH triggers membrane fusion in the late endosomes, releasing DV RNA into the cytoplasm. As the genome is positive sense, it acts like host mRNA and is translated by ribosomes at the rough endoplasmic reticulum (ER) membrane. Translation results in a large polyprotein that is subsequently cleaved by host proteases and the DV NS2B/3 protease complex into the 10 individual proteins.

Upon translation, DV forms replication complexes (RCs) by inducing large membrane alterations on the ER (reviewed in [22]). These RCs consist of the transmembrane NS proteins (NS2B, NS4A and NS4B), the RNA-dependent RNA polymerase NS5, the serine protease NS3, and viral RNA. While the transmembrane NS proteins are thought to be important for inducing membrane rearrangements such as invaginations, NS5 is the key enzyme that generates a complementary negative strand of the viral genome, which is then used as a template to produce more positive sense capped viral RNA. Apart from proteolytic processing of the translated polyprotein, NS3 is also an essential component of RCs due to its RNA helicase activity.

Newly generated viral RNA associates with C to form nucleocapsids, which bud into the ER lumen and are packaged into virions by prM and E. These immature virions then pass through the trans-golgi network (TGN) during which prM is cleaved by furin and glycans found on E are further modified. The mature infectious virion is then secreted extracellularly for dissemination.

**INNATE IMMUNE SENSORS AND IMMUNE EVASION**

**Classes of PRRs and viral PAMPs**

Mammalian cells possess pattern-recognition receptors (PRRs) that recognize foreign
molecules, such as viral replication products or structural components of the virion, commonly known as pathogen-associated molecular patterns (PAMPs). Upon non-self-recognition, the infected host cell rapidly mounts an innate immune response, characterized by induction of type I and III interferons (IFNs), interferon-stimulated genes (ISGs) and proinflammatory cytokines, to restrict viral replication and direct adaptive immune responses [23].

Of the innate immune sensors that recognize foreign nucleic acids, members of the Toll-like receptor family (TLR3, TLRs7-9 and TLR13) detect RNA or DNA in the lumen of endosomes or lysosomes. These TLRs are single transmembrane proteins found on the endosomal membrane, and are highly expressed mainly in immune cells (reviewed in [24]). Another class of PRRs known as the RIG-I like receptors (RLRs) sense viral RNA in the cytoplasm. In contrast to the TLRs, RLRs are expressed in most cell types. As viruses usurp host machinery for replication, a hallmark of pathogenic viruses is their ability to invade the cytoplasm and replicate. Thus, RLRs are well positioned to sense a pathogenic viral infection and trigger an innate immune response. More recently, several innate immune sensors that detect foreign DNA have been discovered and characterized. For example, cyclic GMP-AMP synthase (cGAS) senses DNA in the cytosol while interferon-inducible protein 16 (IFI16) recognizes DNA both in the cytoplasm and in the nucleus (reviewed in [25]). Other proposed DNA sensors include RNA polymerase III (pol III), DNA-dependent activator of IFN-regulatory factors (DAI), DDX41, DNA-dependent protein kinase (DNA-PK) and stimulator of interferon genes (STING). The detection of foreign nucleic acids by these PRRs triggers a signaling cascade that generally leads to the transcriptional upregulation of IFNs and proinflammatory cytokines, thereby inducing an antiviral state. In this chapter, I focus on the RLRs and how they are regulated.
**RLR structure and signaling**

The RLR family, comprising RIG-I, MDA5 and LGP2, detects viral RNA in the cytosol of most cell types. The RLRs possess a central DExD/H-box helicase domain and a C-terminal domain (CTD), which are important for binding viral RNA. RIG-I and MDA5 further harbor two N-terminal caspase activation and recruitment domains (CARDs), which are responsible for downstream signaling. LGP2 lacks the CARDs and is generally thought to play a regulatory role in RLR signaling (reviewed in [26]).

RIG-I and MDA5 recognize structurally distinct viral RNA species. RIG-I senses RNAs possessing both panhandle structures and a 5’triphosphate moiety, while MDA5 is thought to recognize long dsRNA or web-like RNA aggregates (reviewed in [27]). In addition, a recent study indicated that a 5’diphosphate moiety in the viral RNA can also be recognized by RIG-I [28]. Extensive functional studies have demonstrated the importance of RIG-I and MDA5 in sensing RNA virus infections, with RIG-I playing a critical role in the detection of orthomyxo-, rhabdo- and arenaviruses, and MDA5 preferentially detecting picornaviruses. Moreover, many viruses (flaviviruses, paramyxoviruses and reoviruses) are sensed by both RIG-I and MDA5 [29]. Upon RNA ligand binding, RIG-I and MDA5 bind to their common adaptor MAVS/Cardif/IPS-1/VISA through CARD-CARD interactions. This leads, via TRAF3 or TRAF6, to the activation of several well-studied kinases of the IKK family, namely IKKe and TBK1 as well as the IKKa/β/γ complex. Through phosphorylation steps, these kinases ultimately activate the transcription factors IFN-regulatory factor 3 and 7 (IRF3/7), NF-κB, and ATF2/c-Jun, which then induce the transcription of IFNs and proinflammatory cytokines [30]. Subsequently, secreted IFNs bind to their respective receptors and induce the expression of hundreds of ISGs, leading to an antiviral state.
While antiviral and proinflammatory cytokines are key to controlling viral infection, they also lead to inflammation and tissue damage and hence must be tightly regulated. In the following sections we review the key molecular and cellular processes that regulate RLR signaling, with emphasis given to recently published work.

**RIG-I activation and homeostasis**

**i) RLR regulation by posttranslational modifications**

In the past several years, it has become evident that the activation of RIG-I and MDA5 is a multi-step process consisting of viral RNA binding, conformational changes, and a series of posttranslational modifications (PTMs). Furthermore, regulatory PTMs ensure that aberrant RLR signal transduction does not occur in the absence of a viral infection (Figure 1.1). In uninfected cells, RIG-I is kept in an auto-repressed state due to the masking of its CARDs by the helicase domain [31,32]. In addition, RIG-I and MDA5 undergo phosphorylation at multiple residues, which prevents aberrant downstream signaling: S8 and T170 as well as T770 and S854/S855 in the RIG-I CARDs and CTD, respectively; and S88 in the MDA5 CARDs [33]. RIG-I is kept phosphorylated at these CARD and CTD sites by protein kinase C α/β (PKCα/β) and casein kinase II (CKII), respectively, while the kinase(s) for MDA5 phosphorylation is still unknown [32,34]. An RNAi screen against the human phosphatome recently revealed that two highly homologous isoenzymes of phosphoprotein phosphatase 1 (PP1α and PP1γ) are responsible for RIG-I and MDA5 dephosphorylation, thereby triggering their activation [35]. In response to viral RNA binding, PP1α/γ binds and dephosphorylates both RIG-I (S8 and T170) and MDA5 (S88) in the CARDs, allowing for MAVS binding, likely through a rearrangement of the tandem CARD after dephosphorylation. The phosphatase(s) for the removal of the phosphorylation marks in the RIG-I CTD is currently unknown. As PP1α and PP1γ dephosphorylate numerous
substrates in the cell, current studies are focused on elucidating the mechanism of PP1’s substrate specificity for RLRs in infected cells.
Figure 1.1. Regulation of RLR signaling, as exemplified by RIG-I. RIG-I is kept in an inactive phosphorylated state in resting cells by PKCa/β and CKII. Upon engagement of viral RNA, RIG-I undergoes a conformational change and is dephosphorylated by PP1α/γ. Subsequently, activation of RIG-I is mediated by K63-linked ubiquitination of the CTD and CARD domains by Riplet and TRIM25, respectively, promoting RIG-I tetramerization. OASL can mimic ubiquitination to promote RIG-I activation. The adaptor protein 14-3-3ε mediates translocation of the active RIG-I-TRIM25 complex to the mitochondrion/MAM-localized MAVS, leading to downstream signal transduction that results in type I IFN gene expression (not illustrated). The deubiquitinating enzymes CYLD, USP21 and USP3 remove K63-linked polyubiquitin chains from RIG-I as a form of homeostatic regulation to prevent aberrant IFN induction. The expression of CYLD is suppressed by miR-526a. TRIM25, RIG-I and MAVS are further regulated by degradative K48-linked ubiquitination mediated by LUBAC, RNF125, and AIP4, Smurf1, and RNF5, respectively. Conversely, USP15 and USP4 deubiquitinate TRIM25 and RIG-I, respectively, to stabilize the proteins. The Atg5-Atg12 conjugate and Sec14L1 block the RIG-I-MAVS interaction to prevent antiviral signaling. Finally, a RIG-I splice variant (RIG-I SV), MAVS splice variant (MAVS1a) and miniMAVS further contribute to prevent excessive signaling. (Adapted from Chan and Gack, Curr Opin Virol, 2015.)
Recent data demonstrated that, in the case of RIG-I, there is crosstalk between phosphorylation and K63-linked ubiquitination, a polyubiquitin linkage that does not trigger proteasomal degradation but facilities signal transduction events. Biochemical studies demonstrated that in cells without viral infection, RIG-I is robustly phosphorylated but minimally ubiquitinated in its CARDs and CTD. However, upon stimulation of RIG-I by viral RNA binding, dephosphorylation occurs and this triggers robust K63-ubiquitination of RIG-I by two critical E3 ligases, TRIM25 and Riplet. Mechanistically, the E3 ligase Riplet first induces K63-linked ubiquitination of K788 in the CTD of RIG-I [36]. This appears to trigger a conformational change that exposes the CARDs, enabling TRIM25 to bind and to attach K63-linked ubiquitin chains to K172 in RIG-I CARD2, ultimately leading to RIG-I oligomerization and MAVS binding [37]. K63-linked ubiquitination of CARD2 is critical for RIG-I activation as loss of TRIM25 severely hampers RIG-I signaling. Furthermore, K63-linked ubiquitin chains have also been shown to bind to the CARDs non-covalently to promote RIG-I oligomerization and activation [38]. Thus, it has been unclear for quite some time how both covalent and non-covalent K63-polyubiquitin mediate RIG-I activation. This question was recently addressed by structural analysis of the RIG-I CARDs, which showed that the RIG-I CARDs form a helical tetramer adopting a ‘lock-washer configuration’, in which three K63-diubiquitins are wrapped around the outer rim of the CARD tetramer [39]. This study further showed that K172 is within the covalent linkage distance to ubiquitin (< 20 Å), strongly indicating that this residue is indeed covalently ubiquitinated. Biochemical studies comparing the activation capacity of covalent versus non-covalent K63-diubiquitin showed that, while both induced RIG-I tetramerization and MAVS activation, covalent K63-diubiquitin had a stronger RIG-I activation capacity than unanchored K63-ubiquitin [39]. It has been recently shown that RIG-I can be also activated in an
ubiquitin-independent manner. Specifically, the IFN-inducible oligoadenylate synthetases-like (OASL) protein, which contains two tandem ubiquitin-like domains, binds to RIG-I and mimics K63-ubiquitination, thereby enhancing RIG-I activation [40]. This study proposed a model in which TRIM25- and Riplet-mediated K63-linked ubiquitination is essential for RIG-I activation early during infection, while OASL activates RIG-I at later time points.

The importance of K63-linked ubiquitination for RIG-I activation was further strengthened by the identification of several deubiquitinating (DUB) enzymes that remove this ubiquitin mark from RIG-I to inhibit its signaling. CYLD (cylindromatosis) deubiquitinates RIG-I and several downstream molecules to prevent premature RIG-I activation in uninfected cells [41], while USP3 deubiquitinates RIG-I specifically after viral infection, likely serving as a negative feedback regulator [42]. In contrast, USP21 has been shown to bind and deubiquitinate RIG-I independent of viral infection [43]. Together, these studies establish K63-linked ubiquitination as a crucial activation mark for RIG-I. In contrast, the role of K63-linked ubiquitin polymers in MDA5 activation is still a subject of debate. In general, our knowledge of PTMs that regulate the signaling activity of MDA5 lags significantly. As described above, dephosphorylation by PP1α/γ has been shown to be critical for MDA5 activation [35]. In addition, SUMOylation of the MDA5 CTD by the ubiquitin E3 ligase PIAS2β facilitates MDA5-mediated antiviral signaling; however, the precise mechanism of this activation mode remains unknown [44].

In contrast to K63-linked ubiquitination that serves as an activation mark, K48-linked ubiquitination triggers proteasomal degradation to regulate the turnover of cellular proteins, including key molecules in the RLR pathway. The RING-finger protein 125 (RNF125) induces K48-linked ubiquitination and proteasomal degradation of RIG-I, MDA5 and MAVS, thereby
preventing excessive RLR signaling [45]. Conversely, USP4 removes K48-linked ubiquitination from RIG-I to stabilize it [46]. The stability of TRIM25, a key regulator of RIG-I activation, is tightly regulated by K48-linked ubiquitination mediated by the linear ubiquitin assembly complex (LUBAC), consisting of the two E3 ligases HOIL-1L and HOIP [47]. Conversely, USP15 has been recently identified as a DUB enzyme that stabilizes TRIM25, thereby ensuring effective viral clearance through sustained IFN-β production [48]. The abundance of MAVS is also delicately controlled by degradative K48-linked ubiquitination mediated by the E3 ligases AIP4 (also called ITCH), Smurf1 (SMAD ubiquitin regulatory factor 1), and RNF5 [49-51]. However, how MAVS stability is dynamically regulated by these three E3 ligases, or whether they act in a temporal or cell type-specific manner, is currently unknown.
ii) RLR regulation by posttranscriptional mechanisms

Several posttranscriptional mechanisms modulating the RLR signal-transducing activities have been identified, including alternative splicing, alternative translation as well as microRNAs (miRNAs), small noncoding RNAs that lead to the degradation or translational repression of target mRNAs by binding to complementary sequences in their 3’ untranslated region. In most cases, posttranscriptional mechanisms are part of a negative feedback loop to dampen RLR signaling to prevent excessive or sustained production of antiviral and inflammation-inducing proteins (Figure 1.1).

Alternative splicing has been shown to play an important role in modulating the activities of RIG-I and MAVS. A splice variant of RIG-I (RIG-I SV) is specifically induced upon viral infection or IFN stimulation [52]. RIG-I SV carries a short deletion (amino acids 36-80) in CARD1 and is therefore unable to bind TRIM25 for downstream activation. RIG-I SV suppresses RIG-I activation in a dominant negative manner by hetero-oligomerizing with full-length RIG-I, which prevents MAVS binding. Similarly, a splice variant of MAVS (MAVS1a) strongly binds to RIG-I and inhibits its interaction with full-length MAVS for signal transduction [53]. Furthermore, it has been recently reported that the MAVS mRNA is bicistronic and that alternative translation gives rise to a smaller MAVS protein termed “miniMAVS” [54]. MiniMAVS dampens IFN induction, but promotes cell death comparably to full-length MAVS; The precise mechanism of how miniMAVS acts is however unknown.

Innate immune signaling triggered by virus infection also leads to the upregulation of several miRNAs, which in turn modulate RIG-I activity and IFN induction. For example, miR-526a is induced in monocytes upon vesicular stomatitis virus (VSV) infection and directly suppresses the expression of CYLD, hence enhancing K63-linked ubiquitination of RIG-I and its
activation [55]. VSV infection also induces the expression of miR-146a in macrophages in a RIG-I-dependent manner. MiR-146a then acts as a negative-feedback regulator in the RLR-mediated IFN induction pathway by targeting several important downstream signaling molecules, including TRAF6 [56]. Furthermore, miR-466l directly binds to the 3’UTR of IFN-α mRNAs and reduces their expression during VSV infection [57].

### iii) Regulation of RLR-MAVS signal transduction by subcellular localization and autophagy

Apart from molecular regulatory mechanisms, cellular processes control and shape the signaling activities of RLRs and MAVS. RLRs are traditionally thought to be “free floating” cytosolic molecules, though recent studies indicated that RLRs are localized to cytoplasmic bodies induced by PKR and DHX36, known as antiviral stress granules (avSGs) [58]. It has been proposed that avSGs provide a platform for RLRs, other antiviral proteins (PKR, RNaseL, and OAS1), and viral RNA to interact, hence augmenting RLR signaling. Further studies are, however, required to determine the contribution of soluble versus avSG-associated RLRs to antiviral immunity, and whether other subcellular compartments are used by RLRs for initiating signal transduction.

In contrast to the RLRs, the regulation of MAVS by subcellular localization is better characterized due to its membrane-bound nature. MAVS resides in multiple subcellular regions, including the outer mitochondrial membrane, mitochondrial-associated ER membranes (MAMs; a specialized sub-domain of the ER located adjacent to mitochondria) and peroxisomes [59-61]. Functionally, while cytosolic MAVS is unable to signal, mitochondrial and MAM-associated MAVS are responsible for type I IFN induction [60]. Furthermore, recent work indicated that peroxisomal MAVS preferentially induces type III IFNs [62].
Upon PAMP recognition, cytosolic RLRs must interact with membrane-bound MAVS; however, how this translocation event occurs was not known until recently. It has been shown that the activated RIG-I-TRIM25 complex requires binding to the adaptor protein 14-3-3ε to translocate to mitochondria/MAMs for MAVS interaction and downstream activation [63]. It is unclear if MDA5 also requires 14-3-3ε for translocation, and if other adaptor proteins control RLR translocation to other MAVS locations such as the peroxisomes.

Autophagy, a degradation process well-known for its role in the removal of protein aggregates and organelles, also plays a critical role in innate immunity by either degrading intracellular pathogens, or by homeostatic regulation of innate immune signaling (reviewed in [64]. It has been reported that cells deficient in Atg5, a key regulatory protein of autophagy, are defective in autophagosome formation and accumulated damaged mitochondria, leading to increased RLR stimulation, likely due to increased release of reactive oxygen species (ROS) [65]. Another line of evidence also supports the negative regulation of RLR signaling by Atg5; however, this study suggested a different mechanism, specifically that Atg5-Atg12 conjugate suppresses IFN induction by directly interacting with RIG-I and MAVS through their CARDs [66]. Similarly, Sec14L1, a protein that is not implicated in autophagy, inhibits the CARD-CARD interaction of RIG-I and MAVS [67].

**Pathogenic viruses target RLR regulation for immune evasion**

Viruses and their hosts are in an active “arms race”, driving continuous co-evolution. Given the importance of RLRs for an effective innate immune response, viral pathogens have evolved means to manipulate various RLR regulatory mechanisms for immune evasion (Figure 1.2). Many viruses have been shown to dysregulate the PTMs of RLRs. For example, measles and Nipah virus, both members of the paramyxovirus family, antagonize the phosphatases
PP1α/γ to prevent RLR dephosphorylation and hence activation. Mechanistically, their V protein, a well-known IFN-antagonist, interacts with PP1α/γ and sequesters these phosphatases away from MDA5, hence keeping it in the CARD-phosphorylated, inactive state [68]. Furthermore, in dendritic cells, measles virus targets PP1α/γ through a V-independent mechanism that was due to measles-induced DC-SIGN signaling and formation of a negative-regulatory PP1 complex, hence inhibiting both RIG-I and MDA5 [69]. Previously, multiple studies have demonstrated that the V proteins of several paramyxoviruses, including parainfluenza virus 5 (PIV5), antagonize MDA5 through a direct interaction with its helicase domain, thereby blocking its ATPase activity [70,71]. VP35 of Ebola virus (EboV) and NS1 of influenza A virus (IAV) specifically inhibit the ATPase activity of RIG-I that is stimulated by PACT (PKR activator) [72,73].
Pathogenic viruses target RLR regulation for immune evasion. There are five general strategies used by viruses to target RLR-MAVS signaling: (1) modulation of PTMs of RLRs, (2) cleavage of RLR pathway components, (3) sequestration of RLRs, (4) modulation of RLR localization, and (5) degradation of MAVS and other RLR downstream signaling molecules. The details of the viral antagonistic mechanisms are described in the text. (Adapted from Chan and Gack, Curr Opin Virol, 2015.)
With regards to K63-linked ubiquitination of RIG-I, the NS1 protein of IAV binds to the ubiquitin E3 ligase TRIM25 to block ubiquitination of the RIG-I CARDs [74]. Furthermore, the NS1 proteins of some IAV strains were shown to also bind human Riplet to inhibit ubiquitination of the RIG-I CTD [75]. A recent study indicated that the NS3/4A protease complex of HCV cleaves not only MAVS but also Riplet to prevent RIG-I activation [36,61,76]. Viruses also act directly on RIG-I by encoding enzymes that deubiquitinate RIG-I and hence inactivate it. Orf64, a viral DUB of Kaposi's sarcoma-associated herpesvirus (KSHV), removes K63-ubiquitin chains from the RIG-I CARDs [77]. The papain-like protease (PLP) of severe acute respiratory syndrome coronavirus (SARS-CoV) and the leader proteinase (Lpro) of foot-and-mouth disease virus (FMDV) also deubiquitinate RIG-I and other innate immune signaling molecules [78,79]. Finally, arteriviruses and nairoviruses encode proteins with ovarian tumor (OTU)-type DUB enzymatic activities to remove K63-polyubiquitin from RIG-I [80].

Another viral strategy to escape the RLR response is the induction of specific miRNAs that target critical regulatory proteins in the RLR pathway. For example, the 3C protein of Enterovirus 71 (EV71) blocks the up-regulation of miR-526a in infected cells, which leads to increased expression of CYLD and hence RIG-I inhibition via deubiquitination [55].

Viruses are also equipped with proteins that modulate the subcellular localization of RLRs, or actively degrade components of the RLR pathway. For example, poliovirus and encephalomyocarditis virus (EMCV) use their 3C proteases to prevent the formation of RLR-containing avSGs through cleavage of the Ras-Gap SH3 domain binding protein 1 (G3BP1) [81,82]. Other proteins sequester RLRs from MAVS. The M protein of SARS-CoV, the Z protein of New World (NW) arenaviruses, and the glycoprotein G of human metapneumovirus (hMPV) bind to RIG-I to sequester it from MAVS. Furthermore, the N protein of respiratory
syncytial virus (RSV) binds specifically to MDA5, relocalizing it to large inclusion bodies [83-86]. Furthermore, the NSs protein of severe fever with thrombocytopenia syndrome virus (SFTSV) has been recently shown to interact with RIG-I, TRIM25 and TBK1 to relocalize them into cytoplasmic endosome-like structures for sequestration [87]. Moreover, PB1-F2 of IAV reduces the inner membrane potential of mitochondria, leading to fragmentation of these organelles and inhibition of innate immune signaling [88,89].

Another important evasion strategy employed by several viruses is cleavage of RIG-I, MDA5 and/or MAVS. For example, enteroviruses cleave both MDA5 and MAVS using their protease 2Apro, thereby blunting IFN-β induction [90,91]. Measles virus infection triggers selective autophagy to degrade mitochondria (a process termed “mitophagy”), resulting in decreased MAVS abundance and disruption of RLR signaling [92]. Finally, the NS1 and NS2 proteins of RSV have been recently shown to trigger the degradation of RIG-I, IRF3 and many other molecules in the IFN induction pathway by assembling a large degradative complex on the mitochondria [93].

**Immune evasion strategies used by DV**

DV has evolved to evade or subvert the human immune response extensively. DV escapes immune detection by PRRs by replicating in intracellular membrane structures, which allows it to partially shield double-stranded RNA (dsRNA) from PRRs [94]. In contrast, infection with the related flavivirus JEV results in exposed dsRNA early in infection, giving rise to IFN induction and a self-limiting infection.

DV also actively antagonizes the IFN response by inhibiting both IFN induction and IFN-receptor signaling. DCs infected with DV secrete little type I IFN when compared to other RNA virus infections [95,96]. With regards to IFN induction, the NS2B/3 protease complex has been
shown to be responsible for blocking IFN induction. Recently, two groups showed that NS2B/3 cleaves STING, an adaptor protein downstream of cytosolic DNA sensors [97,98]. It is currently unclear how STING plays a role in IFN induction during RNA virus infection, though some evidence suggests that STING is able to interact with RIG-I and MAVS in the RNA sensing pathway [99]. In contrast, a lot more is known about how DV inhibits type I IFN-receptor (IFNAR) signaling (reviewed in [100]). NS2A, NS4A and NS4B associate with cellular membranes and inhibit STAT1 phosphorylation, while NS5 induces proteasomal degradation of STAT2. More recently, non-coding subgenomic flaviviral RNA (sfRNA) of DV has been shown to antagonize RNA-binding proteins that are required for translation of ISG mRNAs ([101].

Furthermore, DV inhibits several antiviral cellular processes in order to replicate. DV has been shown to block formation of antiviral stress granules (SGs), thereby facilitating viral RNA synthesis [102]. DV also subverts autophagy, which is typically an antiviral process, by manipulating autophagy for increased viral replication while avoiding lysosomal degradation [103-106]. In addition, DV induces the unfolded protein response (UPR) to avoid translational inhibition and to prevent cell death [107,108]. Finally, non-neutralizing antibodies increase infectivity of heterologous DV serotypes, and ADE has also been suggested to downregulate antiviral and inflammatory cytokines to allow increased viral replication [109,110].

ANTIVIRAL INTERFERON-STIMULATED GENES (ISGs)

Upon detecting PAMPs, PRRs signal to induce type I and III IFN production. These secreted IFNs then engage their cognate receptors and signal via the JAK-STAT pathway to promote the transcription of hundreds of antiviral ISGs (reviewed in [111]). While some ISGs have been extensively characterized in terms of antiviral activity and mode of action, the
molecular mechanisms of many ISGs are still not well understood. Here, I discuss selected ISGs with an emphasis on their impact on flavivirus replication.

In general, ISGs target conserved aspects of viral replication (reviewed in [112]), including virus entry, viral nucleic acids, protein translation and virus egress. **IFITM proteins** (interferon-induced transmembrane proteins), consisting of IFITM1-3 in humans, inhibit viral replication by blocking entry of several pathogenic viruses including DV and WNV [113]. IFITMs primarily restrict viruses that enter via the endocytic pathway and fuse in the late endosomes or lysosomes, although there are exceptions to this rule. Several mechanisms have been proposed to explain IFITM’s mode of action, and they mostly suggest that IFITM proteins modify the physical properties of cellular membranes to prevent formation of fusion pores, such as cholesterol accumulation in endosomal membranes and deformation of endosomal membrane curvature [114-116].

With regards to ISGs that target viral nucleic acids, **OAS proteins** recognize dsRNA and generate 2’,5’-oligoadenylates which activate **RNaseL** to degrade viral RNA (reviewed in [117]). **APOBEC3G** is a cytidine deaminase and restricts retroviruses such as HIV by catalyzing the deamination of cytidine to uridine in reverse transcribed viral DNA [118]. Other ISGs modulate protein translation to thwart viral replication. **PKR** is activated by dsRNA and phosphorylates EIF2A to inhibit both cellular and viral mRNA translation, thereby shutting down viral replication (reviewed in [119]). PKR also triggers inflammation and induces apoptosis to further inhibit viral spread. While PKR is known to be critical for controlling WNV replication [120], a recent study suggests that PKR may downregulate IFN production during DV infection, indicating that DV may subvert PKR activity for its replication [120]. **IFIT** (interferon-induced protein with tetratricopeptide repeats) family proteins, consisting of IFIT1-3
and 5 in humans, prevent viral replication by non-specifically inhibiting translation or directly binding and sequestering viral RNA (reviewed in [121]). IFIT3 has a protective role against DV infection, while other work shows that NS5 2’-O-methylates DV RNA which may facilitate evasion of IFIT-mediated restriction [122,123]. In addition, tetherin, which is also an ISG, prevents virus egress by tethering virions to the cell surface and preventing their spread (reviewed in [124]). Tetherin has been shown to target retroviruses such as HIV and filoviruses such as Ebola, as well as DV recently [125].

Hundreds of ISGs are upregulated by IFN to create an antiviral state. These ISGs target multiple steps of the viral life cycle through diverse mechanisms. While some pathogens have evolved to escape the action of certain ISGs, the collective effect of ISGs is likely to be effective against most viruses. Deciphering the antiviral activity and mode of action of poorly characterized ISGs may be useful for the development of novel antivirals, especially against pathogens like DV for which no therapies exist.
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ABSTRACT

14-3-3 proteins regulate a myriad of biological processes by binding to phosphoserine/threonine (pS/pT) motifs of numerous cellular proteins. Among them, 14-3-3ε is crucial for innate immunity to RNA virus infection by mediating the cytosol-to-mitochondrial-membrane translocation of the pathogen sensor RIG-I. Here we show that the NS3 protein of dengue virus (DV), a significant arthropod-borne viral pathogen, binds to 14-3-3ε and prevents RIG-I translocation to the mitochondrion-localized adaptor protein MAVS, thereby blocking antiviral signaling. Intriguingly, a highly conserved phosphomimetic RxEP motif in NS3 is essential for 14-3-3ε binding. We engineered a recombinant DV encoding a mutant NS3 deficient in 14-3-3ε binding and found that the mutant virus is impaired in RIG-I antagonism and elicits markedly higher levels of interferon (IFN), IFN-stimulated genes, and proinflammatory cytokines. Our work reveals a novel phosphomimetic-based mechanism for viral antagonism of 14-3-3-mediated immunity, which may guide the rational design of vaccines and antivirals.

INTRODUCTION

Dengue virus (DV) is responsible for ~390 million infections annually, and 2.5 billion people live in areas at risk for dengue transmission, making DV a highly significant arthropod-borne viral pathogen. DV infection can lead to the debilitating febrile disease known as dengue fever, or the more severe and potentially lethal dengue hemorrhagic fever/dengue shock syndrome (DHF/DSS). Four serotypes of DV exist and infection by one serotype only confers long-lasting immunity to that particular serotype. Currently, there are no FDA-approved therapies against DV infection. A promising tetravalent vaccine candidate recently completed
two phase III clinical trials but showed weak to moderate protection against the widely prevalent DV serotype 2 (DV2) [1,2]. Hence, there is a pressing need to better understand dengue pathogenesis in order to aid the design of broadly effective vaccines and antivirals.

The innate immune system is the first line of defense against invading pathogens and is essential for early restriction of viral replication and for directing adaptive immune responses. Germline-encoded pattern recognition receptors (PRRs) detect viral nucleic acid or conserved structural components of the virion, and subsequently trigger an antiviral response [3,4]. Among the PRRs, RIG-I (retinoic acid-inducible gene-I) has emerged as a key sensor of many RNA viruses, including DV, by recognizing cytosolic viral RNA species harboring a 5’ tri- or di-phosphate moiety and/or poly(U/UC) motifs [5,6]. Upon viral RNA binding to the helicase and C-terminal domain (also called repressor domain), RIG-I undergoes a conformational change followed by K63-linked ubiquitination at its N-terminal caspase activation and recruitment domains (CARDs) mediated by the E3 ubiquitin ligase TRIM25 [7-9]. Ubiquitination of RIG-I facilitates its tetramerization, and the activated RIG-I tetramer subsequently translocates from the cytosol to MAVS (also called Cardif, IPS-1, or VISA), which is found at the outer mitochondrial membrane, mitochondrial-associated membranes (MAMs), and peroxisomes [10-12]. MAVS then assembles a multi-protein signaling complex that leads to the activation of the transcription factors IRF3/7 and NF-κB to induce the gene expression of type I IFNs (mainly IFNα/β), proinflammatory cytokines, and antiviral interferon-stimulated genes (ISGs) [13,14]. Recently, the mitochondrial-targeting chaperone protein 14-3-3ε has been identified as a crucial mediator of the redistribution of RIG-I from the cytosol to mitochondrion/MAM-associated MAVS by forming a ‘translocon’ complex with RIG-I and TRIM25, ultimately triggering an antiviral immune response [15].

36
DV has evolved to evade or inhibit both innate and adaptive immune responses, allowing it to replicate unchecked and disseminate [16]. DV antagonizes IFN-mediated innate immunity by suppressing both type I IFN induction and IFNα/β receptor (IFNAR) signal transduction through a variety of strategies [17]. Specifically, DV NS5 protein blocks IFNAR signaling by inducing the proteasomal degradation of STAT2 [18]. With regards to suppression of IFN induction, the NS2B-NS3 protease complex (NS2B/3), which is essential for DV polyprotein processing and hence DV replication, has been demonstrated to be the main viral antagonist [19]. NS2B/3 has been shown to cleave stimulator of interferon genes (STING) [20,21], an adaptor protein downstream of cytosolic DNA sensors. However, how DV escapes innate immune detection by RIG-I is unknown.

Here, we uncover that the NS3 protein of DV antagonizes the RIG-I-mediated IFN response through a proteolysis-independent mechanism. NS3 binds to the trafficking molecule 14-3-3ε, blocking the translocation of RIG-I to mitochondria/MAMs and thereby inhibiting antiviral signal transduction. Intriguingly, NS3 binds to 14-3-3ε using a highly conserved four-amino-acid sequence that mimics a canonical phospho-serine/threonine (pS/pT) motif found in cellular interaction partners of 14-3-3 proteins. We further show that a recombinant DV encoding a mutant NS3 protein deficient in 14-3-3ε binding loses the ability to antagonize RIG-I and elicits an augmented innate immune response.

RESULTS

The NS3 protein of DV interacts with 14-3-3ε

We hypothesized that NS3 and NS5, two major IFN-antagonistic proteins of DV, inhibit
the innate host defense via previously unidentified mechanisms. To address this, we sought to identify novel cellular interaction partners of NS3 and NS5 by utilizing affinity purification and mass spectrometry (MS) analysis of defined FLAG-tagged domains of both viral proteins: the NS3 protease (amino acids (aa) 1-179) and helicase (aa 169-619) domains (FLAG-NS3-Pro and FLAG-NS3-Hel), as well as the NS5 methyltransferase (aa 1-319) and polymerase (aa 297-901) domains (FLAG-NS5-MTase and FLAG-NS5-Pol). MS analysis showed that 14-3-3ε, a ~30kDa mitochondrial-targeting chaperone protein, was specifically present in complex with FLAG-NS3-Pro, but not with FLAG-NS3-Hel, FLAG-NS5-MTase or FLAG-NS5-Pol (Figure 2.1A and data not shown).

Using co-immunoprecipitation (Co-IP) assay, we first confirmed that c-myc-tagged 14-3-3ε specifically bound to NS3-Pro, but not to NS3-Hel (Figure 2.1B). Furthermore, in agreement with our MS results, ectopically expressed FLAG-14-3-3ε interacted specifically with NS3 (fused to Glutathione S-transferase; GST-NS3), but not GST-NS5 or GST alone (Figure 2.1C). The interaction between NS3 and 14-3-3ε was specific as 14-3-3σ, another member of the 14-3-3 protein family which shares ~75% homology with 14-3-3ε, did not bind GST-NS3 (Figure 2.1D). Furthermore, exogenously expressed NS3 of DV strongly interacted with endogenous 14-3-3ε (Figure 2.1E); in contrast, the NS3 proteins of Yellow Fever virus (YFV) and Hepatitis C virus (HCV), two related viruses that also belong to the family Flaviviridae, did not bind 14-3-3ε (Figure 1E). We next addressed whether NS3 binds to 14-3-3ε during DV infection by determining the interaction of endogenous 14-3-3ε and NS3 in DV-infected human hepatoma cells (Huh7) by Co-IP. NS3 efficiently formed a complex with endogenous 14-3-3ε during DV infection (Figure 2.1F). Furthermore, laser scanning confocal microscopy of DV-infected Huh7 cells showed that 14-3-3ε was expressed throughout the cytoplasm, while DV NS3, as previously
reported, formed perinuclear cytoplasmic speckles, which are indicative of DV replication complexes at ER-derived membranes [22]. NS3 co-localized extensively with 14-3-3ε in these perinuclear bodies, which also co-stained with NS4A, a key component of the DV replication complex [23] (Figures 2.1G and 2.1H). Finally, we assessed whether NS3 directly binds to 14-3-3ε by performing an in vitro binding assay (Figure 2.1I). This showed that GST-NS3 immobilized on glutathione agarose beads, but not GST alone, efficiently interacted with bacterially-purified recombinant (r) 14-3-3ε, demonstrating a direct interaction between NS3 and 14-3-3ε. Taken together, our results indicate that DV NS3 and 14-3-3ε bind directly to each other and form a complex during DV infection.
Figure 2.1. The NS3 protein of DV interacts with 14-3-3ε. (A) Amino acid sequence of 14-3-3ε and specific peptides (red) identified by MS upon affinity purification of FLAG-NS3-Pro (DV2, strain NGC) from HEK293T cells. Peptide coverage was ~64.3%. Numbers indicate amino acids. (B) HEK293T cells were transfected with c-myc-tagged 14-3-3ε and FLAG-tagged NS3-Pro or NS3-Hel. 48 h later, WCLs were subjected to affinity purification (FLAG-PD), followed by IB with anti-c-myc and anti-FLAG. (C) Binding of FLAG-14-3-3ε and GST, GST-NS5, or GST-NS3, assessed in 293T cells by GST-PD and IB with anti-FLAG and anti-GST antibodies. (D) HEK293T cells were transfected with HA-tagged 14-3-3ε or 14-3-3ε together with GST or GST-NS3. WCLs were subjected to GST-PD, followed by IB with anti-HA and anti-GST. (E) Binding of endogenous 14-3-3ε and GST, or GST-NS3 of DV2 (NGC), YFV (strain 17D), or HCV (strain Con1) in transfected 293T cells, assessed by GST-PD and IB with anti-14-3-3ε antibody. (F) Huh7 cells were mock-infected or infected with DV2 NGC (MOI 1) for 28 h. WCLs were subjected to immunoprecipitation (IP) with anti-14-3-3ε antibody, followed by IB with anti-NS3 and anti-14-3-3ε. (G) Huh7 cells were mock-infected, or infected with DV2 (NGC) at MOI 0.2 for 24 h. Cells were stained for endogenous 14-3-3ε (green) and NS3 (red) and imaged by confocal microscopy. Nuclei were stained with DAPI (blue). (H) Huh7 cells were transfected with FLAG-14-3-3ε and subsequently mock-infected, or infected with DV2 (NGC) at MOI 1 for 24 h. Cells were stained for FLAG (14-3-3ε; red), NS3 (green) and NS4A (orange) and imaged by confocal microscopy. Nuclei were stained with DAPI (blue). (I) In vitro binding of recombinant 14-3-3ε and purified GST or GST-NS3 determined by IB with anti-14-3-3ε antibody.
**14-3-3ε is critical for controlling DV replication**

Previously, it has been shown that 14-3-3ε assembles a translocon complex which mediates the redistribution of RNA-bound RIG-I in complex with TRIM25 from the cytosol to mitochondria/MAMs for MAVS interaction and antiviral signaling. Viral infection studies demonstrated that 14-3-3ε is required for an effective IFN-mediated antiviral response against Sendai virus (SeV), vesicular stomatitis virus (VSV), and HCV, all of which are sensed by RIG-I [15]. To assess whether 14-3-3ε is also critical for controlling DV infection, we first determined the effect of ectopically expressed 14-3-3ε on DV replication in Huh7 cells. 14-3-3ε expression potently suppressed DV2 replication (Figure 2.2A). 14-3-3ε overexpression also significantly inhibited the replication of four other DV strains representing all four serotypes (DV1-4), but had no effect on herpes simplex virus-1 (HSV-1), an unrelated DNA virus (Figure 2.2B). To determine the relevance of 14-3-3ε in restricting DV replication, we silenced endogenous 14-3-3ε in Huh7 cells using short interfering RNAs (siRNAs). Gene targeting of 14-3-3ε had significant cytotoxic effects in Huh7 cells as well as in HEK293T cells (data not shown), impeding assessment of DV replication in these cell types. In contrast, siRNA-mediated depletion of 14-3-3ε was better tolerated in K562 myeloid cells, which are also commonly used to study DV infection. Knockdown of 14-3-3ε in K562 cells significantly enhanced DV replication as compared to non-targeting control siRNA (si.C) (Figure 2.2C), supporting a role for 14-3-3ε in controlling DV replication.
Figure 2.2. 14-3-3ε is critical for controlling DV replication. (A) Huh7 cells were transfected with empty vector or c-myc-tagged 14-3-3ε and subsequently infected with DV2 (NGC) at the indicated MOIs, as determined by titration on Vero cells. 72 h later, cells were stained for intracellular DV prM and analyzed by flow cytometry. The results are expressed as means ± SD (n = 3). *p<0.05; **p<0.005. (B) Huh7 cells were transfected with vector or c-myc-tagged 14-3-3ε, and subsequently infected with the indicated DV serotypes (MOI 0.05), or HSV-1 (MOI 0.2). Infected cells were determined by intracellular prM (DV) or ICP8 (HSV-1) staining at 72 and 24 h.p.i, respectively. The infectivity for each virus was normalized to vector-transfected cells. The results are expressed as means ± SD (n = 3). **p<0.005. n.s.; not significant. (C) K562 cells were transfected with 14-3-3ε-specific siRNA or non-targeting siRNA (si.C). 48 h later, cells were infected with DV2 (NGC) at MOI 1. 48 h later, DV prM-positive cells were determined by flow cytometry. The results are expressed as means ± SD (n = 3). *p<0.05. Knockdown of 14-3-3ε was confirmed by IB.
**NS2B/3 inhibits RIG-I activation independent of proteolytic activity**

Given the role of 14-3-3ɛ in RIG-I translocation and our results indicating that 14-3-3ɛ is critical for restricting DV infection, we postulated that the interaction of NS3 with 14-3-3ɛ might interfere with 14-3-3ɛ-mediated RIG-I antiviral signal transduction. NS3 in complex with NS2B forms the DV protease, and for most flaviviruses it is believed that proteolytic activity of the viral protease is important for antagonizing antiviral immunity. DV NS2B/3 has been shown to cleave STING [20,21]. Furthermore, the NS3/4A protease of HCV cleaves MAVS and thereby dampens RIG-I signaling [24,25]. Therefore, we first asked whether NS3 in complex with NS2B can cleave 14-3-3ɛ. Immunoblot (IB) analysis showed that overexpression of a proteolytically-active NS2B/3 construct did not result in any cleavage products of co-expressed FLAG-14-3-3ɛ (Figure 2.3). In support of this, endogenous 14-3-3ɛ protein levels were unchanged during DV infection (Figures 2.2F and 2.5D), strongly suggesting that DV NS2B/3 does not cleave 14-3-3ɛ. Furthermore, NS2B/3 did not cleave TRIM25 or RIG-I, the two other essential components of the 14-3-3ɛ translocon complex (Figure 2.3). In contrast, NS2B/3 readily cleaved co-expressed STING, which served as a positive control.
Figure 2.3. NS2B/3 does not cleave 14-3-3ζ, RIG-I or TRIM25. HEK293T cells were transfected with TRIM25-FLAG, RIG-I-FLAG, FLAG-14-3-3ζ, or STING-HA together with empty vector or HA-tagged NS2B/3. 48 h later, WCLs were subjected to IB with anti-HA, anti-FLAG, and anti-actin antibodies.
We next asked whether NS3 inhibits RIG-I signaling in a cleavage-dependent or -independent manner. To address this question, we generated a catalytically-inactive mutant of NS2B/3 (NS2B/3\textsubscript{S135A}) [26], which, in contrast to WT NS2B/3, was unable to cleave itself or STING (Figure 2.4A). Ectopic expression of both NS2B/3 and NS2B/3\textsubscript{S135A} potently suppressed IFN-β induction mediated by ectopic expression of RIG-I 2CARD, the constitutively active signaling module of RIG-I (Figures 2.4B and 2.4C). In contrast, only WT NS3/4A of HCV suppressed RIG-I 2CARD-mediated IFN-β induction, while the inactive mutant NS3/4A\textsubscript{S139A} failed to do so (Figure 2.4B). Importantly, NS3 alone, which has no proteolytic activity without its co-factor NS2B [27] (Figure 2.4A), blocked RIG-I 2CARD- and SeV-induced IFN-β promoter activation as potently as NS2B/3 WT and NS2B/3\textsubscript{S135A} (Figures 2.4C and 2.4D). Consistent with this finding, NS3 overexpression also markedly inhibited endogenous IRF3 dimerization and ISG induction triggered by SeV infection (Figures 2.4E and 2.4F). These results indicate that DV NS3 inhibits RIG-I- and 14-3-3ɛ-mediated signaling in a cleavage-independent manner.
Figure 2.4. NS2B/3 inhibits RIG-I activation independent of proteolytic activity. (A) HEK293T cells were transfected with HA-tagged NS2B/3 WT, NS2B/3S135A, or NS3, together with STING-HA. WCLs were analyzed by IB with anti-HA and anti-actin antibodies. (B) IFN-β luciferase activity in 293T cells transfected with GST or GST-RIG-I 2CARD together with vector, DV NS2B/3 WT or S135A, or HCV NS3/4A WT or S139A, normalized to constitutive pGK-β-gal. Viral protein expressions were determined by IB. The results are expressed as means ± SD (n = 3). **p<0.005. n.s.; not significant. (C) IFN-β luciferase activity in 293T cells transfected with GST or GST-RIG-I 2CARD together with vector, or increasing amounts of DV NS2B/3 WT, NS2B/3 S135A, or NS3, normalized to constitutive pGK-β-gal. The results are expressed as means ± SD (n = 3). *p<0.05; **p<0.005. (D) 293T cells, that had been transfected with vector, DV NS2B/3 WT, NS2B/3 S135A, or NS3, were subsequently infected with SeV (50 HAU/ml) for 18 h. Luciferase and β-gal activities were determined as in (B). Representative IB of viral protein expressions is shown. The results are expressed as means ± SD (n = 3). *p<0.05; **p<0.005. (E) GST or GST-NS3 was transfected into HEK293T cells. 48 h later, cells were infected with SeV (50 HAU/ml) for 16 h. WCLs were subjected to native PAGE, followed by IB with the indicated antibodies. (F) Similar to (E), except WCLs were analyzed by IB 22 h after SeV infection with the indicated antibodies. Expression of PP1γ (not an ISG) was also determined by IB.
NS3 prevents binding of the RIG-I-TRIM25 complex to 14-3-3ɛ, thereby inhibiting the translocation of activated RIG-I to mitochondria/MAMs

To gain further insights into the mechanism by which the interaction of NS3 with 14-3-3ɛ suppresses RIG-I-mediated IFN induction, we asked whether NS3 (i) blocks the K63-linked ubiquitination of RIG-I, (ii) interferes with the complex formation of 14-3-3ɛ, RIG-I and TRIM25, or (iii) inhibits the translocation of RIG-I to mitochondria/MAMs, all of which are critical steps of RIG-I activation. Efficient ubiquitination of FLAG-RIG-I upon SeV infection was detected in both GST and GST-NS3 co-expressing cells (Figure 2.5A). Importantly, we detected robust ubiquitination of endogenous RIG-I during both DV and SeV infection, indicating that DV does not inhibit the ubiquitination of RIG-I (Figure 2.5B). To test whether NS3 inhibits the assembly of the 14-3-3ɛ-TRIM25-RIG-I ternary complex, we determined the binding of endogenous RIG-I to 14-3-3ɛ or TRIM25 upon SeV infection in the presence or absence of exogenous NS3. While SeV infection robustly triggered both 14-3-3ɛ and TRIM25 binding to RIG-I, expression of GST-NS3, but not GST alone, profoundly reduced 14-3-3ɛ binding to RIG-I, but did not affect the virus-induced interaction between TRIM25 and RIG-I (Figure 2.5C). In support of this, DV infection induced the complex formation of endogenous RIG-I and TRIM25 as efficiently as SeV infection (Figure 2.5D). However, the interaction between 14-3-3ɛ and RIG-I during DV infection was minimal and comparable to the interaction observed in mock-infected cells. In contrast, SeV infection induced robust 14-3-3ɛ-RIG-I binding (Figure 2.5D). These results indicate that NS3 does not affect TRIM25 binding and K63-linked ubiquitination of RIG-I, but instead specifically blocks the interaction of RIG-I with 14-3-3ɛ. In support of this, while both RIG-I and TRIM25 form a ternary complex with 14-3-3ɛ in infected cells [15], only RIG-I-FLAG, but not TRIM25-FLAG, interacted with bacterially-
purified r14-3-3ε in an *in vitro* binding assay (Figure 2.5E). Taken together, this supports a model in which 14-3-3ε directly binds to RIG-I upon viral infection, and NS3-14-3-3ε binding specifically prevents RIG-I from accessing 14-3-3ε.
Figure 2.5. NS3 inhibits binding of RIG-I to 14-3-3ε. (A) HEK293T cells were transfected with empty vector or RIG-I-FLAG together with GST or GST-NS3. 48 h later, cells were infected with SeV (50 HAU/ml) for 19 h. WCLs were subjected to FLAG-PD, followed by IB with anti-ubiquitin (Ub) and anti-FLAG antibodies. (B) Huh7 cells were mock infected, or infected with DV2 NGC (MOI 1) or SeV (50 HAU/ml) for 18 h. WCLs were subjected to IP with anti-RIG-I, followed by IB with anti-Ub and anti-RIG-I. (C) HEK293T cells were transfected with GST or GST-NS3. 48 h later, cells were infected with SeV (50 HAU/ml) for 23 h. WCLs were subjected to IP with anti-RIG-I (left), or anti-TRIM25 (right), followed by IB with anti-14-3-3ε, anti-TRIM25 and anti-RIG-I antibodies. (D) Huh7 cells were mock-infected, or infected with DV2 NGC (MOI 1) or SeV (50 HAU/ml) for 18 h. WCLs were subjected to IP with anti-RIG-I, followed by IB with anti-14-3-3ε, anti-TRIM25 and anti-RIG-I. (E) In vitro binding assay was performed by incubating purified TRIM25-FLAG or RIG-I-FLAG with bacterially-purified recombinant (r) human 14-3-3ε. Binding was determined by IB with anti-14-3-3ε and anti-FLAG antibodies.
To address whether NS3 inhibits 14-3-3ε-mediated translocation of RIG-I to mitochondria/MAMs, we performed fractionation studies of DV- or SeV-infected Huh7 cells. In mock-infected cells, RIG-I was present almost exclusively in the cytosolic fraction, whereas in SeV-infected cells, RIG-I was abundant in the mitochondrial fraction, along with MAVS, indicating its translocation from the cytosol to mitochondria/MAMs. In striking contrast, RIG-I failed to translocate to the MAVS-containing mitochondrial fraction during DV infection (Figure 2.6A). The defect in RIG-I translocation was attributable to NS3 as ectopic expression of GST-NS3, but not GST alone, markedly diminished RIG-I amounts in the mitochondrial fraction of SeV-infected cells (Figure 2.6B). Together, these results indicate that binding of NS3 blocks 14-3-3ε from interacting with the activated RIG-I-TRIM25 complex, thereby preventing RIG-I from translocating to mitochondria/MAMs to initiate antiviral signaling.
Figure 2.6. NS3 prevents the translocation of activated RIG-I to mitochondria/MAMs. (A) Huh7 cells were mock infected, or infected with DV2 NGC (MOI 1) or SeV (50 HAU/ml) for 22 h. WCLs were subjected to cytosol/mitochondria fractionation, followed by IB with anti-RIG-I, anti-MAVS and anti-GAPDH antibodies. Expression of RIG-I and NS3 was further determined in the WCL. (B) HEK293T cells were transfected with GST or GST-NS3. 48 h later, cells were infected with SeV (50 HAU/ml) for 20 h, followed by mitochondria fractionation assay and IB analysis. Furthermore, WCLs were analyzed for RIG-I, GST, GST-NS3, and actin protein expressions.
NS3 binds to 14-3-3ε using a phosphomimetic RxEP motif

To identify the binding site of 14-3-3ε in the protease domain of NS3 (NS3-Pro), we constructed GST-fused NS3-Pro truncation fragments and tested them for their abilities to bind endogenous 14-3-3ε by Co-IP. Full-length GST-NS3 served as a positive control (Figures 2.7A and 2.7B). We observed that full-length GST-NS3, GST-NS3_{1-92} and GST-NS3_{43-92} efficiently interacted with endogenous 14-3-3ε, while other NS3 fragments did not bind 14-3-3ε under the same conditions.
Figure 2.7. Mapping the interaction of NS3 and 14-3-3ε. (A) Schematic representation of the domain structure of NS3 as well as GST-fused NS3 truncation mutants. Furthermore, a summary of the results from the 14-3-3ε binding studies shown in (B) is provided. Numbers indicate amino acids. (B) 293T cells were transfected with the indicated GST-fused NS3 truncation constructs. 48 h later, WCLs were subjected to GST-PD, followed by IB with anti-14-3-3ε and anti-GST antibodies.
A hallmark of many cellular proteins that bind to 14-3-3 family members is the presence of a canonical high-affinity binding motif, such as Rxx(pS/pT)xP, where x denotes any residue and pS/pT indicates a phosphorylated serine/threonine residue [28]. Phosphorylation of S/T in Rxx(pS/pT)xP has been shown to be essential for 14-3-3 binding, as dephosphorylation of this residue abrogates 14-3-3 interaction [29]. A closer examination of NS343-92, which is sufficient for 14-3-3 binding (Figure 2.7B), revealed a “compact” 64RIEP67 motif bearing close similarity to the cellular Rxx(pS/pT)xP motif but harboring a charged Glu66 (E66) residue in place of pS/pT (Figure 2.8A). Based on the crystal structure of the DV NS3 protein [30], which revealed an elongated shape of NS3 in which the linker region between the Pro and Hel domains adopts an extended conformation, this 64RIEP67 motif is likely exposed for 14-3-3ε binding without steric hindrance (Figure 2.8B). Furthermore, the 64RIEP67 motif is conserved between the DV2 strains NGC and 16681, while DV1, 3 and 4 harbor a similar motif, 64RLEP67 (Figure 2.8A), suggesting that the 64RxEp67 motif is conserved across various DV strains. Indeed, bioinformatics analysis aligning more than 3000 NS3 sequences derived from fully-sequenced DV1-4 strains showed that the 64RxEp67 motif is conserved in all except two analyzed NS3 sequences, while adjacent residues show substantially more polymorphisms (Figure 2.8C).

Since E is a negatively charged residue which is often used to mimic pS/pT in molecular biology experiments, we hypothesized that DV NS3 may utilize the phosphomimetic E66 residue in 64RxEP67 for 14-3-3ε binding. To test this, we transplanted the corresponding motif from DV1, 3 and 4 (RLEP), or WNV (RLDP), both harboring phosphomimetic residues at position 66 (E66 or D66), into full-length NS3 derived from DV2 (NGC strain, which contains RIEP). In addition, we also transplanted the corresponding motif from YFV (KLIP), harboring an uncharged hydrophobic residue at position 66 (I66), into DV2 NS3. Chimeric NS3 proteins containing RLEP
and RLDP (NS3_{RLEP} and NS3_{RLDP}), which harbor E^{66} or D^{66}, were both able to bind 14-3-3ɛ. In contrast, NS3_{KLIP} showed strongly diminished binding (Figure 2.8D), which is consistent with our results that YFV NS3 does not bind 14-3-3ɛ (Figure 2.1E). This suggests that D^{66}, which is also a phosphomimetic residue, can substitute for E^{66}, and that I^{65} and L^{65} are functionally equivalent.

To further probe the importance of the phosphomimetic E^{66} residue in NS3 for 14-3-3ɛ binding, we replaced E^{66} with Lys (K^{66}), a positively charged amino acid (NS3_{RIKP}). NS3_{RIKP} exhibited profoundly diminished binding to 14-3-3ɛ, indicating that the phosphomimetic E^{66} (or D^{66}) is critical for 14-3-3ɛ interaction. Furthermore, additional mutation of R^{64} to K^{64} (NS3_{KIKP}) led to a near-complete loss of 14-3-3ɛ binding, demonstrating the importance of E^{66} and R^{64} for NS3 interaction with 14-3-3ɛ (Figure 2.8E). Collectively, these results indicate that instead of utilizing a canonical pS/pT-containing 14-3-3-binding motif, DV NS3 binds 14-3-3ɛ using a compact RxEP motif that contains a phosphomimetic (E^{66}) residue.
Figure 2.8. NS3 binds to 14-3-3ε using a phosphomimetic RxEP motif. (A) Amino acid sequence of the NS3 region harboring the 14-3-3 binding motif (green) from DV (serotypes 1-4), and WNV, YFV and HCV. (B) (Left) Ribbon representation of the crystal structure of DV4 NS3 protein. Protease domain is shown in red, linker in grey, and helicase domain in blue. The RLEP motif (arrow) is illustrated in green. (Right) Closed up view of the RLEP motif. (C) Bioinformatics analysis of 3280 known DV NS3 protein sequences. The most common residue for each position is shown as the consensus sequence (bottom) and is represented in blue in the bar graph. Polymorphisms for each position are represented by different colors. One polymorphism for E⁶⁶ or P⁶⁷ each was identified, as indicated in parenthesis. (D and E) 293T cells were transfected with GST, GST-NS3, or the indicated GST-NS3 mutants. 48 h later, WCLs were subjected to GST-PD, followed by IB with anti-14-3-3ε and anti-GST.
The 14-3-3ε-binding deficient NS3KIKP mutant protein is impaired in suppression of RIG-I translocation and IFN-β induction

To determine the role of 14-3-3ε binding for IFN antagonism by the DV NS3 protein, we functionally characterized the NS3KIKP mutant protein that exhibited a near-complete loss of 14-3-3ε binding. We first compared the inhibitory effect of WT NS3 and the NS3KIKP mutant on the complex formation of endogenous RIG-I and 14-3-3ε triggered by SeV infection. While WT NS3 potently inhibited SeV-induced RIG-I-14-3-3ε binding, NS3KIKP did not affect their interaction (Figure 2.9A). In line with this, while WT NS3 potently blocked the translocation of endogenous RIG-I to MAVS-containing mitochondrial fractions, NS3KIKP expression did not inhibit RIG-I translocation (Figure 2.9B). Furthermore, expression of WT NS3, but not NS3KIKP, significantly suppressed SeV-mediated IFN-β transcriptional activation and ISG protein expressions (Figures 2.9C and 2.9D). These data show that a mutant NS3 protein that is deficient in 14-3-3ε binding is unable to inhibit RIG-I-14-3-3ε binding and RIG-I translocation to mitochondria/MAMs, and thus has an impaired ability to suppress IFN and ISG induction. Together, this demonstrates that NS3’s capacity to block the RIG-I-14-3-3ε interaction and RIG-I translocation is contingent on its ability to bind 14-3-3ε.
Figure 2.9. The NS3KIKP mutant protein is impaired in inhibiting the RIG-I-14-3-3ε interaction, RIG-I translocation, and virus-mediated IFN and ISG induction. (A) HEK293T cells were transfected with GST, GST-NS3 WT, or GST-NS3KIKP. 48 h later, cells were infected with SeV (50 HAU/ml) for 20 h. WCLs were subjected to IP with anti-RIG-I antibody, followed by IB with anti-14-3-3ε and anti-RIG-I antibodies. (B) HEK293T cells were transfected with GST, GST-NS3 WT, or GST-NS3KIKP. 48 h later, cells were infected with SeV (50 HAU/ml). 20 h later, cells were harvested for WCLs or subjected to mitochondria fractionation assay, followed by IB analysis. (C) HEK293T cells were transfected with IFN-β luciferase and pGK-β-gal, together with GST, GST-NS3 WT, or GST-NS3KIKP. 48 h later, cells were infected with SeV (50 HAU/ml) for 18 h and subjected to luciferase assay. WCLs were analyzed for GST-NS3 expression by IB. The results are expressed as means ± SD (n = 3). *p<0.05. n.s., statistically not significant. (D) GST, GST-NS3 WT, or GST-NS3KIKP was transfected into HEK293T cells. 48 h later, cells were infected with SeV (50 HAU/ml) for 22 h. ISG (ISG54 or RIG-I) protein expression in the WCLs was determined by IB with the indicated antibodies.
A recombinant DV encoding a NS3\textsubscript{KIKP} mutant protein is attenuated in replication and elicits enhanced levels of IFNs, ISGs and proinflammatory cytokines

To determine the physiological relevance of the disruption of 14-3-3\textsubscript{f}-mediated RIG-I translocation by NS3, we sought to construct a recombinant DV encoding the NS3\textsubscript{KIKP} mutant protein that is impaired in 14-3-3\textsubscript{f} binding and RIG-I antagonism. Since NS3, as part of the NS2B/3 protease complex, processes the viral polyprotein and is therefore essential for DV replication, we first assessed if a NS2B/3\textsubscript{KIKP} mutant protein retains proteolytic activity. IB analysis showed that similar to WT NS2B/3, NS2B/3\textsubscript{KIKP} was able to induce self-cleavage (Figure 2.10A), which confirms an intact proteolytic activity and further suggests that a recombinant DV encoding NS2B/3\textsubscript{KIKP} would be viable. Using reverse genetics, we introduced the R\textsuperscript{64}→K\textsuperscript{64} and E\textsuperscript{66}→K\textsuperscript{66} mutations in an infectious clone originally derived from DV2 16681 [31,32], thereby engineering a recombinant mutant DV encoding NS3\textsubscript{KIKP} (subsequently referred to as DV2\textsubscript{KIKP}).

Assessment of virus replication in Vero cells, which are deficient in type I IFN responses [33], showed that DV2\textsubscript{KIKP} exhibited reduced replication capacity compared to the parental virus (DV2\textsubscript{WT}), resulting in approximately 1-log lower viral loads of DV2\textsubscript{KIKP} compared to DV2\textsubscript{WT} at 48 h and 72 h postinfection (Figures 2.10B and 2.10C). A decreased replication efficiency of DV2\textsubscript{KIKP}, compared to WT virus, was also observed in mosquito (C6/36) and hamster (BHK21) cells (data not shown), indicating that the slightly attenuated replication capacity of DV2\textsubscript{KIKP} is independent of the host type I IFN system.
Figure 2.10. A recombinant DV virus encoding a NS3\textsubscript{KIKP} mutant protein is attenuated in replication. (A) The NS2B/3\textsubscript{KIKP} mutant protein is catalytically active. HEK293T cells were transfected with HA-tagged STING together with empty vector, or HA-tagged NS2B/3 WT, NS2B/3\textsubscript{S135A}, or NS2B/3\textsubscript{KIKP}. 48 h later, WCLs were analyzed by IB with anti-HA and anti-actin antibodies. (B and C) Replication of DV\textsubscript{2\textsubscript{WT}} and DV\textsubscript{2\textsubscript{KIKP}} in Vero cells. Vero cells were infected with DV\textsubscript{2\textsubscript{WT}} or DV\textsubscript{2\textsubscript{KIKP}} at an MOI of 0.02, as determined by titration on Veri cells. Cells were harvested for intracellular prM staining at the indicated time points and analyzed by flow cytometry (B). Furthermore, viral titers were determined in the supernatants (C). The results are expressed as means ± SD (n = 3). *p<0.05. **p<0.005. (D) Replication of DV\textsubscript{2\textsubscript{WT}} and DV\textsubscript{2\textsubscript{KIKP}} in Huh7 and Huh7.5 cells. Huh7 or Huh7.5 cells were infected with DV\textsubscript{2\textsubscript{WT}} or DV\textsubscript{2\textsubscript{KIKP}} at an MOI of 0.01. Cells were harvested for intracellular prM staining and analyzed by flow cytometry. The results are from 2 independent experiments and expressed as means ± SD (n = 6).
Next, we tested the replication of DV2\textsubscript{WT} and DV2\textsubscript{KIKP} in Huh7 cells, which have an intact type I IFN response. The replication rates of both DV2\textsubscript{WT} and DV2\textsubscript{KIKP} were similar 24 h after infection (Figure 2.10D); however, at 72 h postinfection, the replication of DV2\textsubscript{KIKP} was strongly suppressed, while DV2\textsubscript{WT} replicated efficiently (Figure 2.11A). To determine if the strongly diminished replication of DV2\textsubscript{KIKP} is due to its inability to antagonize RIG-I, we determined the replication of DV2\textsubscript{KIKP} in Huh7.5 cells, a sub-cell line of Huh7 naturally harboring a RIG-I mutant protein (RIG-I T55I) that is defective in TRIM25 binding and thus ubiquitination-mediated RIG-I activation [34,35]. We found that DV2\textsubscript{KIKP} replicated almost as efficiently as DV2\textsubscript{WT} in Huh7.5 cells (Figure 2.11A), indicating that the failure of DV2\textsubscript{KIKP} to replicate in Huh7 cells is predominantly due to RIG-I activation. Interestingly, DV2\textsubscript{WT} showed only a marginal increase in replication in Huh7.5 cells as compared to Huh7 cells (Figure 2.11A), suggesting that RIG-I signaling is effectively antagonized by DV2\textsubscript{WT}.

To assess whether the reduced replication capacity of DV2\textsubscript{KIKP} in Huh7 cells, as compared to DV2\textsubscript{WT}, is due to its inability to block IFN induction, we determined the gene upregulation of IFN-\(\beta\), ISGs, and proinflammatory cytokines upon infection with DV2\textsubscript{KIKP} or DV2\textsubscript{WT}. To account for the differences in replication efficiency, we infected Huh7 cells with DV2\textsubscript{WT} or DV2\textsubscript{KIKP} using MOIs (MOI 0.3 and 1, respectively) that resulted in comparable infectivity (~75% of cells infected at 2 d postinfection as determined by flow cytometry [data not shown]). We found that DV2\textsubscript{KIKP} elicited markedly higher levels of \textit{IFNB1}, ISGs (\textit{ISG15}, \textit{IFIH1} and \textit{MX1}), and proinflammatory cytokines (\textit{TNF}, \textit{IL6} and \textit{CCL5}) than DV2\textsubscript{WT} (Figure 2.11B). In line with this, DV2\textsubscript{KIKP} infection of A549 cells robustly induced ISG protein expression (ISG54 and RIG-I) in neighboring non-infected cells as determined by confocal immunofluorescence microscopy. In contrast, ISG protein induction was low in response to DV2\textsubscript{WT} infection (Figure
2.11C). Crucially, we found that the higher *IFNB1* induction by DV2<sub>KIKP</sub>, as compared to DV2<sub>WT</sub>, was mediated by RIG-I activation, as Huh7.5 cells that are defective in RIG-I signaling exhibited low *IFNB1* induction following DV2<sub>KIKP</sub> infection (Figure 2.11D). To rule out the possibility that the impaired capacity of DV2<sub>KIKP</sub> to inhibit ISG induction was due to a potential defect in its ability to degrade STAT2, we tested the degradation of endogenous STAT2 in infected Huh7 cells. Both DV2<sub>WT</sub> and DV2<sub>KIKP</sub> were able to effectively degrade STAT2 (Figure 2.11E). Furthermore, a loss of STING antagonism could not account for the higher IFN response induced by DV2<sub>KIKP</sub>, as both WT NS2B/3 and NS2B/3<sub>KIKP</sub> efficiently cleaved STING (Figure 2.10A). Mechanistically, we confirmed that cells infected with DV2<sub>KIKP</sub> exhibited efficient RIG-I translocation to the mitochondrial fraction. In contrast, DV2<sub>WT</sub> infection marginally induced RIG-I translocation (Figure 2.11F). Taken together, our results indicate that the 14-3-3ε-binding-deficient DV2<sub>KIKP</sub> virus fails to antagonize RIG-I and thus elicits enhanced induction of IFNs, ISGs and proinflammatory cytokines. This augmented immune response in turn contributes to restriction of DV2<sub>KIKP</sub> replication.
Figure 2.11. DV2KIKP replication is strongly suppressed by RIG-I signaling and elicits an enhanced antiviral immune response. (A) Huh7 or Huh7.5 cells were infected with DV2WT or DV2KIKP at MOI 0.01, as determined by titration on Vero cells. 72 h later, cells were harvested for intracellular prM staining and flow cytometry analysis. The results are expressed as means ± SD (n = 3). **p<0.005. (B) Huh7 cells were infected with DV2WT (MOI 0.3) or DV2KIKP (MOI 1), resulting in ~75% infectivity for both as determined by intracellular prM staining (not shown). 48 h later, total RNA was extracted and transcript levels of indicated genes were determined by quantitative real-time PCR. Transcript levels were normalized against GAPDH and shown as fold levels compared to mock infected cells. The results are expressed as means ± SD (n = 3). *p<0.05; **p<0.005. (C) A549 cells were infected with DV2WT or DV2KIKP (both MOI 0.2) for 24 h and subjected to immunofluorescence staining of endogenous ISG54 or RIG-I (green), NS3 (red), and DAPI (nuclei, blue). (D) Huh7 or Huh7.5 cells were infected with DV2KIKP at MOI 1 and harvested 48 h after infection for qRT-PCR as described in (B). The results are expressed as means ± SD (n = 3). **p<0.005. (E) Huh7 cells were infected with DV2WT or DV2KIKP as described in (B). 48 h later, WCLs were harvested and analyzed by IB with anti-STAT2 and anti-NS3 antibodies. (F) Huh7 cells were mock infected, or infected with DV2WT or DV2KIKP at MOI 0.8. 20 h later, cells were harvested for WCLs, or subjected to mitochondria fractionation, followed by IB analysis.
While the liver is commonly involved during DV infection *in vivo*, mononuclear phagocytes are thought to be the primary *in vivo* cell targets for DV replication [36]. Therefore, we infected primary human CD14\(^+\) monocytes with DV\(_{2\text{WT}}\) or DV\(_{2\text{KIKP}}\) (both at an MOI of 1) and then measured *IFNB1* induction 24 h postinfection by qRT-PCR. *IFNB1* induction by both DV\(_{2\text{WT}}\) and DV\(_{2\text{KIKP}}\) was below the detection limit (data not shown), which in agreement with previous studies is likely due to the low infectivity of primary monocytes *in vitro* [37]. However, when we measured the gene expression of the proinflammatory cytokines *TNF, CCL5, IL8* and *IL6*, all of which are strongly induced in monocytes upon viral infection, we detected a robust induction of these cytokines by DV\(_{2\text{KIKP}}\), but not DV\(_{2\text{WT}}\) (Figure 2.12A). Consistent with this, CD14\(^+\) monocytes infected with DV\(_{2\text{KIKP}}\) exhibited enhanced IL-6 protein secretion as compared to cells infected with DV\(_{2\text{WT}}\) (Figure 2.12B). To detect *IFNB1* induction with a more sensitive assay, we performed intracellular staining of IFN-β in DV\(_{2\text{WT}}\) or DV\(_{2\text{KIKP}}\)-infected monocytes. Flow cytometry analysis revealed that DV\(_{2\text{KIKP}}\)-infected prM\(^+\) monocytes produced significantly more IFN-β than DV\(_{2\text{WT}}\)-infected cells (Figure 2.12C). Collectively, these results show that a mutant DV encoding a 14-3-3ε-binding-deficient NS3 protein is impaired in its ability to antagonize RIG-I and thus elicits an augmented innate immune response in human hepatocytes and primary human monocytes.
**Figure 2.12.** **DV2**<sub>KIKP</sub> is defective in antagonizing the innate immune response in primary human monocytes. (A) Primary CD14<sup>+</sup> monocytes were infected with DV2<sub>WT</sub> or DV2<sub>KIKP</sub> at MOI 1 for 24 h. RNA transcript levels were determined by qRT-PCR. The results are expressed as means ± SD (n = 3). *p<0.05; **p<0.005. (B) Primary CD14<sup>+</sup> monocytes were infected as in (A). Supernatants were harvested and analyzed by ELISA for IL-6. The results are expressed as means ± SD (n = 4). **p<0.005. (C) Primary PBMCs were infected similar to (A). 24 h after infection, cells were treated with brefeldin A for 6 h to block protein transport. Subsequently, cells were harvested for intracellular IFN-β and prM staining and analyzed by flow cytometry. prM<sup>+</sup> monocytes were analyzed for mean fluorescence intensity (MFI) of IFN-β staining. The results are expressed as means ± SD (n = 3). *p<0.05.
A key feature of eukaryotic cells is the compartmentalization of diverse biological activities by membrane-bound organelles. Among them, mitochondria, the endoplasmic reticulum (ER), and peroxisomes play important roles in the orchestration of antimicrobial immunity by serving as platforms for the assembly of multi-protein complexes, which induce innate immune signaling. Hence, upon PAMP recognition, cytosolic PRRs must relocate from the sites of PAMP detection to signaling-competent organelles — a highly regulated process that requires specific trafficking factors [38]. A major class of intracellular trafficking molecules are 14-3-3 proteins [39]. With regards to innate immune signaling, 14-3-3ε binds to RIG-I upon viral infection to translocate RIG-I to mitochondria and MAMs, which promotes MAVS activation and the induction of antiviral IFNs [40]. However, it has previously been unknown whether viral pathogens target specific trafficking proteins to perturb PRR translocation and innate immune signal transduction. Our findings show that the NS3 protein of DV inhibits the translocation of RIG-I to mitochondrion/MAM-localized MAVS by disrupting the interaction of RIG-I with 14-3-3ε. NS3 specifically inhibited 14-3-3ε-mediated trafficking of RIG-I, but did not interfere with two upstream activation steps of RIG-I, the binding of RIG-I to the E3 ligase TRIM25 and TRIM25-mediated RIG-I ubiquitination. Together, our results indicate that during DV infection RIG-I is initially activated via K63-linked ubiquitination by TRIM25. However, RIG-I fails to induce an antiviral response as NS3 prevents 14-3-3ε-mediated trafficking of RIG-I to membrane-bound MAVS.

The NS3 protease of DV, in complex with its cofactor NS2B, is critical for viral polyprotein processing and thus DV replication. In addition to their role in viral replication, NS2B/3 and the proteases of other flaviviruses also subvert innate immune responses — an
ability which is believed to primarily depend on their proteolytic activities. For example, DV NS2B/3 cleaves the adaptor protein STING, while HCV NS3/4A cleaves MAVS to directly suppress RIG-I signaling [20,21,24]. However, unlike HCV, DV does not cleave MAVS and therefore it has been unclear how DV inhibits signaling by RIG-I, a key sensor of DV infection. Our functional studies comparing the inhibitory effects of the active and inactive DV NS2B/3 protease complex revealed that NS2B/3 inhibits RIG-I-triggered IFN induction in a proteolysis-independent manner. Furthermore, overexpressed NS3 alone, which has no protease activity, also effectively blocked the RIG-I signaling pathway. Combined with previous studies, our data indicate that DV NS2B/3 utilizes both proteolysis-dependent and -independent mechanisms to block the type I IFN system. Our finding therefore provides a mandate to reconsider how viral proteases antagonize immunity, and we postulate that more examples of proteolysis-independent viral antagonism of host immunity will likely be uncovered.

As most cellular proteins interact with 14-3-3 family members via conserved pS/pT-containing motifs, we searched for similar motifs in DV NS3. The NS3-Pro domain harbors a highly conserved $^{64}$RxEP$^{67}$ motif that bears strong resemblance to the canonical Rxx(pS/pT)xP motif found in cellular 14-3-3-interacting proteins. Intriguingly, instead of harboring a central pS or pT residue, DV NS3 possesses a phosphomimetic residue, E$^{66}$. The chemical similarity of phosphomimetic residues (E and D) and pS/pT is well established, leading investigators to commonly utilize E/D substitutions to mimic site-specific phosphorylation in molecular biology experiments. Mutational analysis showed that the phosphomimetic residue E$^{66}$ is critical for 14-3-3$\varepsilon$ binding, and that R$^{64}$ also contributes to NS3-14-3-3$\varepsilon$ interaction. Our work thus provides the first example of a naturally occurring phosphomimetic utilized in an infectious disease mechanism, specifically the evasion of antiviral innate immunity by DV. While it is unclear why...
DV has not evolved a classical pS/pT-containing 14-3-3ε-binding motif, it is possible that using a phosphomimetic residue for 14-3-3ε-binding may provide advantages to the virus such as the lack of requirement for a kinase, be it viral or cellular, and the uniform “phosphorylation state” of all NS3 molecules.

Other pathogens are known to hijack 14-3-3 proteins. For example, the bacterial pathogen *Pseudomonas aeruginosa* encodes the ADP-ribosyltransferase toxin Exoenzyme S (ExoS), which interacts with 14-3-3 proteins to drive cytotoxicity. However, ExoS binds to 14-3-3 proteins using a DALDL motif, which is not related to known cellular binding motifs [41], indicating that ExoS has evolved a completely different way to bind 14-3-3. In particular, the L residues, but not the negatively-charged D residues, are important for 14-3-3 binding, demonstrating that hydrophobic interaction forces mediate binding [42,43]. Furthermore, the synthetic peptide R18, which was discovered through phage display screen and is not derived from pathogens, is frequently used as a tool to block the binding of cellular proteins to 14-3-3 proteins [44]. Interestingly, R18 also harbors a phosphomimetic motif (WLDLE) containing two negatively charged residues (D and E), which mediate 14-3-3 binding by engaging residues in 14-3-3 proteins that are similar to those engaged by the pS/pT motif found in cellular binding partners of 14-3-3 proteins [45]. These studies, along with our findings, indicate that in addition to canonical pS/pT-containing motifs, unphosphorylated motifs containing hydrophobic residues and short phosphomimetic sequences – either synthetic or naturally-occurring in a viral pathogen – mediate efficient 14-3-3 binding. The observation that both DV NS3 and R18 can displace cellular proteins from engaging 14-3-3 suggests that phosphomimetic motifs may have higher 14-3-3-binding affinities than canonical cellular motifs. Additional studies are necessary to determine if DV NS3 also binds to and antagonizes other 14-3-3 family members, thereby
manipulating other signaling pathways.

To determine the physiological relevance of the NS3-14-3-3ε interaction, we engineered a recombinant DV that encodes a mutant NS3 protein deficient in 14-3-3ε binding (DV2 KIKP). The mutant virus was viable, consistent with our data that the introduced mutations did not affect the proteolytic activity of NS3 (as part of the protease complex), but displayed a mild replication defect compared to WT virus independent of the type I IFN system. However, in cells with an intact immune response, this virus was strongly attenuated compared to WT virus. The mutant virus induced significantly higher levels of IFN, ISGs, and proinflammatory cytokines both in human liver cells and primary monocytes, due to its inability to inhibit the translocation of RIG-I to mitochondria/MAMs, and hence RIG-I-dependent signaling. These results indicate that antagonism of RIG-I translocation is an effective mechanism for suppressing the type I IFN response, and also emphasize the important role of mitochondria/MAMs as a signaling compartment during DV infection. As the molecular details of how RIG-I translocates to other organelles such as peroxisomes are currently unknown, future studies will need to address the role of peroxisomal-MAVS signaling during DV infection, and whether DV has evolved means to block the translocation of RIG-I to peroxisomes. Furthermore, we hypothesize that other viral pathogens may also bind to and antagonize the 14-3-3ε translocon to inhibit innate immune signaling.

Dengue virus is known to potently suppress the innate immune system, a prerequisite for successful virus replication and pathogenesis. Our studies using a mutant DV that is deficient in 14-3-3ε binding and RIG-I antagonism showed that disabling a specific viral IFN-antagonistic mechanism leads to viral growth attenuation and robust activation of the innate immune response. We propose that systematically disabling immune evasion mechanisms while
preserving viral function may allow for the rational design of live-attenuated dengue vaccines. In particular, elimination of multiple immune evasion mechanisms (such as viral targeting of 14-3-3ε and STAT2) from a virus may dramatically improve its safety profile and potently induce antiviral responses for long-lasting immunity. Furthermore, our detailed characterization of the NS3-14-3-3ε interaction may also guide the design of small molecule inhibitors for antiviral therapy. In summary, our work unveils a key immune evasion mechanism of DV, which provides a framework for rational vaccine design and antiviral development.
MATERIALS AND METHODS

Cell Culture and Viruses

HEK293T, Huh7, Huh7.5, Vero and A549 cells were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM) supplemented with 10% fetal bovine serum (FBS), 10 mM HEPES and 1% penicillin-streptomycin (Gibco). BHK-21 cells were propagated in Minimum Essential Medium Alpha (MEM-α) supplemented with 10% FBS, 10 mM HEPES and 1% penicillin-streptomycin. C6/36 cells were cultured in Eagle’s Minimum Essential Medium (EMEM) supplemented with 10% FBS and 1% penicillin-streptomycin, and grown at 28°C. K562 cells and primary CD14+ monocytes were maintained in Roswell Park Memorial Institute (RPMI) 1640 medium supplemented with 10% FBS, 1% non-essential amino acid solution (Gibco) and 1% penicillin-streptomycin. DV2 NGC, DV1 276 RK1, DV2 16681, DV3 BC188/97 and DV4 814699 were propagated in C6/36 cells. SeV (Cantell) was purchased from Charles River Laboratories. HSV-1 was a kind gift from David Knipe (Harvard).

Plasmids and Transfections

pQCXIP-NS2B/3-HA and pQCXIP-NS3-HA were generated by subcloning NS2B/3 (containing NS2B and NS3) or NS3 of DV2 (strain NGC) into pQCXIP vector using NotI and BamHI sites. GST-NS3 and GST-NS5 were generated by subcloning NS3 or NS5 of DV2 (strain NGC) into pEBG vector between BamHI and ClaI. Similarly, NS3 of YFV (kindly provided by Richard Kuhn, Purdue University) and NS3 of HCV (kindly provided by Zhijian Chen, UT Southwestern) were subcloned into the pEBG vector. pEF-BOS-FLAG-NS3-Pro (aa 1-179), pEF-BOS-FLAG-NS3-Hel (aa 169-618), pEF-BOS-FLAG-NS5-MTase (aa 1-319) and pEF-BOS-FLAG-NS5-Pol (aa 297-901) were generated by subcloning into pEF-BOS-FLAG vector using NotI and SalI sites. 14-3-3ε (Uniprot: P62258-1) was purchased as a cDNA clone and...
subcloned into pEF-BOS and pCAGGS vectors with an N-terminal FLAG and c-myc tag, respectively. HA-tagged 14-3-3ε was provided by Satoshi Inoue (University of Tokyo) and has been described [46]. pQCXIP-STING-HA was generated by subcloning STING (clone ID 5762441, Thermo Scientific) into pQCXIP vector using NotI and BamHI sites. The plasmids encoding the HCV NS3/4A protease complex (pcDNA3-FLAG-NS3/4A) and its S139A catalytically-inactive mutant were a kind gift of Zhijian Chen [24]. Plasmids encoding GST-RIG-I(2CARD), RIG-I-FLAG and TRIM25-FLAG have been described previously [7,47]. The DV NS3 truncation mutants GST-NS3(1-92), GST-NS3(93-168), GST-NS3(43-92), GST-NS3(82-168), GST-NS3(63-168), and GST-NS3(43-168) were generated by PCR using GST-NS3 full-length as template. All constructs were sequenced to verify 100% agreement with the original sequence. Transfections were performed using the calcium phosphate method, or with TurboFectin 8.0 (Origene), Lipofectamine and Plus reagent, or Lipofectamine 2000 (all Life Technologies) according to the manufacturer’s instructions.

**14-3-3ε Knockdown Experiments**

siRNAs targeting 14-3-3ε (siGENOME SMARTpool M-017302-03-0005) as well as a non-targeting control siRNA were purchased from Dharmacon. K562 cells were seeded into 12-well plates and transfected with 300 nM siRNA using Lipofectamine RNAiMAX (Life Technologies) according to the manufacturer’s instructions. Knockdown of endogenous 14-3-3ε was determined by western blot analysis.

**Antibodies and Reagents**

For western blot analysis, the following antibodies were used: anti-FLAG (M2, Sigma), anti-HA (HA-7, Sigma), anti-GST (Sigma), anti-c-myc (9E10), anti-β-actin (Abcam), anti-RIG-I (Alme-
1, Adipogen), anti-TRIM25 (BD Biosciences), anti-ubiquitin (P4D1, Santa Cruz), anti-PP1γ (Bethyl Laboratories), anti-ISG15 (F-9, Santa Cruz), anti-ISG54 (ProSci), anti-STAT2 (Santa Cruz), anti-14-3-3ε (8C3, Santa Cruz), anti-NS3 (E1D8, kindly provided by Eva Harris), anti-NS3 (GT2811, Genetex), anti-MAVS (AT107, Enzo), anti-GAPDH (CS204254, Millipore), anti-IRF3 (sc-9082, Santa Cruz). For immunoprecipitation of 14-3-3ε, anti-14-3-3ε (11648-2-AP, Proteintech) was used. For flow cytometry analysis, anti-prM (2H2, Merck Millipore) was conjugated to DyLight 633 using a commercial kit (Thermo Scientific) and used to detect DV-infected cells. Anti-CD14-FITC (M5E2, BD Biosciences) was used to determine purity of CD14+ monocytes. Anti-IFN-β-FITC (MMHB-3, PBL Assay Science) was used to detect IFN-β+ monocytes upon DV infection. Isotype control antibodies were purchased from BD Biosciences.

**Luciferase Reporter Assay**

HEK293T cells were seeded into 12-well plates. The following day, cells were transfected with 200 ng IFN-β luciferase construct, 300 ng β-gal-expressing pGK-β-gal, and 100 ng -1 µg of plasmid encoding effector protein. To stimulate IFN-β promoter activity, 2 ng of GST-RIG-I-2CARD was co-transfected, or cells were infected with SeV (50 HAU/ml) 48 hours after transfection. Cells were harvested and assayed for luciferase activity (Promega). Luciferase values were normalized to β-galactosidase activity to control for transfection efficiency.

**Pull-down Assay, Co-Immunoprecipitation, and Immunoblot Analysis**

HEK293T or Huh7 cells were lysed in NP-40 buffer (50 mM HEPES pH 7.4, 150 mM NaCl, 1% [vol/vol] NP-40, protease inhibitor cocktail [Sigma]) and centrifuged at 13,000 rpm for 20 min. GST or FLAG pull-down, Co-IP, and western blot analyses were performed as previously
described [7,48].

Large-scale Protein Purification and Mass Spectrometry

HEK239T cells were transfected with pEF-BOS-FLAG-NS3-Pro, pEF-BOS-FLAG-NS3-Hel, pEF-BOS-FLAG-NS5-MTase or pEF-BOS-FLAG-NS5-Pol. Two days later, cells were lysed with NP-40 buffer supplemented with protease inhibitor cocktail (Sigma). Clarified lysates were mixed with a ~50% slurry of anti-FLAG-conjugated sepharose beads (Sigma) and incubated for 4 h at 4°C. After extensive washing of the beads, bound proteins were eluted and separated on a NuPAGE 4-12% Bis-Tris gradient gel (Life Technologies). Coomassie staining was performed and a ~30kDa band specifically present in the FLAG-NS3-Pro sample was excised and analyzed by ion-trap mass spectrometry at the Harvard Taplin Biological Mass Spectrometry facility.

Confocal Microscopy

Huh7 cells were grown on chamber slides or on cover slips in 24-well plates, and then infected with DV2 or SeV at indicated titers, or mock infected. Cells were harvested at indicated time points and fixed with 4% (w/v) paraformaldehyde for 20 min, permeabilized with 0.2% (v/v) Triton-X-100 in PBS, and blocked with 10% (v/v) goat serum or FBS in PBS for 1 h. For immunostaining, anti-14-3-3ε (Proteintech), anti-NS3 (GT2811 or GTX 124252, Genetex), anti-NS4A (GTX 124249, Genetex), anti-ISG54 (12604-1-AP, Proteintech), anti-RIG-I (Alme-1, Adipogen), and anti-FLAG (Sigma, Abcam and Bethyl) were used, followed by incubation with secondary antibodies conjugated to Alexa Fluor 488, Alexa Fluor 594, or Alexa Fluor 647 (Life Technologies or Abcam). Cells were mounted in DAPI-containing Vectashield (Vector Labs) to co-stain nuclei. All laser scanning images were acquired on an Olympus IX81 confocal microscope.
Direct Protein Interaction Assay

Bacterially-purified recombinant human 14-3-3ε protein (NP_006752.1) was purchased from Sino Biological. GST or GST-NS3 (DV2, strain NGC) expressed in HEK293T cells was immobilized on glutathione-conjugated sepharose beads in NP-40 buffer and incubated with recombinant 14-3-3ε protein (final concentration of 10 µg/ml) for 2 h at 4°C. After extensive washing with NP-40 buffer, bound proteins were eluted from the beads with 2x Laemmli buffer and heated at 95°C for 5 min, followed by SDS-PAGE and western blot analysis. Similarly, TRIM25-FLAG and RIG-I-FLAG were purified from transfected HEK293T cells using anti-FLAG-conjugated sepharose beads and tested for binding to recombinant 14-3-3ε.

Mitochondria Fractionation Assay

HEK293T or Huh7 cells were infected with DV or SeV at indicated titers, or mock infected. 20 - 24 hours later, a portion of cells was harvested for WCLs, and another portion for fractionation assay using a commercial mitochondria/cytosol fractionation kit (MIT1000, Merck Millipore) according to the manufacturer’s instructions. Briefly, cells were disrupted in Isotonic Mitochondrial Buffer using a Dounce homogenizer. Lysates were subjected to low-speed centrifugation to pellet nuclei and unbroken cells. Supernatant was subsequently centrifuged at 10,000 x g for 30 min at 4°C. The supernatant containing the cytosol and microsome fraction (‘cytosolic fraction’) as well as the pellet containing the enriched mitochondrial fraction were subjected to a bicinchoninic acid (BCA) assay. Equal amounts of protein were loaded for SDS-PAGE and analyzed by western blot. Anti-GAPDH and anti-MAVS western blot analyses served as controls.
**Dengue Virus Infection and Flow Cytometry Analysis**

Infection was performed based on a published protocol [49]. Briefly, ~1.5 x 10^5 Huh7 cells per well were seeded into 24-well plates and allowed to adhere for 4 h. Virus diluted in 250 µl DMEM containing 2% FBS was incubated at 37°C for 1.5 h. At the indicated time points after infection, cells and/or supernatants were harvested. For K562 suspension cells, the infection was performed similarly except growth media was directly added to cells after infection. To detect DV-infected cells, cells were washed once in PBS, fixed in 1% (w/v) paraformaldehyde, permeabilized with 0.1% saponin (Sigma), and then stained with anti-prM-DyLight 633 in permeabilization buffer for ~40 min at 4°C. Subsequently, cells were washed with PBS and resuspended in 1% (w/v) paraformaldehyde before flow cytometry analysis on a FACS Calibur (BD Biosciences). Analysis was performed using FlowJo software (Tree Star).

**Bioinformatics analysis**

NS3 protein sequences from full genome DV sequences were analyzed with NIAID Virus Pathogen Database and Analysis Resource (ViPR) online through the website at [http://www.viprbrc.org](http://www.viprbrc.org).

**Quantitative Real Time-PCR (qRT-PCR)**

Total RNA was extracted from cells using an RNA extraction kit (OMEGA Bio-Tek). Equal amounts of RNA (typically 10 - 100 ng) were used in an one-step qRT-PCR reaction (SuperScript III Platinum One-Step qRT-PCR kit with ROX, Life Technologies) with commercially available primers with FAM reporter dye for the indicated target genes (IDT). Expression level for each target gene was calculated by normalizing against GAPDH using the \( \Delta\Delta CT \) method and expressed as fold levels compared to mock-infected cells. All qRT-PCR
reactions were run on a 7300 RT-PCR System or 7500 FAST RT-PCR System (both ABI).

**Generation of a NS3\textsubscript{KIKP} Mutant Dengue Virus**

DV2\textsubscript{KIKP} was generated based on an infectious clone of DV2 16681, pD2/IC-30P, kindly provided by Claire Huang (CDC) and described previously [31,32]. PCR was used to generate mutant pD2/IC-30P harboring R64K and E66K mutations in the NS3 gene. The wild-type and mutant infectious clone plasmids were linearized by XbaI digestion and in vitro transcribed using the T7 promoter (RiboMAX Large Scale RNA Production System, Promega) with the addition of a m\textsuperscript{7}G(5')ppp(5')A RNA cap structure analog (New England Biolabs). The in vitro transcribed RNA was purified using Micro Bio-Spin columns (Bio Rad) and transfected into Vero cells using Lipofectamine 2000. Viral supernatants were harvested and used to propagate the wild-type and mutant virus in Vero cells. Vero cells were further used to titer the recombinant viruses using a FACS-based assay [50] with anti-prM antibody.

**DV infection studies in Primary Human Monocytes**

Human peripheral blood or peripheral blood mononuclear cells (PBMCs) from unidentified healthy donors was purchased (HemaCare). In the case of human peripheral blood, PBMCs were isolated using Ficoll-Hypaque (GE Healthcare) density gradient centrifugation. CD14\textsuperscript{+} monocytes were positively selected from PBMCs using anti-CD14 magnetic microbeads according to the manufacturer’s instructions (Miltenyi Biotec). CD14\textsuperscript{+} monocytes were rested overnight in growth media before use, or cryopreserved for use in future experiments. The purity of CD14\textsuperscript{+} cells was routinely \(~\text{90\%}\), as determined by anti-CD14-FITC staining (BD Biosciences) and flow cytometry analysis. For infection experiments, \(~\text{1.5 x 10}^{5}\) CD14\textsuperscript{+} monocytes or PBMCs per well were infected with DV in a 96-well plate in 250 µl DMEM containing 2% FBS for 5 h, with occasional agitation. For flow cytometry analysis of
intracellular IFN-β-FITC staining, cells were treated for 5-6 h with 5 µg/ml Brefeldin A (BioLegend) to block protein transport before fixing and staining for flow cytometry analysis.

**Statistical analysis**

Unpaired two-tailed Student’s t tests were used. P<0.05 was defined as statistically significant.
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Chapter 3

NS3-mediated Degradation of RIG-I during Dengue Virus Infection
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ABSTRACT

RIG-I is a key cytosolic sensor of numerous RNA viruses, including dengue virus (DV). In order to replicate, pathogenic RNA viruses have evolved mechanisms to evade RIG-I-mediated immunity. Here, we show that RIG-I is degraded in DV-infected cells. Furthermore, the NS3 protein of DV is sufficient to degrade RIG-I, but not the related helicase MDA5. In contrast to the previously described NS5-mediated proteasomal degradation of STAT2, NS3 degrades RIG-I via lysosomes. In agreement, RIG-I co-localizes with LAMP1+ compartments during DV infection. A mutant NS3 protein that is deficient in 14-3-3ε binding (NS3KIKP) is impaired in RIG-I degradation. Importantly, infection with a recombinant DV encoding NS3KIKP (DV2KIKP) fails to degrade RIG-I and further elicits RIG-I induction. Our data support a model where RIG-I fails to bind 14-3-3ε for translocation to mitochondria during DV infection and is subsequently degraded by lysosomes, thereby highlighting the multifaceted antagonism of RIG-I by NS3.

INTRODUCTION

The two essential enzymes of DV, NS5 and NS3, play important roles in both viral replication and immune evasion (reviewed in [1]). NS5 is an RNA-dependent RNA polymerase and is responsible for replicating and capping the viral RNA genome. In addition, NS5 antagonizes type I IFN-receptor (IFNAR) signaling by inducing the proteasomal degradation of STAT2 [2]. NS3, which forms the protease complex with its small co-factor NS2B, is critical for proteolytic processing of the DV polyprotein and also potently inhibits type I IFN induction [1,3]. Previously, NS2B/3 has been shown to cleave stimulator of interferon genes (STING)
[4,5], an adaptor protein downstream of cytosolic DNA sensors. Other work has suggested that NS2B/3 may target IκB kinase ε (IKKε) to prevent phosphorylation of IRF3 [6]. Furthermore, in Chapter 2, we demonstrated that NS3 binds to 14-3-3ε and blocks RIG-I translocation to mitochondria, thereby inhibiting MAVS interaction and antiviral signaling. These results provide a key mechanism for NS3-mediated inhibition of type I IFN induction.

RIG-I is a key cytosolic sensor of numerous RNA viruses, and is extensively targeted by viral pathogens for immune evasion (reviewed in [7]). Viruses have evolved to i) manipulate the posttranslational modification program and hence activation state of RIG-I, ii) bind and sequester RIG-I from signaling, iii) or cleave and inactivate RIG-I. Interestingly, recent work has shown that the NS1 and NS2 proteins of respiratory syncytial virus (RSV) assemble a large multi-protein complex on mitochondria, termed “degradasome”, which leads to the degradation of several innate immune signaling molecules including RIG-I by host proteases [8]. This finding suggests that apart from encoding viral proteins that directly target RIG-I, viruses can also usurp cellular processes to degrade RIG-I, thereby antagonizing innate immunity.

Here, we extend our earlier findings to show that DV NS3 – upon inhibiting the mitochondrial translocation of K63-ubiquitin-activated RIG-I – mediates lysosomal degradation of RIG-I, thereby bolstering inhibition of IFN induction.

RESULTS AND DISCUSSION

NS3 triggers lysosomal degradation of RIG-I

We have previously shown that the NS3 protein of DV binds directly to 14-3-3ε to prevent RIG-I binding and translocation to mitochondria for MAVS interaction and antiviral
signaling. During the course of these studies, we fortuitously observed that RIG-I protein levels in DV2-infected Huh7 cells were markedly diminished in a MOI-dependent manner, and that this loss was evident at 20 h postinfection (Figures 3.1A and 3.1B). In contrast, 14-3-3ε and actin protein levels were unaffected. It has been previously demonstrated that DV NS5 targets STAT2 for proteasomal degradation and that this degradation occurs very early (~3 h) after DV infection (also seen in Figure 3.1B) [2]. As STAT2 degradation by the proteasome occurs significantly earlier than RIG-I degradation, we hypothesized that a distinct mechanism is responsible for RIG-I degradation during DV infection.

Since NS3 is the DV protein responsible for inhibition of RIG-I-mediated IFN induction ([3] and also described in Chapter 2), we first tested if ectopic expression of NS3 degrades RIG-I. Previous studies have shown that RIG-I is an interferon-stimulated gene (ISG). To separate the degradation of RIG-I protein from the block in its induction by NS3, we expressed exogenous tagged RIG-I, which as expected was not upregulated by infection with Sendai virus (SeV) (Figure 3.1C), a potent inducer of IFN. We observed that GST-NS3, but not GST-NS5, degraded exogenous RIG-I in a dose-dependent manner (Figure 3.1C). Similar to DV infection, 14-3-3ε protein levels were not affected by NS3 overexpression. Furthermore, ectopic expression of GST-NS3, but not GST alone, strongly diminished the protein levels of tagged RIG-I, but not the related helicase MDA5, demonstrating that NS3 specifically degrades RIG-I (Figure 3.1D). These data show that NS3 is able to degrade RIG-I independent of blocking its gene induction.

We have previously shown that the DV NS2B/3 protease complex does not cleave RIG-I (Figure 2.3). To gain mechanistic insights into the observed degradation of RIG-I during DV infection, we infected Huh7 cells with DV2, incubated the cells to allow viral replication, and then treated them with a proteasomal inhibitor (MG132) or two different lysosomal inhibitors
(NH₄Cl and chloroquine). Both lysosomal inhibitors were able to rescue the loss of endogenous RIG-I, while MG132 failed to do so (Figure 3.1E). Furthermore, confocal fluorescence microscopy showed that FLAG-RIG-I co-localized with LAMP1+ compartments during DV2 infection, supporting that RIG-I is targeted for degradation via lysosomes (Figure 3.1F). Together, our data demonstrate that RIG-I is degraded in a lysosome-dependent manner during DV infection and that this activity is dependent on the NS3 protein.
Figure 3.1. NS3 triggers lysosomal degradation of RIG-I. (A) Huh7 cells were mock-infected or infected with increasing MOIs (0.2, 1, and 5) of DV2 (NGC) for 20 h. WCLs were analyzed by IB with anti-RIG-I, anti-NS3 and anti-14-3-3ε antibodies. (B) Huh7 cells were infected with DV2 (NGC) at MOI 5. WCLs were harvested at the indicated time points after infection, followed by IB analysis as in (A). Endogenous STAT2 expression was also determined. (C) HEK293T cells were transfected with GST, GST-NS3 or GST-NS5, together with c-myc-tagged RIG-I. 24 h later, cells were infected with SeV (50 HAU/ml) for 22 h. WCLs were analyzed by IB with anti-c-myc, anti-14-3-3ε and anti-actin antibodies. (D) HEK293T cells were transfected with GST or GST-NS3, and either FLAG-tagged RIG-I or MDA5. 48 h later, WCLs were analyzed by IB with anti-FLAG or anti-GST antibodies. (E) Huh7 cells were infected with DV2 (NGC) at MOI 5 for 16 h, and then treated with the indicated inhibitors for 7 h. WCLs were analyzed by IB as in (A). (F) Huh7 cells were transfected with FLAG-RIG-I. 24 h later, cells were infected with DV2 (NGC) at MOI 5 or mock infected for 13 h. Cells were stained for FLAG (RIG-I; red) and LAMP1 (green) and imaged by confocal microscopy. Nuclei were stained with DAPI (blue).
**DV2KIKP is deficient in RIG-I degradation**

We have previously characterized the binding of NS3 and 14-3-3ε, and found that NS3 possesses a highly conserved phosphomimetic motif, $^{64}$RxEP$^{67}$, that closely resembles a canonical phospho-serine/threonine motif found in cellular proteins that interact with 14-3-3. By mutating this phosphomimetic motif, we generated a NS3 protein that is deficient in 14-3-3ε binding (NS3$_{KIKP}$) and therefore allows RIG-I to bind 14-3-3ε. While wild-type (WT) NS3 efficiently degraded RIG-I, NS3$_{KIKP}$ failed to do so, demonstrating that NS3-mediated degradation of RIG-I is dependent on its ability to inhibit RIG-I-14-3-3ε interaction (Figure 3.2A). Furthermore, infection of Huh7 cells with WT DV2 (DV2$_{WT}$) led to robust degradation of endogenous RIG-I, while DV2$_{KIKP}$, which encodes NS3$_{KIKP}$, did not degrade RIG-I. Instead, DV2$_{KIKP}$ infection induced RIG-I protein levels, which is consistent with DV2$_{KIKP}$ eliciting an augmented immune response (Figure 3.2B). In contrast, both DV2$_{WT}$ and DV2$_{KIKP}$ were able to induce STAT2 degradation (Figure 3.2B). These results indicate that NS3$_{KIKP}$ expression and DV2$_{KIKP}$ infection fail to induce RIG-I degradation, indicating that RIG-I degradation is a direct consequence of the NS3-mediated inhibition of RIG-I-14-3-3ε complex formation. These data reinforce the importance of 14-3-3ε targeting by NS3 for evasion of RIG-I-mediated immunity.
Figure 3.2. **DV2\textsubscript{KIKP} is deficient in RIG-I degradation.** (A) HEK293T cells were transfected with GST, GST-NS3 or GST-NS3\textsubscript{KIKP}, together with RIG-I-c-myc. 48 h later, WCLs were analyzed by IB with anti-c-myc or anti-GST antibody. (B) Huh7 cells were infected with DV2\textsubscript{WT} (MOI 0.3) or DV2\textsubscript{KIKP} (MOI 1), resulting in ~75% infectivity for both as determined by intracellular prM staining (not shown). 48 h later, WCLs were analyzed by IB with anti-RIG-I, anti-STAT2 and anti-NS3 antibodies.
In this study, we uncover the lysosome-mediated degradation of RIG-I during DV infection, and found that NS3 is able to degrade specifically RIG-I, but not MDA5. Importantly, ectopic expression of NS$^{3}_{KIKP}$ or infection with DV$^{2}_{KIKP}$ does not induce RIG-I degradation, demonstrating that inhibition of RIG-I-14-3-3ε interaction is critical for RIG-I degradation. Together with our previous findings, our data indicate that NS3 binding to 14-3-3ε blocks RIG-I signaling via two distinct mechanisms. First, RIG-I is initially activated by TRIM25-mediated K63-linked ubiquitination upon DV infection, but is unable to bind 14-3-3ε to translocate to mitochondria for MAVS interaction and antiviral signaling. Second, during DV replication, K63-ubiquitin-activated RIG-I that fails to translocate to mitochondria is degraded in a lysosome-dependent manner, hence blocking antiviral signaling that may occur later during infection.

Among pathogenic viruses, there are several examples of viral proteins that bind and sequester RIG-I from signaling, or cleave and inactivate RIG-I [9-13]. In contrast, DV targets 14-3-3ε, the trafficking molecule required for RIG-I translocation to mitochondria. We propose that by binding 14-3-3ε, NS3 is able to indirectly sequester initially activated RIG-I from mitochondrial MAVS, which subsequently leads to host-mediated degradation of RIG-I via lysosomes. While the molecular mechanism of RIG-I degradation by DV NS3 is unique, the outcome is fundamentally akin to the direct sequestration and cleavage of RIG-I shown for other viral pathogens.

We do not fully understand how RIG-I is targeted for lysosome-mediated degradation. One possibility is that after sensing DV RNA, K63-ubiquitinated RIG-I that fails to translocate is somehow destined for degradation in lysosomes. In support of this, K63-linked ubiquitination of some membrane proteins is known to target them for endocytosis and lysosome-mediated degradation [14-16]. Furthermore, DV is known to induce autophagy to promote its replication.
Therefore, it is also possible that activated RIG-I tetramers that fail to translocate to mitochondria may be engulfed in autophagosomes that eventually fuse with lysosomes. In support of this, key autophagy molecules atg5 and atg12 are known to interact with RIG-I via its CARDs to downregulate activation [18]. These two possibilities are not mutually exclusive, as K63-linked ubiquitination has also been implicated in autophagy [19,20]. Future work is required to determine the mechanistic details of RIG-I degradation during DV infection, which may also shed light on mechanisms of homeostatic regulation of RIG-I in the cell.

We have previously described how NS3 antagonizes RIG-I translocation to mitochondria by binding to 14-3-3ε. Here, we further show that NS3 mediates lysosomal degradation of RIG-I during DV infection. Our work highlights the importance of viral targeting of 14-3-3ε for immune evasion, which may have implications for vaccine and antiviral design.
MATERIALS AND METHODS

Cell Culture and Viruses

HEK293T and Huh7 cells were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM) supplemented with 10% fetal bovine serum (FBS), 10 mM HEPES and 1% penicillin-streptomycin (Gibco). DV2 New Guinea C (NGC) was propagated in C6/36 cells. SeV (Cantell) was purchased from Charles River Laboratories.

Plasmids and Transfections

GST-NS3 and GST-NS5 were generated by subcloning NS3 or NS5 of DV2 (strain NGC) into pEBG vector between BamHI and Clal. Plasmids encoding RIG-I-c-myc, RIG-I-FLAG and FLAG-MDA5 have been described previously [21,22]. Transfections were performed using the calcium phosphate method, or with TurboFectin 8.0 (Origene), Lipofectamine and Plus reagent, or Lipofectamine 2000 (all Life Technologies) according to the manufacturer’s instructions.

Antibodies and Reagents

For western blot analysis, the following antibodies were used: anti-FLAG (M2, Sigma), anti-GST (Sigma), anti-c-myc (9E10), anti-β-actin (Abcam), anti-RIG-I (Alme-1, Adipogen), anti-STAT2 (Santa Cruz), anti-14-3-3ε (8C3, Santa Cruz), anti-NS3 (GT2811, Genetex). MG132, ammonium chloride and chloroquine diphosphate were purchased from Sigma.

Immunoblot Analysis

HEK293T or Huh7 cells were lysed in NP-40 buffer (50 mM HEPES pH 7.4, 150 mM NaCl, 1% [vol/vol] NP-40, protease inhibitor cocktail [Sigma]) and centrifuged at 13,000 rpm for 20 min. Western blot analyses were performed as previously described [21,23].
Confocal Microscopy

Huh7 cells were grown on chamber slides or on cover slips in 24-well plates, and then infected with DV2 at indicated titers, or mock infected. Cells were harvested at indicated time points and fixed with 4% (w/v) paraformaldehyde for 20 min, permeabilized with 0.2% (v/v) Triton-X-100 in PBS, and blocked with 10% (v/v) goat serum or FBS in PBS for 1 h. For immunostaining, anti-LAMP1 (Abcam) and anti-FLAG (Sigma) were used, followed by incubation with secondary antibodies conjugated to Alexa Fluor 488 or Alexa Fluor 594 (Life Technologies). Cells were mounted in DAPI-containing Vectashield (Vector Labs) to co-stain nuclei. All laser scanning images were acquired on an Olympus IX81 confocal microscope.
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ABSTRACT

Interferon-inducible transmembrane (IFITM) proteins restrict the entry processes of several pathogenic viruses, including the flaviviruses West Nile virus and dengue virus (DENV). DENV infects cells directly or via antibody-dependent enhancement (ADE) in Fc-receptor-bearing cells, a process thought to contribute to severe disease in a secondary infection. Here we investigated whether ADE-mediated DENV infection bypasses IFITM-mediated restriction or whether IFITM proteins can be protective in a secondary infection. We observed that IFITM proteins restricted ADE-mediated and direct infection with comparable efficiencies in a myelogenous leukemia cell line. Our data suggest that IFITM proteins can contribute to control of secondary DENV infections.

INTRODUCTION

The four serotypes of dengue virus (DENV1–4) are responsible for approximately 50 to 100 million infections annually, and 2.5 billion people are at risk of infection, making DENV the most widespread arboviral disease [1,2]. Most symptomatic DENV infections present as a debilitating, febrile disease known as dengue fever (DF), but serious cases can progress to dengue hemorrhagic fever (DHF) and dengue shock syndrome (DSS). These can be fatal if patients do not receive fluid replacement. Currently, there are no approved therapies for DENV infections.

Clinical and autopsy studies indicate that cells of the mononuclear phagocyte lineage, including monocytes/macrophages and dendritic cells, are primary targets of DENV in vivo [3]. In addition, epidemiological studies show that DHF/DSS often occurs in patients with secondary
heterotypic DENV infections or in infants with maternally transferred dengue immunity [4,5]. Antibody-dependent enhancement (ADE) is thought to be a major contributor to severe disease following secondary infection [4]. In a secondary infection with a heterologous serotype, the virus forms immune complexes with pre-existing sub-neutralizing antibodies and bind to Fc-receptor-bearing cells, leading to increased infection and viral replication [5]. The cell biology of ADE is not fully understood, but some proposed mechanisms include: increased virus attachment to the cell surface, increased efficiency in post-attachment steps due to Fc-receptor-mediated signaling, delivery of antibody-virus complexes to more favorable locations in the endocytic compartment, and direct alterations in the fusion process (reviewed in [6,7]).

We have recently shown that interferon-inducible transmembrane (IFITM) proteins restrict replication of multiple viruses, including influenza A (IAV), SARS coronavirus, filoviruses (Ebola and Marburg viruses) and flaviviruses (including dengue and West Nile viruses), whereas vesicular stomatitis virus is less efficiently restricted [8,9]. Other groups have also demonstrated that IFITM proteins restrict HIV-1 [10,11]. In addition, IFITM-mediated restriction of flaviviruses has been confirmed in two subsequent studies [11,12]. The IFITM proteins are relatively small (~130 amino acids) and share a common topology, with two conserved transmembrane domains, a short highly conserved cytoplasmic region, and luminal amino- and carboxy-termini [13]. In humans, IFITM1, 2, and 3 are expressed in a wide range of tissues, while IFITM5 expression is limited to bone [14]. As their names suggest, IFITM proteins are strongly upregulated by type I and II interferons [8,9,15], and most cells express basal levels of one or more of these proteins [16]. Currently, IFITM proteins are the only known mediators of innate immunity that inhibit viral infection by blocking viral entry [17].

We have demonstrated that IFITM1, 2, and 3 restrict entry mediated by IAV, SARS
coronavirus and filovirus entry proteins \textit{in vitro}, and abrogate infection by three flavivirus virus-like particles (VLPs), suggesting that IFITM proteins also restrict flavivirus infections by blocking virus entry [8]. In agreement with this, Jiang et al. [12] have shown that IFITM proteins restrict infection by flavivirus VLPs, but do not inhibit replication of flavivirus replicons. In contrast, IFITMs do not inhibit the entry processes of amphotropic mouse leukemia virus (MLV), Machupo virus (MACV), Lassa virus (LASV) or lymphocytic choriomeningitis virus (LCMV) [8].

Currently it is not clear what distinguishes the entry mechanisms of IFITM-restricted and IFITM-insensitive viruses or how IFITM proteins suppress viral entry. In addition, IFITM-mediated restriction can be bypassed by inducing viral fusion at the plasma membrane, suggesting that the site or mechanism of viral entry can affect the sensitivity to IFITM-mediated restriction [9]. Given the potential importance of ADE to severe dengue disease and the lack of full understanding of the biology of ADE, an attractive hypothesis is that, unlike direct DENV infection, ADE-mediated DENV infection bypasses IFITM-mediated restriction, thereby increasing viral replication and disease severity in a secondary infection.

In this study, we sought to determine if ADE could bypass IFITM-mediated restriction, or, alternatively, if IFITM proteins could contribute to the control of DENV in secondary infections as well. Previous studies of IFITM-mediated restriction of flaviviruses used cell lines lacking Fc receptors [8,11,12]. Here, we infected human myelogenous leukemia K562 cells, which bear Fc\(\gamma\)RIIa, with DENV (direct infection) or antibody-opsonized DENV (ADE-mediated infection). We show that IFITM proteins are able to restrict both direct and ADE-mediated infection, and that both infection modes appear equally sensitive to IFITM-mediated restriction.
RESULTS AND DISCUSSION

IFITM proteins restrict both direct and ADE-mediated DENV infection of K562 cells

We first investigated the basal and interferon-induced expression of IFITM proteins in K562 cells, using an antibody that recognizes IFITM1 alone, or one that recognizes both IFITM2 and IFITM3 [8,9]. Western blot analysis showed that resting K562 cells express a basal level of IFITM1 and IFITM2 and/or 3, and that treatment with human IFN-α for 48 h strongly upregulated expression of both IFITM1 and IFITM2/3 (Figure 4.1A).

To study the restriction activity of each IFITM protein, we transduced K562 cells to stably express myc-tagged IFITM1, 2 or 3, or with vector alone, and selected transduced cells with puromycin. Western blot analysis using an antibody against c-myc showed robust expression of each IFITM protein (Figure 4.1B). To verify their activities, we infected transduced cells with viral pseudoparticles that contain an MLV genome encoding the enhanced green fluorescence protein (EGFP), and pseudotyped with entry proteins of IAV (A/Thailand/2(SP-33)/2004 (H5N1)) or MACV [18,19]. Pseudovirus infection was measured two days later by flow cytometry. As expected, overexpression of IFITM1, 2 or 3 potently restricted infection by MLV-EGFP virus pseudotyped with IAV but not MACV entry proteins (Figure 4.1C).

We next infected these cells with infectious DENV2 New Guinea C strain (NGC) propagated in mosquito C6/36 cells. DENV2 was incubated in media alone, or with enhancing titers of monoclonal antibodies against dengue prM or envelope (E). We used two commercially available antibodies, 2H2 and 4G2, which bind dengue virus structural proteins prM and E respectively. Anti-prM antibodies opsonize virions that are not fully mature while antibodies
against E can opsonize most virions (reviewed in [20]). As previously described [21], dengue virions were incubated with each antibody or with media alone, and subsequently incubated with K562 cells. Previous studies have shown that intracellular staining of DENV antigen less than 43 h post-infection of K562 cells indicates a single round of infection [22]. Accordingly, to evaluate viral entry, we assessed productive infection by intracellular prM-staining 24 h post-infection [23]. As expected, with direct (antibody-independent) infection at a multiplicity of infection (MOI) 1, expression of IFITM1, 2, or 3 potently inhibited infection by ~80% when compared to vector-transduced cells. With ADE-mediated infection at MOI 1, baseline infectivity increased roughly three-fold indicating successful ADE, but expression of IFITM1, 2 or 3 continued to potently inhibit infection by ~70–90% (n = 3 or 4 per condition; p<0.05). Similarly, at MOI 10, we observed less efficient restriction, but comparable restriction levels in direct and ADE-mediated infection (Figure 4.1D). Consistent with our previous studies, IFITM2 restricted DENV infection less efficiently than either IFITM1 or IFITM3 [8]. We further quantified viral loads in the supernatant by standard plaque assays with BHK cells [21]. Again, overexpression of IFITM1 or IFITM3 effectively restricted ADE-mediated infection, and suppressed viral production by more than 10-fold (Figure 4.1E; n = 3; p<0.05). Finally, we verified the generality of our observations by confirming them in J774A.1 murine macrophages [24] stably expressing murine orthologs of IFITM1, 2 or 3 (Figure 4.1F; n = 4; asterisks indicate p<0.05). We conclude that IFITM1, 2 or 3 can restrict ADE-mediated DENV infection of K562 cells.
Figure 4.1. IFITM proteins restrict both direct and ADE-mediated DENV infection of K562 cells. (A) K562 cells were treated with the indicated concentrations of human interferon-α or mock treated, and lysed for Western blot analysis 48 h later, using an antibody that recognizes IFITM1 alone, or one that recognizes both IFITM2 and IFITM3. (B) K562 cells were stably transduced to express human IFITM1, 2, or 3 or with the control vector pQCXIP. IFITM protein expression was measured by Western blot using an anti-c-myc antibody. (C) Stably transduced K562 cells characterized in panel B were infected with an MLV-based retrovirus expressing EGFP and pseudotyped with MACV or IAV H5 entry proteins, as previously described [9]. Infection was determined by flow cytometry, and normalized to K562 cells transduced with vector alone. (D) K562 cells characterized in panel B were infected with infectious DENV2 NGC strain (labeled “DENV2” for virus only) at the indicated MOI, or the same amount of infectious DENV2 pre-opsonized with enhancing titers of antibodies against DENV structural proteins prM or E (“+2H2” and “+4G2” respectively) [8,21]. Cells were washed after 1.5 h and incubated for ~24 h. Intracellular staining of DENV antigen was performed with a DyLight-649-conjugated antibody against prM and infection was determined by flow cytometry. Experiment is representative of three with similar results. (E) An experiment similar to that shown in panel D was performed except that infection was assayed by measuring viral loads in the supernatant by plaque assays using BHK cells. (F) An experiment similar to that in panel D was performed, except that J774A.1 mouse macrophage cells were stably transduced to express murine orthologs of IFITM1, 2, or 3 or with the control vector pQCXIP. Stably transduced cells were infected with infectious DENV2 NGC strain at ~MOI 5 and incubated for ~2 days before harvesting for flow cytometry. Error bars indicate standard error. Single and double asterisks indicate statistically significant (p<0.05 and p<0.005, respectively) differences between IFITM protein expressing and control cells for corresponding infection conditions.
Endogenous IFITM1 restricts both direct and ADE-mediated DENV infection of K562 cells

We subsequently investigated whether endogenous IFITM proteins contributed to DENV restriction. We stably transduced K562 cells to express previously characterized shRNAs against IFITM1, 2, or 3 [8,9], or with a control non-targeting shRNA (scrambled), and selected transduced cells with puromycin. IFITM1 expression was nearly undetectable in cells expressing shRNA targeting IFITM1, whereas IFITM2 and 3 levels were unaffected. shRNA targeting IFITM2 reduced IFITM2/3 expression slightly, while shRNA targeting IFITM3 substantially reduced IFITM2/3 expression (Figure 4.2A). As we have previously observed [9], IFITM1 depletion increased infection by IAV pseudoviruses by almost 2-fold, whereas little or no increase in infection was observed with shRNA targeting IFITM2 or IFITM3 (Figure 4.2B). Similarly, with DENV2 infection at MOI 1, knockdown of IFITM1 roughly doubled infection rates with both direct and ADE-mediated infections (Figure 4.2C; n = 3 or 4; p<0.05). This increase was less pronounced at a higher MOI of 10, but remained statistically significant. These data show that endogenous IFITM1 in K562 cells restricts ADE-mediated DENV infection.
Figure 4.2. Endogenous IFITM1 restricts both direct and ADE-mediated DENV infection of K562 cells. (A) K562 cells were stably transduced to express shRNA targeting IFITM1, 2, or 3 or non-targeting control shRNA (scrambled). IFITM protein expression was measured by Western blot, as in Figure 4.1A. (B) shRNA-transduced K562 cells characterized in panel A were infected with the indicated pseudoviruses as described in Figure 4.1C. (C) shRNA-transduced K562 cells characterized in panel A were infected with infectious DENV2 NGC strain as described in Figure 4.1D. Error bars indicate standard error. Single and double asterisks indicate statistically significant (p<0.05 and p<0.005, respectively) differences between cells expressing IFITM1 and control shRNA for corresponding infection conditions. Experiment is representative of three with similar results.
IFITM proteins restrict direct and ADE-mediated infection with similar efficiencies

Figures 4.1 and 4.2 show that ADE cannot bypass IFITM-mediated restriction, but leave open the possibility that ADE-mediated infection is quantitatively less sensitive to restriction than direct infection. To determine if IFITM proteins restrict ADE-mediated infection to the same extent as direct infection, we identified in pilot studies virus titers for direct and ADE-mediated infection that resulted in comparable infectivity, and used these titers to investigate the effect of IFITM overexpression or IFITM1 depletion as in Figures 4.1D and 4.2C. When IFITM1, 2 or 3 were over-expressed in K562 cells under these conditions, nearly identical restriction was observed in direct and ADE-mediated infection (Figure 4.3A). Similarly when IFITM1 was depleted in the same cells, a comparable increase in infection was observed (Figure 4.3B). We conclude that IFITM proteins restrict ADE-mediated infection and direct infection with similar efficiencies.
Figure 4.3. IFITM proteins restrict direct and ADE-mediated infection with similar efficiencies. (A) K562 cells stably transduced to express human IFITM1, 2, or 3 or with control vector were infected as in Figure 4.1D, except that an MOI of 3.0 was used for non-opsonized DENV, and an MOI of 1.0 was used for DENV pre-opsonized with the antibodies 2H2 or 4G2. Different MOIs were used to achieve comparable infection levels between direct and ADE-mediated infection. (B) K562 cells stably transduced to express control shRNA or shRNA targeting IFITM1 were infected as described in Figure 4.2C, except that an MOI of 1.6 was used for non-opsonized DENV, and an MOI of 1.0 was used for DENV pre-opsonized with the indicated antibodies. Standard error bars are shown. For each transduction condition, differences between direct infection and ADE-mediated infection were not statistically significant.
We have previously shown that IFITM-mediated restriction depends on the site or mechanism of viral entry [9]. This finding raised a key question: can ADE facilitate bypass of this restriction, or, instead, can IFITM proteins contribute to control of a secondary infection, including those resulting in DHF/DSS? Our data show clearly that in a human myelogenous leukemia cell line widely used in the study of ADE [22,25,26], IFITM proteins restrict ADE-mediated infection as efficiently as direct infection. Therefore, we find no evidence supporting the hypothesis that ADE-mediated DENV infection bypasses or is less sensitive to IFITM-mediated restriction. It is formally possible that differences in cell types, antibody properties, or viral strains could alter the sensitivity of ADE-mediated infection to IFITM restriction. However we show that our observations are consistent across two different cell lines from two species expressing their respective IFITM orthologs. In addition, it has been suggested that patients with DHF exhibit lower IFN-α levels than patients with DF (reviewed in [27]), which may lead to reduced IFITM-induction. *In vivo* studies may be necessary to clarify these possibilities. Nonetheless, our observation suggests that therapeutic strategies that specifically induce IFITM activity could control both primary and secondary dengue virus infections.

To date, the mechanisms of IFITM-mediated restriction remain elusive. We have previously demonstrated that IFITM proteins do not interfere with virion access to acidic cellular compartments [9]. Furthermore, inducing viral fusion at the plasma membrane bypasses IFITM-mediated restriction [9], supporting a mechanism which operates within the endocytic pathway. Our work in this study shows that IFITM proteins restrict ADE-mediated DENV infection as efficiently as direct infection, but does not distinguish between the possible mechanisms of ADE, including alterations in viral attachment, endocytosis and/or fusion. However, the similar sensitivity of direct and ADE-mediated infection to IFITM restriction indicates that these
infection modes share common features that render them both sensitive to IFITM proteins.

**MATERIALS AND METHODS**

**Cells and plasmids**

Human embryonic kidney 293T cells and murine macrophage J774A.1 cells were grown in Dulbecco’s minimal essential medium (DMEM; Invitrogen) and human myelogenous leukemia K562 cells were grown in Roswell Park Memorial Institute (RPMI) 1640 medium (Invitrogen). Media were supplemented with 10% fetal bovine serum, 100 U/ml penicillin and 100 mg/ml streptomycin. Human interferon-α (NR-3077) was obtained from NIH Biodefense and Emerging Infectious Research Resources Depository, NIAID, NIH and used to stimulate K562 cells at indicated concentrations in growth media for 48 h. Plasmids encoding c-myc-tagged IFITM proteins in pQCXIP vector and plasmids encoding control shRNA or shRNA targeting IFITMs in pRS vector have been described [9]. Transduced K562 or J774A.1 cells were selected by supplementing media with 3 or 4 mg/ml puromycin(Invitrogen), respectively.

**Western blots**

Cells were lysed with 1% NP-40 (Thermo Scientific) and Western blot analysis was performed as previously described [9]. C-myc-tagged IFITM proteins were detected by a murine monoclonal anti-c-myc antibody (9E10, Santa Cruz Biotechnology). Endogenous IFITM protein expression was detected by polyclonal rabbit anti-IFITM1 (FL-125, Santa Cruz Biotechnology) or rabbit anti-IFITM2 (12769-1-AP, Proteintech Group, cross reacts with IFITM3 protein). Anti-tubulin antibodies (Sigma) were used as a loading control.
Pseudotyped murine leukemia viruses (MLVs) for transduction and infection assays

Viral entry proteins, plasmids and procedures for generating pseudotyped MLV-EGFP have been described [9]. Entry proteins used are IAV HA proteins from A/Thailand/2(SP-33)/2004(H5N1) and glycoprotein (GP) from Machupo virus Carvallo. Similarly, transduction of K562 or J774A.1 cells and MLV-EGFP pseudovirus infection procedures have been described [9]. Relative infectivity was calculated by normalizing against infectivity in control cells.

Infectious DENV infections

DENV2 New Guinea C strain (NGC) was propagated in Aedes albopictus C6/36 cells, clarified by centrifugation and stored at -80°C. Virus titers were measured by standard plaque assays on BHK cells [21]. Direct and ADE-mediated infections were performed based on a published protocol with minor modifications [21]. Murine 2H2 and 4G2 antibodies were purchased from Millipore. Briefly, DENV2 was incubated in RPMI containing 2% FBS with or without enhancing titers of 2H2 (20 ng for MOI 1 and 200 ng for MOI 10) or 4G2 antibodies (~20 ng for both MOI 1 and 10) in a total volume of 250 µl for 30 min at 37°C. 2x10^5 K562 cells in a similar volume of media in 24-well plates were then infected similarly to pseudovirus infection procedures. After incubation for 1.5 h at 37°C, cells were then washed in DPBS and incubated for ~24 h before harvesting cells for flow cytometry or supernatant for plaque assay. Cells were assayed for productive infection by intracellular prM staining [23] and analyzed by flow cytometry. The supernatant was clarified by centrifugation, frozen at -80°C, before plaque assays were performed with BHK cells. The infection protocol was slightly modified for adherent J774A.1 cells. 2x10^5 cells were seeded overnight in 12-well plates and infected with a similar total volume (500 µl) of virus or virus-antibody complex in DMEM containing 2% FBS the next
day. After infection and washing, cells were incubated for ~2 days before harvesting for flow
cytometry. Enhancing titers of 2H2 were based on a previous study [21] while enhancing titers of
4G2 were empirically determined in a pilot experiment using serial 10-fold dilutions of the
antibody complexed with DENV2 at MOI 1 or MOI 10. The dilution that gave the best
enhancement in infection of K562 cells was subsequently used in all experiments. All statistical
analysis was performed using a one-tailed Student’s t test. P<0.05 was considered statistically
significant.
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Chapter 5

Concluding Remarks
OVERVIEW

Research on dengue virus (DV) and its interplay with the host immune response has made remarkable advances in recent years. While work from the past few decades has largely focused on mechanisms of severe dengue disease during secondary infections, the discovery of pattern recognition receptors (PRRs) and pathogen-associated molecular patterns (PAMPs) has launched a new exciting field of dengue and innate immunity. An emerging consensus is that, while innate immune sensors are typically effective at detecting viral pathogens and triggering robust immune responses, DV has evolved to potently evade or subvert most of these responses. DV escapes immune detection by concealing double-stranded RNA in intracellular membrane structures [1]. Furthermore, it actively antagonizes type I IFN induction and type I IFN-receptor (IFNAR) signaling by targeting 14-3-3ε, STING, STAT1, STAT2 and RNA-binding proteins (Chapters 2 and 3, and reviewed in [2-5]). In addition, DV inhibits formation of antiviral stress granules (SGs), subverts autophagy for its replication, elicits the unfolded protein responses (UPR) to override inhibition of translation, and utilizes antibody-dependent enhancement (ADE) infection to increase infectivity and suppress production of antiviral and inflammatory cytokines [6-12]. This impressive list of mechanisms allows DV to defeat the host immune response and replicate unchecked for dissemination. Furthermore, new immune evasion strategies may emerge in virulent strains, which would have a profound impact on dengue transmission. Therefore, elucidating immune evasion mechanisms and systematically disabling them are critical for guiding the rational design of live-attenuated dengue vaccines.

While DV infection is able to overcome the human immune response, it has been described that pre-treatment of human cells with type I or II interferon (IFN) can potently restrict DV infection [13-15]. In line with this observation, several interferon-stimulated genes (ISGs)
have been demonstrated to inhibit DV replication (reviewed in [16]). Given the well-documented side effects of IFN treatment in patients, identification of ISGs that potently restrict DV infection and specifically inducing their activity may provide another avenue for therapeutic intervention.

In this dissertation, we explored these concepts and identified potential molecular targets for anti-dengue therapies.

MAJOR FINDINGS AND IMPLICATIONS

In Chapter 2, we described a key mechanism for DV evasion of RIG-I-mediated immunity. The findings are:

- NS3 binds directly to 14-3-3ε to block RIG-I binding and RIG-I translocation to mitochondria.
- NS3 inhibits IFN induction in a proteolysis-independent manner.
- NS3 usurps 14-3-3ε binding by using a phosphomimetic motif that resembles a canonical phospho-serine/threonine motif found in cellular binding partners of 14-3-3.
- A recombinant DV that encodes a 14-3-3ε-binding deficient NS3 protein (DV2KIKP) is deficient in RIG-I antagonism and elicits a markedly enhanced innate immune response.

It has been long described that DV infection poorly elicits IFN induction, but mechanistic details remained elusive. We uncover how DV NS3 blocks the translocation of RIG-I, a key sensor of DV, to inhibit IFN induction. Furthermore, most viral proteases that antagonize immunity do so by cleaving immune molecules. However, NS3 targets 14-3-3ε and RIG-I via a proteolysis-independent mechanism, which provides a mandate to reconsider how viral proteases subvert immunity. We speculate that other examples of proteolysis-independent antagonism of
immunity by viral proteases will be uncovered.

The phosphomimetic residue E has been used to emulate site-specific phosphorylation of S/T in molecular biology experiments for decades. Intriguingly, we find that NS3 usurps 14-3-3 binding by using a phosphomimetic motif. To the best of our knowledge, this is the first example of a naturally occurring phosphomimetic utilized in an infectious disease mechanism. Furthermore, we engineered a mutant virus DV2_KIKP which elicits a markedly enhanced immune response. Given the poor efficacy against DV2 in recent vaccine trials [17,18], our work provides a framework for rational design of dengue vaccines In addition, our detailed characterization of NS3-14-3-3ε binding may aid the design of small molecule inhibitors. Finally, dysregulation of innate immune sensors has been implicated in autoimmune and inflammatory diseases. Therefore, NS3 or NS3-derived peptides might be useful for modulating aberrant RIG-I signaling.

In Chapter 3, we extended our findings from Chapter 2 and demonstrated another aspect of RIG-I antagonism by DV. The findings are:

- RIG-I is degraded in a lysosome-dependent manner in DV-infected cells.
- NS3 expression is sufficient to degrade RIG-I.
- DV2_KIKP fails to degrade RIG-I and further induces RIG-I expression.

These findings support a model where NS3 binds to 14-3-3ε to block RIG-I binding and translocation to mitochondria, and RIG-I is subsequently targeted for degradation via lysosomes. These results uncover a novel strategy used by DV to drive host-mediated degradation of RIG-I. In addition, DV2_KIKP fails to degrade RIG-I, which has implications for its use as a potential vaccine.
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In Chapter 4, we tested if IFITM proteins could restrict the antibody-dependent enhancement (ADE) of DV infection. The findings are:

- IFITM1-3 restrict both direct and ADE DV infection.
- Both direct DV infection and ADE-mediated DV infection are equally susceptible to IFITM-mediated restriction.

These results show that IFITM proteins, which are ISGs that potently inhibit virus entry, are equally effective at restricting both direct and ADE DV infection. Since ADE is thought to be a principal mechanism underlying severe dengue disease during a secondary infection, our data suggest that upregulation of IFITM activity may be effective against secondary DV infections.

**FUTURE DIRECTIONS**

In this section, we discuss potential research directions that may further our understanding of dengue pathogenesis, with a focus on implications for therapeutic interventions. First, while we demonstrated NS3 inhibition of RIG-I translocation to mitochondrial MAVS to inhibit type I IFN induction, it has been described recently that peroxisomal MAVS mediates type III IFN induction [19]. Therefore, it would be interesting to determine if NS3 also inhibits RIG-I translocation to peroxisomes, and if DV infection inhibits type III IFN induction. Similarly, it is not known if the related sensor MDA5 requires 14-3-3ε to translocate to mitochondria. If NS3 also inhibits RIG-I translocation to peroxisomes and MDA5 translocation to mitochondria, it would suggest the additional utility of targeting NS3 with small molecule inhibitors, and the supplementary benefits of DV2KLKP as a possible vaccine.

Second, we proposed earlier that systematically disabling immune evasion mechanisms
of DV may allow rational design of live-attenuated DV vaccines. While we have successfully engineered a mutant virus that fails to antagonize RIG-I (DV2KIKP), we envision that disabling additional immune evasion mechanisms in this background would further improve the safety profile and immunogenicity of the virus. Given that many other known immune evasion mechanisms of DV pertain to type I IFN-receptor signaling, disabling them in concert with NS3KIKP might present synergistic effects, as DV2KIKP elicits enhanced type I IFN induction.

Third, the molecular details of NS3-mediated degradation of RIG-I are poorly understood. In particular, how does NS3 target RIG-I for lysosomal degradation? While we proposed that K63-linked ubiquitination of RIG-I and autophagy may play important roles in RIG-I degradation, it is also possible that a completely unrelated mechanism is responsible. Since NS3KIKP, which does not bind 14-3-3ε, fails to degrade RIG-I, it is likely that RIG-I-14-3-3ε interaction is critical for RIG-I stability. Preliminary experiments silencing 14-3-3ε or using the R18 peptide to block 14-3-3 interaction partners did not yield conclusive results on RIG-I degradation, especially since the former led to cytotoxicity. Future studies should be directed at understanding this process, and they may shed light on homeostatic regulation of RIG-I in the cell.

Fourth, the observation that IFITM proteins potently restrict ADE DV infection suggests that upregulation of IFITM activity may be effective against secondary DV infections. While IFITM proteins are ISGs that are strongly induced by IFN, it has been suggested that other cytokines can also induce IFITM expression [20]. In addition, small molecule libraries could also be screened for the ability to upregulate IFITM activity. These strategies may allow IFITM activity to be turned on temporarily, and may be particularly useful in cases of traveling to dengue-endemic areas.
A POSTSCRIPT

The number of DV infections and severe disease cases worldwide is staggering and increasing with time. Vector control and supportive treatment are helpful but have proven inadequate in times of dengue outbreaks. Therefore, a key challenge for dengue immunologists is to better understand DV pathogenesis in order to design broadly effective vaccines and antivirals. We hope that the work described in this dissertation has furthered this goal and we eagerly await the development of much needed DV therapeutics.
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