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Abstract

The design of new materials and chemicals derived entirely from computation has long been a goal of computational chemistry, and the governing equation whose solution would permit this dream is known. Unfortunately, the exact solution to this equation has been far too expensive and clever approximations fail in critical situations. Quantum computers offer a novel solution to this problem. In this work, we develop not only new algorithms to use quantum computers to study hard problems in chemistry, but also explore how such algorithms can help us to better understand and improve our traditional approaches.

In particular, we first introduce a new method, the variational quantum eigensolver, which is designed to maximally utilize the quantum resources available in a device to solve chemical problems. We apply this method in a real quantum photonic device in the lab to study the dissociation of the helium hydride (HeH+) molecule. We also enhance this methodology with architecture specific optimizations on ion trap computers and show how linear-scaling techniques from traditional quantum chemistry can be used to improve the outlook of similar algorithms on quantum computers.

We then show how studying quantum algorithms such as these can be used to understand and enhance the development of classical algorithms. In particular we use a tool from adiabatic quantum computation, Feynman’s Clock, to develop a new discrete time variational principle and further establish a connection between real-time
quantum dynamics and ground state eigenvalue problems. We use these tools to de-
velop two novel parallel-in-time quantum algorithms that outperform competitive al-

Finally we use insights gained in the study of quantum circuits to explore a general
notion of sparsity in many-body quantum systems. In particular we use developments
from the field of compressed sensing to find compact representations of ground states.
As an application we study electronic systems and find solutions dramatically more
compact than traditional configuration interaction expansions, offering hope to extend
this methodology to challenging systems in chemical and material design.
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1.1 Background and motivation

To frame the themes and goals of this work, it is appropriate to begin with a famous quote by the renowned physicist Paul Dirac [60],

The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble.

The physical law being referred to here is, of course, the Schrödinger equation, which governs non-relativistic quantum mechanics. The implication is that with sufficient
computational power, one could predict the whole of chemistry, ranging from small molecule synthesis to enzymatic catalysis and photosynthetic light harvesting. An efficient solution to this equation would revolutionize the computational design of drugs and materials and change the tools we have available to understand the physical world. Unfortunately, as alluded to by Dirac, the exact solution of these equations has remained practically untenable. Dirac finished his quote by saying,

It therefore becomes desirable that approximate practical methods of applying quantum mechanics should be developed, which can lead to an explanation of the main features of complex atomic systems without too much computation.

And indeed, much progress has been made in approximate solutions of the Schrödinger equation. Many classes of systematically improvable wavefunction methods such as complete active space methods, configuration interaction, perturbation theory, coupled cluster, and density matrix renormalization group methods have been developed and used with great success [13, 17, 45, 84, 102, 107, 173, 192, 217, 249]. Simultaneously methods based entirely on the density, namely density functional theory, have continued to develop and progress to new heights of accuracy and cost effectiveness, in spite of the lack of obvious routes towards systematic improvement [62, 126, 194]. Despite these advances in approximation methods, there are still some cases where the accuracy that is feasibly attainable remains lacking.

Even today, the difficulty of accurately calculating the interactions of atoms in the simple exchange reaction $O_2 + O \rightarrow O + O_2$, has led to great confusion in interpreting its dynamics [203, 235, 258, 259]. The inaccuracies of this potential surface have led to a decade long debate including attempts to identify features such as “Reef-like” structures, and using the presence or absence of such structures to ascertain the qual-
ity of the surface. Moreover, such interpretations have led to erroneous conclusions of
the basic physics, independent of the accuracy of quantitative assessment. This high-
lights the crucial need to make additional advances in this area. Without accurate
determination of such surfaces, gaining a deeper understanding of the physical phe-
nomena can be extremely challenging if not impossible.

It was Feynman who first suggested [70] that the difficulty arising in solving such
equations might stem from the fact that we are trying to represent fundamentally
quantum systems with classical ones. Consequently, a more natural solution might be
to use quantum systems to represent quantum systems. This modest suggestion rep-
resents the foundation of what we know today as quantum computation, simulation,
and information. The development of this field has led to many fundamental insights
into the nature of quantum mechanics as well as new algorithms for problems seem-
ingly unrelated to quantum mechanics, such as factoring large numbers [215].

Among the many developments in the general field of quantum computation, it
was discovered that instances of the molecular Schrödinger might be solvable exactly
(within a basis and to a fixed energetic precision), in a time that is exponentially
faster than current classical algorithms as a function of the system size [6]. Since
the initial proposal of the idea, there have been numerous proof of principle quan-
tum experiments demonstrating its feasibility as well as many algorithmic extensions
and variations [8, 111, 136, 166, 196, 209, 242, 261]. In fact, at present it is believed
that the solution of the molecular Schrödinger equation may represent one of the
first practical uses of a quantum computer that exceeds the computational capacity
of modern classical supercomputers [82].

The work of this thesis began at this foundation in understanding how one might
use a quantum computer to better understand and simulate chemistry at a fundamen-
tal level. From this cornerstone, we developed a new quantum algorithm capable of utilizing any quantum device to its maximum capability in studying quantum eigenvalue problems [196]. We then helped to extend this algorithm to new architectures as well as import ideas from traditional quantum chemistry to further enhance its efficacy [166, 261]. In the study of quantum algorithms, we gained new insight into the traditional methods of simulating quantum chemistry. From these insights, we were inspired to write down a new quantum variational principle connecting time dynamics to ground state eigenvalue problems [167]. This formulation facilitated not only the development of time-parallel algorithms, but a new way to stochastically sample space-time paths with a discrete form of quantum Monte Carlo [165]. In studying the performance of this algorithm, we were inspired to consider a different approach to the traditional simulation of electronic structure problems. This method uses compressed sensing techniques to find simple representations of electronic wavefunctions [164]. The continuous cross-pollination between quantum computation and classical computation has offered numerous insights into both fields, and this is not a phenomenon likely to stop soon. We have learned much in navigating this bridge between two fields, and believe there is much yet to be learned.

In this dissertation, we begin with a short introduction of the problems of quantum mechanics as well as the notation and background required for understanding this work. We then give a brief outline of each of the subsequent chapters, putting each into the context of the greater theme. This is followed by the detailed research chapters, representing the publications on these topics we have made throughout the duration of this thesis research. Finally we conclude by tying the works together and discussing the outlook for the bridge between quantum computation and quantum chemistry.
1.2 Technical background and notation

1.2.1 Quantum states and the enormity of Hilbert space

In non-relativistic quantum mechanics, the state of a physical system is represented
by a vector in a complete vector space $V$ equipped with an inner product, or Hilbert
space [53]. This vector is also called the wavefunction of the physical system, and con-
tains all possible information about that physical system. Throughout this work we
will make use of the Bra-Ket notation of Dirac, where state vectors are denoted $|\Psi\rangle$,
and the inner product with another state vector $|\Phi\rangle$ is denoted $\langle \Phi | \Psi \rangle$. Observable
quantities are given by Hermitian operators $\hat{O}$, and the expectation value of an oper-
ator a state vector $|\Psi\rangle$, or average value expected upon repeated measurement of the
observable, is given by $\langle \Psi | \hat{O} | \Psi \rangle$.

After choosing an orthonormal basis $B = \{ |\phi_i\rangle \}$, i.e. $\langle \phi_i | \phi_j \rangle = \delta_{ij}$, for the vector
space of the physical system $V$, one can express any state of the physical system $|\Psi\rangle$
in terms of this basis as

$$|\Psi\rangle = \sum_i c^i |\phi_i\rangle$$

(1.1)

where $c^i \in \mathbb{C}$ and one may write the matrix representation of a linear operator $\hat{O}$ as

$$O = \begin{pmatrix}
\langle \phi_1 | \hat{O} | \phi_1 \rangle & \langle \phi_1 | \hat{O} | \phi_2 \rangle & \langle \phi_1 | \hat{O} | \phi_1 \rangle & \cdots \\
\langle \phi_2 | \hat{O} | \phi_1 \rangle & \langle \phi_2 | \hat{O} | \phi_2 \rangle & \langle \phi_2 | \hat{O} | \phi_3 \rangle \\
\langle \phi_3 | \hat{O} | \phi_1 \rangle & \langle \phi_3 | \hat{O} | \phi_2 \rangle & \langle \phi_3 | \hat{O} | \phi_3 \rangle \\
\vdots & \vdots & \ddots & \ddots
\end{pmatrix}$$

(1.2)
or more succinctly \( O_{ij} = \langle \phi_i | \hat{O} | \phi_j \rangle \).

Suppose that we have a quantum system that belongs to a space \( V \) with basis \( B = \{ | \phi_i \rangle \} \) and another that belongs to a space \( V' \) with basis \( B' = \{ | \phi'_i \rangle \} \). This situation is common when considering many-particle quantum systems, where each particle has a well-defined Hilbert space such as \( V \). The composite system lives in the tensor product space \( V \otimes V' \), and is spanned by the basis \( B \otimes B' = \{ | \phi_i \rangle \otimes | \phi'_j \rangle = | \phi_i \phi'_j \rangle \} \). As such, any state of the composite system can be written in terms of this basis as

\[
| \Psi \rangle = \sum_{ij} c_{ij} | \phi_i \phi'_j \rangle
\]  

(1.3)

where \( c_{ij} = c \) is a complex two-index tensor completely defining the quantum state. We will sometimes call this the defining or coefficient tensor of the state. Note that \( c_{ij} \) is typically subject to the constraint of normalization and all physical observables are independent of the global phase. As such, if \( V \) has dimension \( M \) and \( V' \) has dimension \( M' \), the tensor \( c_{ij} \) contains \( 2MM' - 2 \) real degrees of freedom.

Before generalizing to \( N \) particles, we consider an example of two qubits, which are simply two-level quantum systems. Equivalently these may be thought of as 2 spin-\( \frac{1}{2} \) particles or 2 qubits. Each qubit has a standard basis, sometimes called the computational basis, given by

\[
| 0 \rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad | 1 \rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]  

(1.4) (1.5)
In this case, \( V = V' \), and any state of the two qubit system may be written as

\[
|\Psi\rangle = c^{00}|00\rangle + c^{10}|10\rangle + c^{01}|01\rangle + c^{11}|11\rangle = \sum_{ij} c^{ij} |ij\rangle
\]  

(1.6)

As in the more general case, the state \( |\Psi\rangle \) is, of course, defined completely by the tensor \( c \). A property of tensors such as \( c \) that will be important throughout this work, is the concept of canonical- or separation-rank [66, 88, 92, 125, 127]. The separation-rank is the minimal \( r \) such that we may express the tensor as a sum of products of 1 index tensors. For the two-qubit example given here, this is denoted

\[
c = \sum_k r^k v_1^k \otimes v_2^k
\]

(1.7)

where \( v_i^j \in \mathbb{C}^M \) and \( a^k \in \mathbb{C} \). In the case of two subsystems (or indices in \( c \)), the separation rank is exactly equivalent to the more familiar matrix rank, however this concept will generalize naturally to an arbitrary number of indices. To make this decomposition more concrete, consider the following two states of our two-qubit system

\[
|\Psi_s\rangle = \frac{1}{2} (|00\rangle + |01\rangle + |10\rangle + |11\rangle) = \sum_{ij} c_{s}^{ij} |ij\rangle
\]  

(1.8)

\[
|\Psi_e\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) = \sum_{ij} c_{e}^{ij} |ij\rangle.
\]

(1.9)

In this case, we may write the defining tensor of \(|\Psi_s\rangle\), or \( c_s \) as

\[
c_s = \frac{1}{2} \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) \otimes \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right)
\]

(1.10)

Thus it has separation-rank \( r = 1 \), or is a separable tensor. A separable defining
tensor is the hallmark of what is more typically referred to as a separable state in quantum computation and quantum information, and has the physical property that projective measurement on any subsystem (such as a single qubit) will not affect the probability of measurement outcomes on the other subsystem [183]. A quantum system that is not separable is called entangled, and is equivalently defined as a tensor with separation rank \( r > 1 \). Consider for example the decomposition of the defining tensor of \( |\Psi_e\rangle \), \( c_e \),

\[
c_e = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \otimes \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) + \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \otimes \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)
\]

(1.11)

which has separation rank \( r = 2 \), and is entangled. A defining physical property of entangled states is that projective measurement on one subsystem may affect the measurement outcome probabilities for other subsystems.

Moving now to a more general system of \( N \) qubits, one finds that the quantum state lives in the vector space \( \bigotimes_{i=1}^{N} V_i \) and any state may be written as

\[
|\Psi\rangle = \sum_{i_1, i_2, \ldots, i_N} c_{i_1, i_2, \ldots, i_N} |i_1 i_2 \ldots i_N\rangle
\]

(1.12)

where the defining tensor of the state \( c \) now has \( N \) indices, and for a simple 2-qubit system has on the order of \( 2^N \) complex entries. This brings us to the central problem in the simulation and study of many-body quantum systems, the enormous size of \( c \) for an \( N \) particle system. Consider a simple collection of 256 qubits. The size of the tensor \( c \) in this case is roughly \( 2^{256} \approx 10^{80} \) which is on the order of the number of particles in the known universe. Even if one could enumerate 1 quadrillion entries per second, it would take orders of magnitude longer than the current age of the universe.
(which is estimated to be $\approx 10^{17}$ seconds) to write down an arbitrary state, much less perform meaningful computation on it.

The central goals of this work will be concerned with making progress in the study of many body quantum systems, despite the daunting size of $c$. A central guiding philosophy and strategy for such work, is that the universe may not prepare arbitrary quantum states, and instead the subspace of physical states (sometimes called the physical corner of Hilbert space), may be small enough to be tractable [65, 79, 199]. In classical simulation methods, one attempts to find efficient approximations to the tensor $c$, such as the low rank decomposition described before. In quantum simulation, one takes a novel approach, which is to forfeit detailed knowledge of the tensor $c$ and allow a different quantum system (perhaps a quantum computer) to naturally explore this gargantuan space. It is likely that both approaches will have some strengths and some weaknesses, and only by further study will we come to understand them. Despite the strong promises of quantum computers, it is perhaps prudent to keep in mind the wisdom of renowned mathematician John von Neumann,

Truth [...] is much too complicated to allow anything but approximations.

1.2.2 The Schrödinger Equation and (Imaginary) Time Evolution

The central equation governing the dynamics of quantum systems is the time-dependent Schrödinger equation, which in atomic units ($\hbar = 1$) is written

$$i\partial_t |\Psi(t)\rangle = H(t) |\Psi(t)\rangle$$

(1.13)

where $H(t)$ is a Hermitian operator called the Hamiltonian and is the generator of time dynamics. In the special case where $H(t)$ is time-independent, the time-dependence
can be separated from the equation to yield the time-independent Schrödinger equation,

$$H |\chi_k\rangle = E_k |\chi_k\rangle$$  \hspace{1cm} (1.14)

which is an eigenvalue equation for the operator $H$, where $|\chi_k\rangle$ are the eigenvectors (or eigenstates) and $E_k$ are the eigenvalues (or eigenenergies). One often orders the eigenvalues by their value, such that $E_0 < E_1 \leq ... E_k$. The eigenvectors corresponding to the few lowest eigenenergies are frequently of primary interest, as physical systems at thermal equilibrium tend to predominantly occupy the lowest state and those reasonably accessible at thermal energy scales, i.e. $E_k - E_0 < k_b T$, which is roughly 0.59 kcal/mol at room temperature.

One can use the knowledge that we are often only interested in the lowest few eigenstates to design specialized algorithms for finding and describing them. One such algorithm is imaginary time evolution [29, 52, 94, 139, 208, 238]. Consider the time-dependent Schrödinger equation with a time-independent Hamiltonian after a transformation $t \rightarrow i \tau$. This transformation is sometimes called a Wick rotation into imaginary time, and the new equation is given by

$$\partial_\tau |\Psi(\tau)\rangle = -H |\Psi(\tau)\rangle$$  \hspace{1cm} (1.15)

and has a formal solution

$$|\Psi(\tau)\rangle = e^{-H \tau} |\Psi(0)\rangle$$  \hspace{1cm} (1.16)

To see how this equation can be used to find the lowest energy eigenstate, consider
an arbitrary initial wave function $|\Psi(0)\rangle$. Any state of the system may be formally decomposed into the eigenstates of the Hamiltonian, such that

$$|\Psi(0)\rangle = \sum_i a_i |\chi_i\rangle$$

and by using the property that for an analytic function $f$ of an operator $H$ with eigenstate and eigenenergy $|\chi_k\rangle, E_k, f(H)|\chi_k\rangle = f(E_k)|\chi_k\rangle$, we see that evolution of this state in imaginary time is given by

$$\psi(\tau) = e^{-H\tau} |\Psi(0)\rangle$$

$$= e^{-H\tau} \left( \sum_i a_i |\chi_i\rangle \right)$$

$$= \sum_i a_i e^{-E_i \tau} |\chi_i\rangle$$

such that in the limit $\tau \to \infty$, we find $|\Psi(\tau)\rangle \to |\chi_0\rangle$. Thus if one can find a method to evolve a state in imaginary time, eventually it will converge to the ground state, assuming the initial state was not strictly orthogonal to it. A number of methods have been developed to achieve this in practice, and for discrete quantum systems a popular approach is the repeated use of the linearized short-time propagator [269]. That is, one makes the identification

$$e^{-H\tau} = \prod_{i=1}^N e^{-H\tau_N} \approx \prod_{i=1}^N \left( I - H\tau_N \right)$$

and then finds a prescription for application of the linearized short time propagator $(I - H\tau_N)$. This formulation is convenient in that it only requires knowledge of how to apply the Hamiltonian to a quantum state, and results in a final state ($\tau \to \infty$).
that is totally unbiased from the linearization under some loose conditions on the
time step $\frac{\tau}{N}$ relative to the spectrum of the system. This prescription is the basis for
the imaginary time evolution used in both the Clock Quantum Monte Carlo [165] and
NOMAGIC [164] algorithms described later in this dissertation.

1.2.3 Canonical Decompositions and Matrix Product States

In the previous section, we showed briefly for two-qubits a form of the canonical rank
decomposition, sometimes called the CANDE-PARFAC or CP decomposition [66, 88,
92, 125, 127]. We will now consider the generalization to $N$ particles, and instead of
focusing on the coefficient tensor, we can write this decomposition in a more famil-
liar way with bra-ket notation of tensor products of single particle states. Consider a
quantum system with $M$ possible single particle states, and $N$ copies of that system.
Suppose that we have a basis for the single particle system denoted by $\{|\chi_i\rangle\}_i$, and we
fashion single particle states of the form

$$|\phi^k_i\rangle = \sum_j b^j_{ik} |\chi_j\rangle.$$  \hspace{1cm} (1.20)

We can write the canonical decomposition of an $N$ particle state $|\Psi\rangle$ of rank $r$ as

$$|\Psi_{CP}\rangle = \sum_{k=1}^r a^k |\phi^k_1\phi^k_2\ldots\phi^k_N\rangle.$$  \hspace{1cm} (1.21)

As before, we call a state separable if $r = 1$ and entangled if $r > 1$. We will use this
form of the CP decomposition in the construction of the NOMAGIC method, and also
later specify it to the case of indistinguishable systems.

This particular decomposition has not received as much attention as orthogonal ex-
pansions or tensor-network decompositions in general quantum physics. For that reason, we quickly highlight the connection between the CP decomposition and matrix product states, which are the implicit ansatz of the density matrix renormalization group method [45, 249]. The connection is quite straightforward and noted abstractly in tensor references [92] but does not seem to be well recognized in physics or chemistry literature. Consider the expansion of $|\Psi_{CP}\rangle$ into its canonical tensor representation, and for simplicity of notation absorb the coefficients $a^k$ into the state such that

$$
|\Psi_{CP}\rangle = \sum_{k=1}^{r} |\phi_1^k \phi_2^k \cdots \phi_N^k\rangle \tag{1.22}
$$

$$
= \sum_{k=1}^{r} \sum_{j_1,j_2,\ldots,j_N} b_{1k}^{j_1} b_{2k}^{j_2} \cdots b_{Nk}^{j_N} |\chi_{j_1} \chi_{j_2} \cdots \chi_{j_N}\rangle \tag{1.23}
$$

Define a trivial diagonal matrix $B_{ij}^j$ as

$$
B_{ij}^j = \begin{pmatrix}
    b_{j1} & 0 & 0 & \cdots \\
    0 & b_{j2} & 0 & \cdots \\
    0 & 0 & b_{j3} & \cdots \\
    \vdots & \vdots & \vdots & \ddots \\
    \vdots & \vdots & \vdots & \ddots \\
    \vdots & \vdots & \vdots & \ddots \\
    \vdots & \vdots & \vdots & \ddots \\
    \vdots & \vdots & \vdots & \ddots \\
    b_{jr} & 0 & 0 & \cdots
\end{pmatrix} \tag{1.24}
$$

which is a square matrix of dimension $r$. We may rewrite the above state using these matrices as

$$
|\Psi_{CP}\rangle = \sum_{j_1,j_2,\ldots,j_M} \text{Tr} \left[ B_{1}^{j_1} B_{2}^{j_2} \cdots B_{N}^{j_N} \right] |\chi_{j_1} \chi_{j_2} \cdots \chi_{j_N}\rangle \tag{1.25}
$$

which is exactly the definition of a finite matrix product state with uniform bond di-
mension $r$. Recall that matrix product states are invariant under a transformation by an invertible matrix $X$, such as $B_j^i B_{j+1}^k \rightarrow B_j^i X X^{-1} B_{j+1}^k$. Thus, states which can be decomposed with separation rank $r$ are equivalent to matrix product states with bond dimension $r$ that can be made totally diagonal by invertible transformations $X$. Moreover, this form helps to highlight the lack of geometric dependence in the CP decomposition, as although diagonal matrices that are not multiples of the identity do not commute with all matrices, they do commute with each other.

1.2.4 Antisymmetric Systems

Until this point, we have considered the most general quantum systems possible. Now it is prudent to spend some time specializing to the case of a set of $N$ indistinguishable, antisymmetric particles. This is, of course, crucial to the study of electrons in molecules.

The wavefunction of $N$ electrons must be totally antisymmetric with respect to the exchange of particles. We will consider the state of the electron to be represented by single particle functions $\{|\phi_i\rangle\}_i$ expressed in a basis of $M$ single particle functions $\{|\chi^j_i\rangle\}_{ij}$. A number of approaches can be used to enforce the desired antisymmetry in the wavefunction. For example, we may write the state with a standard tensor expansion

$$|\Psi_A\rangle = \sum_{i_1, i_2, \ldots, i_N} c^{i_1 i_2 \ldots i_N} |\chi^1_{i_1} \chi^2_{i_2} \ldots \chi^N_{i_N}\rangle$$

under the constraint that $c^{i_1 i_2 \ldots i_N}$ is totally antisymmetric under exchange of indices. This approach has the advantage that makes clear the relation between the space of $N$ distinguishable and $N$ antisymmetric particles. Namely, that the space of antisym-
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metric particle is a subspace of the space of distinguishable particles. However, working with this construction in practical calculations can be somewhat cumbersome. One alternative to this approach is to work in a basis of antisymmetric component functions. That is, much like the CP decomposition before, we have an antisymmetric CP decomposition

\[
|\Psi_{CP}^A\rangle = \sum_{k=1}^{r} a^k A \left( |\phi_1^k \phi_2^k \ldots \phi_N^k\rangle \right)
\]

where \(A\) is the antisymmetrization operator. These antisymmetrized tensor products are taken to be so-called Slater Determinants, and the manipulation of such objects is well studied in quantum chemistry. We will use these antisymmetric component functions in the implementation of the NOMAGIC algorithm for electronic systems later in this work.

1.2.5 Quantum computation in brief

First conceptualized by Richard Feynman [70], quantum computation is the idea of encoding and processing information with a quantum system. The number of possible physical systems one could use to encode and process this information is enormous [183], ranging from entangled photons [8] and ions [95] to superconducting circuits [58]. As such, to make progress algorithmically, it is beneficial to abstract away the physical implementation and speak in the language of qubits, the quantum counterpart of bits.

A qubit is defined as a controllable two level quantum system, with basis states \(|0\rangle\)
and $|1\rangle$. A convenient vector representation for these states is given by

$$|0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$$

(1.28)

$$|1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. $$

(1.29)

Ideal, reversible actions on qubits are called gates, and transformations of the qubits are unitary as dictated by evolution under the time-dependent Schrödinger equation. Unitary operators are generated by the algebra of antihermitian operators, and as such any single qubit gate can be parametrized by

$$U = \exp\left(-i \sum \alpha_i \sigma_i\right) $$

(1.30)

where $\alpha_i$ are real numbers and $\sigma_i$ are the standard Pauli matrices that constitute a basis for $2 \times 2$ Hermitian matrices.

$$\sigma_0 = I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} $$

(1.31)

$$\sigma_1 = X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} $$

(1.32)

$$\sigma_2 = Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} $$

(1.33)

$$\sigma_3 = Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} $$

(1.34)
where in defining the Pauli matrices, we have also given their common designations
when used as single qubit gates $X$, $Y$, and $Z$. A few other useful single qubit gates
that play a prominent role in the construction of circuits are the Hadamard gate $H$,
the $T$-gate, and rotation gate $R(\theta)$,

$$H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$$ (1.35)

$$T = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{pmatrix}$$ (1.36)

$$R(\theta) = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}$$ (1.37)

In order to perform useful computations, it is also necessary to perform conditional
actions on qubits based on the states of other qubits. The simplest of such gates (conceptually),
is the controlled-NOT or CNOT gate. This gate performs a NOT (or $X$) gate on a target qubit based on the state of the control qubit. It has operator and
matrix representations given by

$$\text{CNOT} = |0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes X = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}$$ (1.38)

A gate set is called universal, if by successive application of the gates in the set on
different qubits an arbitrary unitary on $n$ qubits can be performed to a specified pre-
cision. The gate set $\{H, T, \text{CNOT}\}$ is one such universal set. A convenient notation
that can be used to express algorithms are quantum circuit diagrams, an example of which is depicted in Fig. 1.1.

1.2.6 Electronic Hamiltonians

While the aim of almost all the methods in this work is to be generally applicable to all quantum systems, electronic and chemical Hamiltonians are an application of special interest. A non-relativistic system composed of \( N_n \) nuclei and \( N_e \) electrons neglecting weak spin-spin interactions is defined by a Hamiltonian composed of the the kinetic energy and Coulomb interactions of the charged particles. In atomic units we write this Hamiltonian as

\[
H = \sum_{i=1}^{N_e} -\frac{\nabla^2_{r_i}}{2} + \sum_{i=1}^{N_n} -\frac{\nabla^2_{R_i}}{2M_i} + \sum_{i,j<i}^{N_n} \frac{Z_i Z_j}{|R_i - R_j|} - \sum_{i,j<i}^{N_n,N_e} \frac{Z_i}{|R_i - R_j|} + \sum_{i,j<i}^{N_e} \frac{1}{|r_i - r_j|} \tag{1.39}
\]

where \( R_i, M_i, Z_i \) are nuclear positions, masses, and charges respectively, and the electronic positions are given by \( r_i \). Due to the differences in mass and time scales be-
tween the electrons and nuclei, this Hamiltonian can be well-approximated (in non-
dynamical problems) by assuming that the nuclei are fixed classical point charges.

This approximation is known as the Born-Oppenheimer approximation, and yields a
purely electronic Hamiltonian that depends only parametrically on the position of the
nuclei as

\[
H = \sum_{j<i}^Nn \frac{Z_i Z_j}{|R_i - R_j|} + \sum_{i=1}^N e \left( \sum_{ij} \frac{-\nabla^2 r_i}{2} - \sum_{ij} \frac{Z_i}{|R_i - r_j|} + \sum_{i,j<i} \frac{1}{|r_i - r_j|} \right). 
\]

(1.40)

It is also known, both from experimental inference and later the spin-statistics the-
orem of quantum field theory, that electrons must be antisymmetric with respect to
exchange. One way of dealing with the antisymmetry is through explicit constraints
on wavefunctions, as in previous sections where we references antisymmetric coef-
ficient tensor constraints or antisymmetric components. Another way is to include
antisymmetry in the Hamiltonian through the use of second quantization. In second
quantization one makes use of the operator algebra of fermion creation and annihila-
tion operators, \(a_i^\dagger\) and \(a_j\), to account for antisymmetry. Defining the anti-commutator
\(\{A, B\} := AB + BA\), these satisfy the fermion anti-commutation relations

\[
\{a_i^\dagger, a_j^\dagger\} = 0 \\
\{a_i, a_j\} = 0 \\
\{a_i^\dagger, a_j\} = \delta_{ij} 
\]

(1.41) (1.42) (1.43)

Suppose that we discretize the electronic Hamiltonian in a single particle basis
where the coefficients of the operators are defined as integrals of the interaction terms over this single particle basis. More explicitly,

\[ h_{pq} = \int d\sigma \varphi_p^*(\sigma) \left( -\frac{\nabla^2}{2r} - \sum_i \frac{Z_i}{|R_i - r|} \right) \varphi_q(\sigma) \]

\[ h_{pqrs} = \int d\sigma_1 \, d\sigma_2 \varphi_p^*(\sigma_1) \varphi_q^*(\sigma_2) \varphi_s(\sigma_1) \varphi_r(\sigma_2) / |r_1 - r_2| \]

where \( \sigma_i \) now contains the spatial and spin components of the electron, \( \sigma_i = (r_i, s_i) \).

This form of the electronic Hamiltonian has been particularly useful in the development of correlated electronic structure calculations. In this work, we will use it to help formulate the electronic structure problem on quantum computers. In order to do this, we first need to map this problem, which is in the language of indistinguishable fermions, to the language of qubits, or distinguishable two-level systems. There are now at least 3 known isomorphisms that may be used to accomplish this task, the Jordan-Wigner, Parity, and Bravyi-Kitaev mappings [35, 112, 209]. In this dissertation, we primarily utilize the Jordan-Wigner transformation that is defined by

\[ a_p^\dagger = (\prod_{m<p} \sigma_m^z) \sigma_p^+ \]

\[ a_p = (\prod_{m<p} \sigma_m^z) \sigma_p^- \]

\[ \sigma^\pm = (\sigma^x \pm i\sigma^y) / 2 \]

As a result, the electronic Hamiltonian becomes highly non-local in terms of the Pauli
operators \( \{\sigma^x, \sigma^y, \sigma^z\} \) in the distinguishable qubit basis. However, an important aspect of this transformation that will be used later, is that despite this non-locality, the number of terms in the Hamiltonian is conserved up to a constant factor. Thus if there are \( O(M^4) \) terms in the original fermionic Hamiltonian, where \( M \) is the number of single particle basis functions used to discretize the Hamiltonian, then there will be \( O(M^4) \) terms in distinguishable qubit representation of the Hamiltonian.

1.3 Chapter outline and summaries

1.3.1 Chapters 2, 3, and 4

In the first chapters of this thesis, we will describe, and subsequently improve upon, a new quantum algorithm for the study of quantum chemistry with minimal experimental requirements. This method is called the Variational Quantum Eigensolver [196], and can be applied to general eigenvalue problems on a quantum computer, but our specific application goals at the time were focused on quantum chemistry.

Almost all quantum algorithms to date have been developed agnostic to the available hardware. That is, the approach is write down the best possible algorithm with regards to cost for attaining the result one desires, assuming that one day a quantum device will be capable of running that algorithm. However, many of the algorithms that perform optimally in the asymptotic limit of size require extraordinary resources for systems of interest.

For this reason, we proceeded with a different, co-design approach to quantum computation. We consider both the problem and the available architecture simultaneously, to achieve an optimal solution for the given hardware. This is done by separating the algorithm into components that exploit the strengths of a quantum computer
and components that can be trivially performed on a classical computer, so as not to waste expensive quantum resources.

To describe how we formulate this approach, we return to the variational principle of quantum mechanics. This principle states that for a Hermitian operator $H$ with eigenvectors and eigenvalues $|\Psi_i\rangle, E_i$ ordered by value, that any approximate wavefunction $|\Psi_T\rangle$ (obeying necessary symmetries) satisfies

$$\frac{\langle \Psi_T | H | \Psi_T \rangle}{\langle \Psi_T | \Psi_T \rangle} \geq E_0$$

Thus if we can create some state $|\Psi_T\rangle$ based on a set of parameters $\{\theta_i\}$, we can improve the quality of the approximation to the ground state by choosing parameters that minimize the expectation value of the energy.

The preparation of complex quantum states based on some set of parameters is an area where quantum computers excel. Indeed any parametrizable sequence of gates or repeatable sequence of quantum operations can be considered as a valid trial state preparation. We call this general idea, the “quantum hardware ansatz”, and it allows one to use the available hardware to define the limits of the simulation. On a theoretical side, we have investigated the preparation of parameterizable ansatz states that we believe to be both high-quality and not efficiently prepared or sampled from on a classical computer. We believe multi-reference unitary coupled cluster [225] to be a strong candidate in this regard.

Once a state is prepared, one needs a way to evaluate the energy in order to improve the parameterization. One potential solution is to use quantum phase estimation, but this returns us to techniques which are, at the time of writing, experimentally inaccessible. Instead, one can use the linearity of quantum mechanics to write
the expectation value of the electronic Hamiltonian as

$$
\langle \Psi_T | H | \Psi_T \rangle \equiv \langle H \rangle = \sum_{ij} h_{ij} \langle a_i^\dagger a_j \rangle + \sum_{ijkl} h_{ijkl} \langle a_i^\dagger a_j^\dagger a_k a_l \rangle 
$$

(1.51)

$$
= \sum_{i\alpha} g^i_\alpha \langle \sigma^i_\alpha \rangle + \sum_{i\alpha\beta} g^{ij}_{\alpha\beta} \langle \sigma^i_{\alpha} \sigma^j_{\beta} \rangle + ... 
$$

(1.52)

where the first line shows that the energy is explicitly obtainable through the two-electron reduced density matrix, weighted by the precomputed values of the electronic integrals. The second line is obtained through any of the aforementioned transformations (e.g. Jordan-Wigner or Bravyi-Kitaev) from fermions to qubits and demonstrates that the energy may be efficiently evaluated through a weighted sum of Pauli measurements on the system. Here the Greek indices denote the type of Pauli matrix ($I, X, Y, Z$) and the Roman index runs over the number of qubits. Recall that the number of terms in sum on the second line scales the same as the number of terms in the first with respect to the number of spin orbitals, and only a partial tomography of the quantum system is ever required.

Based on the value of the energy, a new set of parameters for the state preparation can be determined through some non-linear minimization scheme, such as Nelder-Mead simplex method or simulated annealing [73, 180]. Classical computers are well optimized to perform tasks like adding together the measurements and deciding on new parameters in a non-linear optimization, suggesting a hybrid approach.

The approach can be qualitatively outlined as

1. Prepare a quantum state on a quantum device based on an established protocol that depends on a set of parameters $\{\theta_i\}_i$.

2. Evaluate the energy, $\langle H \rangle$, by partial quantum tomography of the state and
weighted summation on a classical computer.

3. Use a classical computer to decide a new set of parameters $\{\theta_i\}$ that lowers the energy, and repeat until convergence.

This procedure takes advantage of a quantum computer’s ability to prepare and efficiently sample select elements from complex quantum states, while offloading mundane tasks such as addition and multiplication of scalars to a classical computer. In doing so, we conserve precious quantum resources for what they do best. We call this technique the variational quantum eigensolver and this is the subject of Chapter 2, which includes an experimental implementation on a photonic quantum chip. Since its initial formulation, we have done some work in optimizations for ion traps in Chapter 3. Finally, we imported technology from classical quantum chemistry in Chapter 4, and showed how the use of the appropriate basis could offer dramatic savings, not only in this method, but all those currently being considered for quantum chemistry on quantum computers.

1.3.2 Chapters 5 and 6

The potential of quantum computers to help accelerate our simulations and understanding of chemistry are great, however this eventual promise is not the only reason to study quantum computation and quantum information in chemistry. The knowledge gained in this field has now helped to bolster both our understanding and methodology in both general physics and chemistry. In these Chapters we introduce another such knowledge transfer from quantum computation to classical simulation of quantum systems stemming from a tool known as Feynman’s Clock [70, 123, 167].
The gate model of quantum computation, built from qubits and sequences of unitary gates is only one model of quantum computation currently under consideration. Another model of interest is that of adiabatic quantum computation [68]. In this model, one encodes the solution to a problem in the ground state of some Hamiltonian $H_p$, and prepares the ground state to this problem Hamiltonian through a slow adiabatic evolution from a simple starting Hamiltonian $H_D$, whose ground state is easy to prepare. By the adiabatic theorem, if the evolution of the Hamiltonian from $H_D$ to $H_p$ is slow enough, one remains in the ground state and the solution to the problem is found. This is often written as a simple linear schedule between the two Hamiltonians parameterized by a real number $s \in [0, 1]$ as

$$H(s) = (1 - s)H_D + sH_p. \quad (1.53)$$

In order to unify this approach with the gate model, Kitaev, building off the work of Feynman, developed the clock Hamiltonian, which encodes the result of a gate model computation into the problem Hamiltonian $H_p$.

To perform this mapping, one attaches an ancilla quantum register that keeps track of time, called the clock register. If one only has access to qubits then some effort must be made to keep the clock states valid, however for classical computing purposes, it suffices to use a $d$-dimensional qudit, with orthonormal basis states $\langle i | j \rangle = \delta_{ij}$. Given an initial state $|\Psi_0\rangle$ and an ordered sequence of quantum gates $\{U_i\}$, the Clock Hamiltonian encoding the full evolution of the quantum state under
these operations as its ground state is

\[ \mathcal{H}_c = \sum_t \frac{1}{2} \left( I \otimes |t\rangle \langle t| - U_t \otimes |t + 1\rangle \langle t| - U_t^\dagger \otimes |t\rangle \langle t + 1| + I \otimes |t + 1\rangle \langle t + 1| \right) \]

\[ + (1 - |\Psi_0\rangle \langle \Psi_0|) \otimes |0\rangle \langle 0| . \] (1.54)

where the final projector is penalty term that breaks the degeneracy of the ground state to the unique evolution desired. The properties of this Hamiltonian have been studied extensively, and it is known that it is frustration-free and has a spectral gap that decreases as \(1/T^2\) where \(T\) is the total number of discrete time steps under consideration [33, 34, 49]. The ground state of this Hamiltonian is the history state, \(|\Phi_H\rangle\), which contains the entire quantum trajectory as

\[ |\Phi_H\rangle = \frac{1}{\sqrt{T}} \sum_t |\Psi_t\rangle |t\rangle \] (1.55)

where \(|\Psi_t\rangle\) is the state of the quantum system after the application of the first \(t - 1\) gates. The eigenvalue of this state is 0 by construction, though it may be adjusted through a constant shift factor if desired.

In Chapter 5, we show that this can be derived from a more general discrete time variational principle, and that recasting a dynamics problem as an eigenvalue problem in this manner can have practical computational benefits on a classical computer. In particular, we show that it makes parallel-in-time dynamics possible through use of a proper preconditioner. Moreover the proposed algorithm demonstrates an advantage over the current standard Parareal algorithm [14, 143] for the quantum dynamics problems studied.

In Chapter 6 we take this idea further and show how a method for describing corre-
lated many-body systems, namely the Full Configuration Interaction Quantum Monte Carlo (FCIQMC) [26, 27, 29, 128, 213, 220], technique can be applied to time dynamics problems with this connection. It suggests a close link between the fermion sign problem experienced in the simulation of electronic ground states and the dynamical sign problem arising in the simulation of quantum dynamics. We introduced a rotating basis methodology capable of mitigating the sign problem through approximate pre-computation and demonstrated the method’s capabilities in parallel computation of quantum circuits.

1.3.3 Chapter 7

The simulation of explicit wavefunctions has pushed forward by exploiting expert knowledge of physics to identify structure and reduce the complexity of the problem to be solved. For example, the use of symmetry or knowledge that an interaction is relatively weak with regards to another in perturbation theory facilitates fast, accurate approximations. Recently a technique has emerged in the field of signal processing that attempts to exploit a different kind of structure, namely sparsity. These techniques are generally referred to as compressed sensing methodologies [193, 232].

A Hamiltonian governing many non-interacting particles may be written as the sum of the non-interacting pieces

$$H = \sum_i H_i$$

(1.56)

where each $H_i$ acts only on the $i$'th particle. Such a Hamiltonian has a ground state
given by a rank 1 quantum state

$$|\Phi\rangle = |\phi_1\rangle|\phi_2\rangle \ldots |\phi_N\rangle$$  \hspace{1cm} (1.57)

where $H_i |\phi_i\rangle = E_i |\phi_i\rangle$ and as a result $H |\Phi\rangle = (\sum_i E_i) |\Phi\rangle$. If one introduces some weak coupling between the subsystems, we conjecture that one does not expect the rank of the state to change dramatically and as such the state may be well described by a CP-decomposition with rank $r << D = M^N$. If this conjecture is true, the practical question is how to obtain this type of sparse representation without first knowing the full state. Moreover, once the technique is developed, one would like to examine what kind of systems exhibit such a decomposition.

In Chapter 7 we discuss the application of a method from the field of compressed sensing, namely orthogonal matching pursuit combined with imaginary time evolution to find exactly these types of compressed wavefunctions. The methodology we build is general in the sense that it does not require that one use a specific type of ansatz or apply it to a particular type of quantum system. As an example application we consider the electronic structure of molecules, using an antisymmetric low rank decomposition. We find solutions that are dramatically more compact than traditional orthogonal CI type expansions.
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Donald Knuth

A variational eigenvalue solver on a photonic quantum processor

ABSTRACT

Quantum computers promise to efficiently solve important problems that are intractable on a conventional computer. For quantum systems, where the physical dimension grows exponentially, finding the eigenvalues of certain operators is one such intractable
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problem and remains a fundamental challenge. The quantum phase estimation algorithm efficiently finds the eigenvalue of a given eigenvector but requires fully coherent evolution. We present an alternative approach that greatly reduces the requirements for coherent evolution and we combine this method with a new approach to state preparation based on ansätze and classical optimization. We implement the algorithm by combining a highly reconfigurable photonic quantum processor with a conventional computer. We experimentally demonstrate the feasibility of this approach with an example from quantum chemistry—calculating the ground state molecular energy for He–H⁺. The proposed approach drastically reduces the coherence time requirements, enhancing the potential of quantum resources available today and in the near future.

2.1 Introduction

In chemistry, the properties of atoms and molecules can be determined by solving the Schrödinger equation. However, because the dimension of the problem grows exponentially with the size of the physical system under consideration, exact treatment of these problems remains classically infeasible for compounds with more than 2–3 atoms [229]. Many approximate methods [102] have been developed to treat these systems, but efficient exact methods for large chemical problems remain out of reach for classical computers. Beyond chemistry, the solution of large eigenvalue problems [206] would have applications ranging from determining the results of internet search engines [191] to designing new materials and drugs [86].

Recent developments in the field of quantum computation offer a way forward for efficient solutions of many instances of large eigenvalue problems which are classically intractable [22, 78, 89, 98, 122, 182, 183]. Quantum approaches to finding eigen-
values have previously relied on the quantum phase estimation (QPE) algorithm. The QPE algorithm offers an exponential speedup over classical methods and requires a number of quantum operations $O(p^{-1})$ to obtain an estimate with precision $p$ [1, 2, 6, 8, 136, 251]. In the standard formulation of QPE, one assumes the eigenvector $|\psi\rangle$ of a Hermitian operator $\mathcal{H}$ is given as input and the problem is to determine the corresponding eigenvalue $\lambda$. The time the quantum computer must remain coherent is determined by the necessity of $O(p^{-1})$ successive applications of $e^{-i\mathcal{H}t}$, each of which can require on the order of millions or billions of quantum gates for practical applications [111, 251], as compared to the tens to hundreds of gates achievable in the short term.

Here we introduce an alternative to QPE that significantly reduces the requirements for coherent evolution. We have developed a reconfigurable quantum processing unit (QPU), which efficiently calculates the expectation value of a Hamiltonian ($\mathcal{H}$), providing an exponential speedup over exact diagonalization, the only known exact solution to the problem on a traditional computer. The QPU has been experimentally implemented using integrated photonics technology with a spontaneous parametric downconversion single photon source and combined with an optimization algorithm run on a classical processing unit (CPU), which variationally computes the eigenvalues and eigenvectors of $\mathcal{H}$. By using a variational algorithm, this approach reduces the requirement for coherent evolution of the quantum state, making more efficient use of quantum resources, and may offer an alternative route to practical quantum-enhanced computation.
Figure 2.1: Architecture of the quantum-variational eigensolver. (Algorithm 1): Quantum states that have been previously prepared, are fed into the quantum modules which compute $\langle H_i \rangle$, where $H_i$ is any given term in the sum defining $H$. The results are passed to the CPU which computes $\langle H \rangle$. (Algorithm 2): The classical minimization algorithm, run on the CPU, takes $\langle H \rangle$ and determines the new state parameters, which are then fed back to the QPU.

2.2 Results

2.2.1 Algorithm 1: Quantum expectation estimation

This algorithm computes the expectation value of a given Hamiltonian $H$ for an input state $|\psi\rangle$. Any Hamiltonian may be written as

$$H = \sum_{i\alpha} h^i_{\alpha} \sigma^i_{\alpha} + \sum_{ij\alpha\beta} h^{ij}_{\alpha\beta} \sigma^i_{\alpha} \sigma^j_{\beta} + \ldots$$

(2.1)

for real $h$ where Roman indices identify the subsystem on which the operator acts, and Greek indices identify the Pauli operator, e.g. $\alpha = x$. Note that no assumption about the dimension or structure of the hermitian Hamiltonian is needed for this expansion to be valid. By exploiting the linearity of quantum observables, it follows
that

$$\langle H \rangle = \sum_{i} h_{i}^{\alpha} \langle \sigma_{i}^{\alpha} \rangle + \sum_{i,j,\alpha,\beta} h_{ij}^{\alpha\beta} \langle \sigma_{i}^{\alpha} \sigma_{j}^{\beta} \rangle + \ldots \quad (2.2)$$

We consider Hamiltonians that can be written as a number of terms which is polynomial in the size of the system. This class of Hamiltonians encompasses a wide range of physical systems, including the electronic structure Hamiltonian of quantum chemistry, the quantum Ising Model, the Heisenberg Model [147, 153], matrices that are well approximated as a sum of $n$-fold tensor products [188, 189], and more generally any $k$-sparse Hamiltonian without evident tensor product structure (see Supplementary Information for details). Thus the evaluation of $\langle H \rangle$ reduces to the sum of a polynomial number of expectation values of simple Pauli operators for a quantum state $|\psi\rangle$, multiplied by some real constants. A quantum device can efficiently evaluate the expectation value of a tensor product of an arbitrary number of simple Pauli operators [188]. Therefore, with an $n$-qubit state we can efficiently evaluate the expectation value of this $2^n \times 2^n$ Hamiltonian.

One might attempt this using a classical computer by separately optimizing all reduced states corresponding to the desired terms in the Hamiltonian, but this would suffer from the $N$-representability problem, which is known to be intractable for both classical and quantum computers (it is in the quantum complexity class QMA-Hard [145]). The power of our approach derives from the fact that quantum hardware can store a global quantum state with exponentially fewer resources than required by classical hardware, and as a result the $N$-representability problem does not arise.

As the expectation value of a tensor product of an arbitrary number of Pauli operators can be measured in constant time and the spectrum of each of these operators is bounded, to obtain an estimate with precision $p$ of an individual element with coeffi-
cient $h$, which is an arbitrary element from the set of constants \( \{h_{ij\ldots}\} \), our approach incurs a cost of \( O(|h|^2 p^{-2}) \) repetitions. Thus the total cost of computing the expectation value of a state \( |\psi\rangle \) is bounded by \( O(|h_{\text{max}}|^2 M p^{-2}) \), where $M$ is the number of terms in the decomposition of the Hamiltonian and $h_{\text{max}}$ is the coefficient with maximum norm in the decomposition of the Hamiltonian. The advantage of this approach is that the coherence time to make a single measurement after preparing the state is \( O(1) \). Conversely, the disadvantage of this approach with respect to QPE is the scaling in the total number of operations as a function of the desired precision is quadratically worse \( O(p^{-2}) \) vs \( O(p^{-1}) \). Moreover, this scaling will also reflect the number of state preparation repetitions required, whereas in QPE, the number of state preparation steps is constant. In essence, we dramatically reduce the coherence time requirement while maintaining an exponential advantage over the classical case, by adding a polynomial number of repetitions with respect to QPE.

2.2.2 Algorithm 2: Quantum variational eigensolver

The procedure outlined above replaces the long coherent evolution required by QPE by many short coherent evolutions. In both QPE and Algorithm 1 we require a good approximation to the ground state wavefunction to compute the ground state eigenvalue and we now consider this problem. Previous approaches have proposed to prepare ground states by adiabatic evolution \cite{6}, or by the quantum Metropolis algorithm \cite{226, 262}. Unfortunately both of these require long coherent evolution. Algorithm 2 is a variational method to prepare the eigenstate and, by exploiting Algorithm 1, requires short coherent evolution. Algorithms 1 and 2 and their relationship are shown in Figure 2.1 and detailed in the Supplementary Information.

It is well known that the eigenvalue problem for an observable represented by an
operator $\mathcal{H}$ can be restated as a variational problem on the Rayleigh-Ritz quotient \cite{204, 205}, such that the eigenvector $|\psi\rangle$ corresponding to the lowest eigenvalue is the $|\psi\rangle$ that minimizes

\begin{equation}
\frac{\langle \psi | \mathcal{H} | \psi \rangle}{\langle \psi | \psi \rangle}.
\end{equation}

By varying the experimental parameters in the preparation of $|\psi\rangle$ and computing the Rayleigh-Ritz quotient using Algorithm 1 as a subroutine in a classical minimization, one may prepare unknown eigenvectors. At the termination of the algorithm, a sim-
ple prescription for the reconstruction of the eigenvector is stored in the final set of experimental parameters that define $|\psi\rangle$.
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**Figure 2.3:** Finding the ground state of He-H$^+$ for a specific molecular separation $R = 90$ pm. (a) Experimentally computed energy $\langle H \rangle$ (colored dots) as a function of the optimization step $j$. The color represents the tangle (degree of entanglement) of the physical state, estimated directly from the state parameters $\{\phi_j^i\}$. The red lines indicate the energy levels of $H(R)$. The optimization algorithm clearly converges to the ground state of the molecule, which has small but non-zero tangle. The crosses show the energy calculated at each experimental step, assuming an ideal quantum device. (b) Overlap $|\langle \psi_j | \psi_G \rangle|$ between the experimentally computed state $|\psi_j\rangle$ at each the optimization step $j$ and the theoretical ground state of $H$, $|\psi_G\rangle$. Error bars are smaller than the data points. Further details are provided in the Methods section and in the Supplementary Information.

If a quantum state is characterized by an exponentially large number of parameters, it cannot be prepared with a polynomial number of operations. The set of efficiently preparable states are therefore characterized by polynomially many parameters, and we choose a particular set of ansatz states of this type. Under these condi-
tions, a classical search algorithm on the experimental parameters which define $|\psi\rangle$, needs only explore a polynomial number of dimensions—a requirement for the search to be efficient.

One example of a quantum state parametrized by a polynomial number of parameters for which there is no known efficient classical implementation is the unitary coupled cluster ansatz [225]

$$|\Psi\rangle = e^{T - T^\dagger} |\Phi\rangle_{\text{ref}}$$

(2.4)

where $|\Phi\rangle_{\text{ref}}$ is some reference state, usually the Hartree Fock ground state, and $T$ is the cluster operator for an $N$ electron system defined by

$$T = T_1 + T_2 + T_3 + ... + T_N$$

(2.5)

with

$$T_1 = \sum_{pr} t_p^r \hat{a}_p^\dagger \hat{a}_r$$

(2.6)

$$T_2 = \sum_{pqrs} t_{pq}^{rs} \hat{a}_p^\dagger \hat{a}_q^\dagger \hat{a}_r \hat{a}_s$$

(2.7)

and higher order terms follow logically. It is clear that by construction the operator $(T - T^\dagger)$ is anti-hermitian, and exponentiation maps it to a unitary operator $U = e^{(T - T^\dagger)}$. For any fixed excitation level $k$, the reduced cluster operator is written as

$$T^{(k)} = \sum_{i=1}^k T_i$$

(2.8)

In general no efficient implementation of this ansatz has yet been developed for a classical computer, even for low order cluster operators due to the non-truncation of the
BCH series [225]. However this state may be prepared efficiently on a quantum device. The reduced anti-hermitian cluster operator \( (T^{(k)} - T^{(k)\dagger}) \) is the sum of a polynomial number of terms, namely it contains a number of terms \( O(N^k(M-N)^k) \) where \( M \) is the number of single particle orbitals. By defining an effective Hermitian Hamiltonian \( \mathcal{H} = i(T^{(k)} - T^{(k)\dagger}) \) and performing the Jordan-Wigner transformation to reach a Hamiltonian that acts on the space of qubits, \( \tilde{\mathcal{H}} \), we are left with a Hamiltonian which is a sum of polynomially many products of Pauli operators. The problem then reduces to the quantum simulation of this effective Hamiltonian, \( \tilde{\mathcal{H}} \), which can be done in polynomial time using the procedure outlined by Ortiz et al. [188]. We note that while this state preparation procedure utilizes tools from quantum simulation, the total effective time of evolution is fixed by the expansion coefficients \( t_{pq}^{rs} \). This is in contrast to normal difficulties encountered in quantum phase estimation, where simulations must be carried out for times that are exponential in the desired final precision.

While there is currently no known efficient classical algorithm based on these ansatz states, non-unitary coupled cluster ansatz is sometimes referred to as the “gold standard of quantum chemistry” as it is the standard of accuracy to which other methods in quantum chemistry are often compared. The unitary version of this ansatz is thought to yield superior results to even this “gold standard” [225].

### 2.2.3 Prototype demonstration

We have implemented the QPU using integrated quantum photonics technology [186]. Our device, shown schematically in Figure 2.2 is a reconfigurable waveguide chip that can prepare and measure arbitrary two-bit pure states using several single qubit rotations and one two-qubit entangling gate. This device operates across the full space
of possible configurations with mean statistical fidelity $F > 99\%$ [210]. The state is path-encoded using photon pairs generated via a spontaneous parametric downconversion process. State preparation and measurement in the Pauli basis is achieved by setting 8 voltage driven phase shifters and counting photon detection events with silicon single photon detectors.

The ability to prepare an arbitrary two-qubit separable or entangled state enables us to investigate $4 \times 4$ Hamiltonians. For the experimental demonstration of our algorithm we choose a problem from quantum chemistry, namely determining the bond dissociation curve of the molecule He-H$^+$ in a minimal basis. The full configuration

![Figure 2.4: Bond dissociation curve of the He-H$^+$ molecule. This curve is obtained by repeated computation of the ground state energy (as shown in Figure 2.3) for several $\mathcal{H}(R)$. The magnified plot shows that after correction for the measured systematic error, the data overlap with the theoretical energy curve and importantly we can resolve the molecular separation of minimal energy. Error bars show the standard deviation of the computed energy, as described in the Methods section.](image-url)
interaction Hamiltonian for this system has dimension 4, and can be written compactly as

$$\mathcal{H}(R) = \sum_{i} h^{i}_{\alpha}(R) \sigma_{\alpha}^{i} + \sum_{ij\alpha\beta} h_{\alpha\beta}^{ij}(R) \sigma_{\alpha}^{i} \sigma_{\beta}^{j}$$ (2.9)

The coefficients $h^{i}_{\alpha}(R)$ and $h_{\alpha\beta}^{ij}(R)$ were determined using the PSI3 computational package [56] and are tabulated in the Supplementary Table II.

In order to compute the bond dissociation of the molecule, we use Algorithm 2 to compute its ground state for a range of values of the nuclear separation $R$. In Figure 2.3 we report a representative optimization run for a particular nuclear separation, demonstrating the convergence of our algorithm to the ground state of $\mathcal{H}(R)$ in the presence of experimental noise. Figure 2.3a demonstrates the convergence of the average energy, while Figure 2.3b demonstrates the convergence of the overlap $|\langle \psi^{j} | \psi^{G} \rangle|$ of the current state $|\psi^{j}\rangle$ with the target state $|\psi^{G}\rangle$. The color of each entry in Figure 2.3a represents the tangle (absolute concurrence squared) of the state at that step of the algorithm. It is known that the volume of separable states is doubly-exponentially small with respect to the rest of state space [223]. Thus, the ability to traverse non-separable state space increases the number of paths by which the algorithm can converge and will be a requirement for future large-scale implementations. Moreover, it is clear that the ability to produce entangled states is a necessity for the accurate description of general quantum systems where eigenstates may be non-separable, for example the ground state of the He-H$^+$ Hamiltonian has small but not negligible tangle.

Repeating this procedure for several values of $R$, we obtain the bond dissociation curve which is reported in Figure 2.4. After the computed energies have been corrected for experimental errors, the determination of the equilibrium bond length of...
the molecule was found to be $R = 92.3 \pm 0.1 \text{ pm}$ with a corresponding ground state electronic energy of $E = -2.865 \pm 0.008 \text{ MJ mol}^{-1}$. Full details of the correction for systematic errors and estimation of the uncertainty on $E$ are reported in the Supplementary Information. The corresponding theoretical curve shows the numerically exact energy derived from a full configuration interaction calculation of the molecular system in the same basis. More than 96% of the experimental data are within chemical accuracy with respect to the theoretical values. At the conclusion of the optimization, we retain full knowledge of the experimental parameters, which can be used for efficient reconstruction of the state $|\psi\rangle$ in the event that additional physical or chemical properties are required.

2.3 DISCUSSION

Algorithm 1 uses relatively few quantum resources compared to QPE. Broadly speaking, QPE requires a large number of $n$-qubit quantum controlled operations to be performed in series—placing considerable demands on the number of components and coherence time—while the inherent parallelism of our scheme enables a small number of $n$-qubit gates to be exploited many times, drastically reducing these demands. Moreover, adding control to arbitrary unitary operations in practice is difficult if not impossible for current quantum architectures (although a proposed scheme to add control to arbitrary unitary operations has recently been demonstrated [272]). To give a numerical example, the QPE circuit for a 4 x 4 Hamiltonian such as that demonstrated here would require at least 12 CNOT gates, while our method only requires one. We note that the resource saving provided by Algorithm 1 incurs a cost of polynomial repetitions of the state preparation, as compared to the single copy required
by QPE. In many cases (for example our photonic implementation), repeated preparation of a state is not significantly harder than preparation of a single copy, requiring only a polynomial overhead in time without any modification of the device.

In implementing Algorithm 2, the device prepares ansatz states that are defined by a polynomial set of parameters. This ansatz might be chosen based on knowledge of the physical system of interest (as for the unitary coupled cluster and typical quantum chemistry ansätze) thus determining the device design. However, our architecture allows for an alternative, and potentially more promising approach, where the device is first constructed based on the available resources and we define the set of states that the device can prepare as the “device ansätze”. Due to the quantum nature of the device, this ansatz can be very distinct from those used in traditional quantum chemistry. With this alternative approach the physical implementation is then given by a known sequence of quantum operations with adjustable parameters—determined at the construction of the device—with a maximum depth fixed by the coherence time of the physical qubits. This approach, while approximate, provides a variationally optimal solution for the given quantum resources and may still be able to provide qualitatively correct solutions, just as approximate methods do in traditional quantum chemistry (for example Hartree Fock). The unitary coupled cluster ansatz (Eq. 2.4) provides a concrete example where our approach provides an exponential advantage over known classical techniques. For this ansätze, with as few as 40 – 50 qubits, one expects to manipulate a state which is not efficient to simulate classically, and can provide a solution superior to the classical gold standard, non-unitary coupled cluster.

We have developed and experimentally implemented a new approach to solving the eigenvalue problem with quantum hardware. Algorithm 1 shares with QPE the need to prepare a good approximation to the ground state, but replaces a single long
coherent evolution by a number of shorter coherent calculations proportional to the number of terms in the Hamiltonian. While the effect of errors on each of these calculations is the same as in QPE, the reliance on a number of separate calculations makes the algorithm sensitive to variations in state preparation between the separate quantum calculations. This effect requires further investigation. While the local Hamiltonian problem is known to be QMA-complete [119] in its entirety, under the assumption that a good approximation to the state can be prepared, both QPE and our method can efficiently estimate the energy of the state, and it is in this setting that we compare them. In Algorithm 2, we experimentally implemented a ground state preparation procedure through a direct variational algorithm on the control parameters of the quantum hardware. The prepared state could be utilized in either Algorithm 1 or QPE if desired. Larger calculations will require a choice of ansatz, for which there are two possibilities. One could experimentally implement chemically motivated ansätze such as the unitary coupled cluster method. Alternatively one could pursue those ansätze that are most easy to implement experimentally—creating a new set of device ansätze states which would require classification in terms of their overlap with chemical ground states. Such a classification would be a good way to determine the value of a given experimental advance—for ground state problems it is best to focus limited experimental resources on those efforts that will most enhance the overlap of preparable states with chemical ground states. In addition to the above issues, which we leave to future work, an interesting avenue of research is to ask whether the conceptual approach described here could be used to address other intractable problems with quantum-enhanced computation. Examples that can be mapped to the ground state problem, and where the \( N \)-representability problem does not occur, include search engine optimisation and image recognition. It should be noted that the
approach presented here requires no control or auxiliary qubits, relying only on measurement techniques that are already well established. For example, in the two qubit case, these measurements are identical to those performed in Bell inequality experiments.

Quantum simulators with only a few tens of qubits are expected to outperform the capabilities of conventional computers, not including open questions regarding fault tolerance and errors/precision. Our scheme would allow such devices to be implemented using dramatically less resources than the current best known approach.

2.4 Methods

2.4.1 Classical optimization algorithm

For the classical optimization step of our integrated processor we implemented the Nelder-Mead (NM) algorithm [180], a simplex-based direct search (DS) method for unconstrained minimization of objective functions. Although in general NM can fail because of the deterioration of the simplex geometry or lack of sufficient decrease, the convergence of this method can be greatly improved by adopting a restarting strategy. Although other DS methods, such as the gradient descent, can perform better for smooth functions, these are not robust to the noise which makes the objective function non-smooth under experimental conditions. NM has the ability to explore neighboring valleys with better local optima and likewise this exploring feature usually allows NM to overcome non-smoothnesses. We verified that the gradient descent minimization algorithm is not able to converge to the ground state of our Hamiltonian under the experimental conditions, mainly due to the Poissonian noise associated
with our photon source and the accidental counts of the detection system, while NM converged to the global minimum in most optimization runs.

2.4.2 MAPPING FROM THE STATE PARAMETERS TO THE CHIP PHASES

The set of phases \( \{ \theta_i \} \), which uniquely identifies the state \( |\psi\rangle \), is not equivalent to the phases which are written to the photonic circuit \( \{ \phi_i \} \), since the chip phases are also used to implement the desired measurement operators \( \sigma_\alpha \otimes \sigma_\beta \). Therefore, knowing the desired state parameters and measurement operator we compute the appropriate values of the chip phases on the CPU at each iteration of the optimization algorithm. The algorithm for finding the phases an arbitrary two-qubit state is described in the Supplementary Information.

2.4.3 EXPERIMENTAL DETAILS

ESTIMATION OF THE ERROR ON \( \langle H \rangle \)

We performed measurements of the statistical and systematic errors that affect our computation of \( \langle H \rangle \).

STATISTICAL ERRORS

Statistical errors due to the Poissonian noise associated with single photon statistics are intrinsic to the estimation of expectation values in quantum mechanics.

These errors can be arbitrarily reduced at a sublinear cost of measurement time (i.e. efficiently) since the magnitude of error is proportional to the square root of the count rate. We experimentally measured the standard deviation of an expectation value \( \langle H_i \rangle \) for a particular state using 50 trials. The total average coincidence rate
was $\sim 1500$ s$^{-1}$. The standard deviation was found to be 37 KJ mol$^{-1}$, which is comparable with the error observed in the measurement of the ground state energy shown in Figure 2.4.

The minima of the potential energy curve was determined by a generalized least squares procedure to fit a quadratic curve to the experimental data points in the region $R = (80, 100)$ pm, as is common in the use of trust region searches for minima [55], using the inverse experimentally measured variances as weights. Covariances determined by the generalized least squares procedure were used as input to a Monte Carlo sampling procedure to determine the minimum energy and equilibrium bond distance as well as their uncertainties assuming Gaussian random error. The uncertainties reported represent standard deviations. Sampling error in the Monte Carlo procedure was $3 \times 10^{-4}$ pm for the equilibrium bond distance and $3 \times 10^{-8}$ MJ mol$^{-1}$ for the energy.

In Figure 4, the large deviations from the theoretical line result from the coincidental impact of noise resulting in premature optimization termination. These points could have been rerun or eliminated using the prior knowledge of smoothness of the dissociation curve. However to accurately portray the performance of the algorithm exactly as described, with no expert interference, these points are retained.

**SYSTEMATIC ERRORS**

In all the measurements described above we observed a constant and reproducible small shift, $\epsilon = 50$ KJ mol$^{-1}$, of the expectation value with respect to the theoretical value of the energy. There are at least three effects which contribute to this systematic error.

Firstly, the down-conversion source that we use in our experiment does not pro-
duce the pure two photon state that is required for high-fidelity quantum interference. In particular, higher order photon number terms and, more significantly, photon distinguishability both degrade the performance of our entangling gate and thus the preparation of the state $|\psi\rangle$. This results in a shift of the measured energy $\langle \psi | \mathcal{H} | \psi \rangle$. Higher order terms could be effectively eliminated by use of true single photon sources (such as quantum dots or nitrogen vacancy centers in diamond), and there is no fundamental limit to the degree of indistinguishability which can be achieved through improved state engineering.

Secondly, imperfections in the implementation of the photonic circuit also reduce the fidelity with which $|\psi\rangle$ is prepared and measured. Small deviations from designed beamsplitter reflectivities and interferometer path lengths, as well as imperfections in the calibration of voltage-controlled phases shifters used to manipulate the state, all contribute to this effect. However, these are technological limitations that can be greatly improved in future realizations.

Finally, unbalanced input and output coupling efficiency also results in skewed two-photon statistics, again shifting the measured expectation value of $\langle \mathcal{H} \rangle$.

Another systematic effect that can be noted in Figure 4 is that the magnitude of the error on the experimental estimation of the ground state energy increases with $R$. This is due to the fact that as $R$ increases, the first and second excited eigenstates of this Hamiltonian become degenerate, resulting in increased difficulty for the classical minimization, generating mixtures of states that increases the overall variance of the estimation.
COUNT RATE

In our experiment the mean count rate, which directly determines the statistical error, was approximately 2000-4000 twofold events per measurement. The expectation value of a given Hamiltonian was reconstructed at each point from four two-qubit Pauli measurements. For the bond dissociation curve we measured about 100 points per optimization run. In the full dissociation curve we found the ground states of 79 Hamiltonians. The full experiment was performed in about 158 hours.

State preparation is relatively fast, requiring a few milliseconds to set the phases on the chip. However 17 seconds are required for cooling the chip, resulting in a duty-cycle of $\sim 5\%$. The purpose of this is to overcome instability of the fibre-to-chip coupling due to thermal expansion of the chip during operation. This will not be an issue in future implementations where fibres will be permanently fixed to the chip’s facets. Moreover the thermal phase shifters used here will also likely be replaced by alternative technologies based on the electro-optic effect.

Brighter single photon sources will considerably reduce the measurement time.

2.5 SUPPLEMENTAL INFORMATION

2.5.1 QUANTUM EIGENVECTOR PREPARATION ALGORITHM

Below we detail the steps involved in implementing Algorithm 2.

1. Design a quantum circuit, controlled by a set of experimental parameters $\{\theta_i\}$, which can prepare a class of states. Using this device, prepare the initial state $|\psi^0\rangle$ and define the objective function $f(\{\theta^n_i\}) = \langle \psi(\{\theta^n_i\}) | \mathcal{H} | \psi(\{\theta^n_i\}) \rangle$, which efficiently maps the set of experimental parameters to the expectation value of
the Hamiltonian and is computed in this work by Algorithm 1. \( n \) denotes the current iteration of the algorithm.

2. Let \( n = 0 \)

3. Repeat until optimization is completed

   (a) Call Algorithm 1 with \( \{\theta_i\} \) as input:
   
   i. Using the QPU, compute \( \langle \sigma_i^\alpha \rangle, \langle \sigma_i^\alpha \sigma_j^\beta \rangle, \langle \sigma_i^\alpha \sigma_j^\beta \sigma_k^\gamma \rangle, \ldots \), on \( |\psi^n\rangle \) for all terms of \( \mathcal{H} \).

   ii. Classically sum on CPU the values from the QPU with their appropriate weights, \( h \), to obtain \( f(\{\theta_i^n\}) \)

   (b) Feed \( f(\{\theta_i^n\}) \) to the classical minimization algorithm (e.g. gradient descent or Nelder-Mead Simplex method), and allow it to determine \( \{\theta_i^{n+1}\} \).

2.5.2 SECOND QUANTIZED HAMILTONIAN

When taken with the Born-Oppenheimer approximation, the Hamiltonian of an electronic system can be generally written \([102]\) as

\[
\mathcal{H}(R) = \sum_{pq} h_{pq}(R) \hat{a}_p^\dagger \hat{a}_q + \sum_{pqrs} h_{pqrs}(R) \hat{a}_p^\dagger \hat{a}_q^\dagger \hat{a}_r \hat{a}_s
\]  

(2.10)

where \( \hat{a}_i^\dagger \) and \( \hat{a}_j \) are the fermionic creation and annihilation operators that act on the single particle basis functions chosen to represent the electronic system and obey the canonical anti-commutation relations \( \{\hat{a}_i^\dagger, \hat{a}_j\} = \delta_{ij} \) and \( \{\hat{a}_i, \hat{a}_j\} = \{\hat{a}_i^\dagger, \hat{a}_j^\dagger\} = 0 \).

\( R \) is a vector representing the positions of the Nuclei in the system, and is fixed for
any given geometry. The constants $h_{pq}(R)$ and $h_{pqrs}(R)$ are evaluated using an initial Hartree-Fock calculation and relate the second quantized Hamiltonian to the first quantized Hamiltonian. They are calculated as

$$h_{pq} = \int dr \, \chi_p(r)^* \left( -\frac{1}{2} \nabla^2 - \sum_\alpha \frac{Z_\alpha}{|r_\alpha - r|} \right) \chi_q(r)$$ (2.11)

$$h_{pqrs} = \int dr_1 \, dr_2 \, \frac{\chi_p(r_1)^* \chi_q(r_2)^* \chi_r(r_1) \chi_s(r_2)}{|r_1 - r_2|}$$ (2.12)

where $\chi_p(r)$ are single particle spin orbitals, $Z_\alpha$ is the nuclear charge, and $r_\alpha$ is the nuclear position. From the definition of the Hamiltonian, it is clear that the number of terms in the Hamiltonian is $O(N^4)$ in general, where $N$ is the number of single particle basis functions used. The map from the Fermionic algebra of the second quantized Hamiltonian to the distinguishable spin algebra of qubits is given by the Jordan-Wigner transformation [112], which for our purposes can be concisely written as

$$\hat{a}_j \rightarrow I^{\otimes j-1} \otimes \sigma_+ \otimes \sigma_z^{\otimes N-j}$$ (2.13)

$$\hat{a}_j^\dagger \rightarrow I^{\otimes j-1} \otimes \sigma_- \otimes \sigma_z^{\otimes N-j}$$ (2.14)

where $\sigma_+$ and $\sigma_-$ are the Pauli spin raising and lowering operators respectively. It is clear that this transformation does not increase the number of terms present in the Hamiltonian, it merely changes their form and the spaces on which they act. Thus the requirement that the Hamiltonian is a sum of polynomially many products of Pauli operators is satisfied. As a result, the expectation value of any second quantized chemistry Hamiltonian can be efficiently measured with our scheme.

For the specific case of He-H+$^+$ in a minimal, STO-3G basis [102], it turns out that
full configuration interaction (FCI) Hamiltonian has dimension four, thus a more compact representation is possible than in the general case. In this case, the FCI Hamiltonian can be written down for each geometry expanded in terms of the tensor products of two Pauli operators. Thus the Hamiltonian is given explicitly by an FCI calculation in the PSI3 computational package [56] and can be written as

$$\mathcal{H}(R) = \sum_{i\alpha} h^i_{\alpha}(R)\sigma^i_{\alpha} + \sum_{ij\alpha\beta} h^{ij}_{\alpha\beta}(R)\sigma^i_{\alpha}\sigma^j_{\beta}$$ (2.15)

The coefficients $h^i_{\alpha}(R)$ and $h^{ij}_{\alpha\beta}(R)$ are tabulated in Supplementary Table ??.

2.5.3 Finding excited states

Frequently, one may be interested in eigenvectors and eigenvalues related to excited states (interior eigenvalues). Fortunately our scheme can be used with only minor modification to find these excited states by repeating the procedure on $\mathcal{H}_\lambda = (\mathcal{H} - \lambda)^2$. The folded spectrum method [154, 241] allows a variational method to converge to the eigenvector closest to the shift parameter $\lambda$. By scanning through a range of $\lambda$ values, one can recover the eigenvectors and eigenvalues of interest. Although this operation incurs a small polynomial overhead — the number of terms in the Hamiltonian is quadratic with respect to the original Hamiltonian — this extra cost is marginal compared to the cost of solving the problem classically.

2.5.4 Application to $k$–sparse Hamiltonians

The method described in the main body of this work may be applied to general $k$–sparse Hamiltonian matrices which are row-computable even when no efficient tensor decom-
position is evident with only minor modification. A Hamiltonian $\mathcal{H}$ is referred to as \( k \)-sparse if there are at most \( k \) non-zero elements in each row and column of the matrix and row computable if there is an efficient algorithm for finding the locations and values of the non-zero matrix elements in each row of $\mathcal{H}$.

Let $\mathcal{H}$ be a \( 2^n \times 2^n \) \( k \)-sparse row-computable Hamiltonian. A result by Berry et al. [21] shows that $\mathcal{H}$ may be decomposed as $\mathcal{H} = \sum_{j=1}^{m} \mathcal{H}_j$ with $m = 6k^2$, $\mathcal{H}_j$ being a 1-sparse matrix and each $\mathcal{H}_j$ may be efficiently simulated ($e^{-i\mathcal{H}_jt}$ may be acted on the qubits) by making only $O(\log^* n)$ queries to the Hamiltonian $\mathcal{H}$. Alternatively, a more recent result by Childs et al. [47] shows that it is possible to use a star decomposition of the Hamiltonian such that $m = 6k$ and each $\mathcal{H}_j$ is now a galaxy which can be efficiently simulated using $O(k + \log^* N)$ queries to the Hamiltonian. Either of these schemes may be used to implement our algorithm efficiently for a general \( k \)-sparse matrix, and the choice may be allowed to depend on the particular setup available. Following a prescription by Knill et al. [124], the ability to simulate $\mathcal{H}_j$ is sufficient for efficient measurement of the expectation value $\langle \mathcal{H}_j \rangle$. After determining these values, one may proceed as before in the algorithm as outlined in the main text and use them to determine new parameters for the classical minimization.

2.5.5 Computational Scaling

In this section, we demonstrate the polynomial scaling of each iteration of our algorithm with respect to system size, and contrast that with the exponential scaling of the current best-known classical algorithm for the same task. Suppose that the algorithm has progressed to an iteration \( j \) in which we have prepared a state vector $|\psi^j\rangle$ which is stored in \( n \) qubits and parameterized by the set of parameters $\{\theta^j_i\}$.

We wish to find the average value of the Hamiltonian, $\langle \mathcal{H} \rangle$ on this state. We will
assume that there are $M$ terms comprising the Hamiltonian, and assume that $M$ is polynomial in the size of the physical system of interest. Without loss of generality, we select a single term from the Hamiltonian, $\mathcal{H}_i$ that acts on $k$ bits of the state, and denote the average of this term by $\langle \mathcal{H}_i \rangle = h \langle \tilde{\sigma} \rangle$ where $h$ is a constant and $\tilde{\sigma}$ is the $k$-fold tensor product of Pauli operators acting on the system. As the expectation value of a tensor product of an arbitrary number of Pauli operators can be measured in constant time and the spectrum of each of these operators is bounded, if the desired precision on the value is given by $p$, we expect the cost of this estimation to be $O(|h|^2 p^{-2})$ repetitions of the preparation and measurement procedure. Thus we estimate the cost of each function evaluation to be $O(|h_{\max}|^2 M p^{-2})$. For most modern classical minimization algorithms (including the Nelder-Mead simplex method [180]), the cost of a single update step, scales linearly or at worst polynomially in the number of parameters included in the minimization [73]. By assumption, the number of parameters in the set $\{\theta^j_i\}$, is polynomial in the system size. Thus the total cost per iteration is roughly given by $O(n^r|h_{max}|^2 M p^{-2})$ for some small constant $r$ which is determined by the encoding of the quantum state and the classical minimization method used.

Contrasting this to the situation where the entire algorithm is performed classically, a much different scaling results. Storage of the quantum state vector $|\psi^j\rangle$ using currently known exact encodings of quantum states, requires knowing $2^n$ complex numbers. Moreover, given this quantum state, the computation of the expectation value $\langle \tilde{\sigma} \rangle = \langle \psi^j | \tilde{\sigma} | \psi^j \rangle$ using modern methods requires $O(2^n)$ floating point operations. Thus a single function evaluation is expected to require exponential resources in both storage and computation when performed on a classical computer. Moreover, the number of parameters which a classical minimization algorithm must manipulate
to represent this state exactly is $2^n$. Thus performing even a single minimization step to determine $|\psi^{j+1}\rangle$ requires an exponential number of function evaluations, each of which carries an exponential cost. One can roughly estimate the scaling of this procedure as $O(M \ 2^{n(r+1)})$

From this coarse analysis, we conclude that our algorithm attains an exponential advantage in the cost of a single iteration over the best known classical algorithms, provided the assumptions on the Hamiltonian and quantum state are satisfied. While convergence to the final ground state must still respect the known complexity QMA-Complete complexity of this task [119], we believe this still demonstrates the value of our algorithm, especially in light of the limited quantum resource requirements.
It has today occurred to me that an amplifier using semiconductors rather than vacuum is in principle possible.

William Shockley

From transistor to trapped-ion computers for quantum chemistry*

Abstract

Over the last few decades, quantum chemistry has progressed through the development of computational methods based on modern digital computers. However, these methods can hardly fulfill the exponentially-growing resource requirements when applied to large quantum systems. As pointed out by Feynman, this restriction is in-

trinsic to all computational models based on classical physics. Recently, the rapid advancement of trapped-ion technologies has opened new possibilities for quantum control and quantum simulations. Here, we present an efficient toolkit that exploits both the internal and motional degrees of freedom of trapped ions for solving problems in quantum chemistry, including molecular electronic structure, molecular dynamics, and vibronic coupling. We focus on applications that go beyond the capacity of classical computers, but may be realizable on state-of-the-art trapped-ion systems. These results allow us to envision a new paradigm of quantum chemistry that shifts from the current transistor to a near-future trapped-ion-based technology.

3.1 Introduction

Quantum chemistry represents one of the most successful applications of quantum mechanics. It provides an excellent platform for understanding matter from atomic to molecular scales, and involves heavy interplay of experimental and theoretical methods. In 1929, shortly after the completion of the basic structure of the quantum theory, Dirac speculated [60] that the fundamental laws for chemistry were completely known, but the application of the fundamental laws led to equations that were too complex to be solved. About ninety years later, with the help of transistor-based digital computers, the development of quantum chemistry continues to flourish, and many powerful methods, such as Hartree-Fock, configuration interaction, density functional theory, coupled-cluster, and quantum Monte Carlo, have been developed to tackle the complex equations of quantum chemistry (see e.g. [148] for a historical review). However, as the system size scales up, all of the methods known so far suffer from limitations that make them fail to maintain accuracy with a finite amount of
Figure 3.1: Simulating quantum chemistry with trapped ions. (a) Scheme of a trapped-ion setup for quantum simulation, which contains a linear chain of trapped ions confined by a harmonic potential, and external lasers that couple the motional and internal degrees of freedom. (b) Transitions between internal and motional degrees of freedom of the ions in the trap. (c) The normal modes of the trapped ions can simulate the vibrational degrees of freedom of molecules. (d) The internal states of two ions can simulate all four possible configurations of a molecular orbital.

resources [100]. In other words, quantum chemistry remains a hard problem to be solved by the current computer technology.

As envisioned by Feynman [70], one should be able to efficiently solve problems of quantum systems with a quantum computer. Instead of solving the complex equations, this approach, known as quantum simulation (see the recent reviews in Refs. [8, 117, 264]), aims to solve the problems by simulating target systems with another controllable quantum system, or qubits. Indeed, simulating many-body systems beyond classical resources will be a cornerstone of quantum computers. Quantum simulation is a very active field of study and various methods have been developed. Quantum simulation methods have been proposed for preparing specific states such as ground [2, 6, 136, 140, 200, 260] and thermal states [24, 141, 201, 226, 263, 264, 268], simulating time evolution [43, 50, 116, 135, 146, 256, 266], and the measurement of physical observables [115, 142, 161, 254].

Trapped-ion systems (see Fig. 3.1) are currently one of the most sophisticated tech-
nologies developed for quantum information processing [95]. These systems offer an unprecedented level of quantum control, which opens new possibilities for obtaining physico-chemical information about quantum chemical problems. The power of trapped ions for quantum simulation is manifested by the high-precision control over both the internal degrees of freedom of the individual ions and the phonon degrees of freedom of the collective motions of the trapped ions, and the high-fidelity initialization and measurement [95, 138]. Up to 100 quantum logic gates have been realized for six qubits with trapped ions [135], and quantum simulators involving 300 ions have been demonstrated [36].

In this work, we present an efficient toolkit for solving quantum chemistry problems based on the state-of-the-art in trapped-ion technologies. The toolkit comprises two components i) First, we present a hybrid quantum-classical variational optimization method, called quantum-assisted optimization, for approximating both ground-state energies and the ground-state eigenvectors for electronic problems. The optimized eigenvector can then be taken as an input for the phase estimation algorithm to project out the exact eigenstates and hence the potential-energy surfaces (see Fig. 3.2). Furthermore, we extend the application of the unitary coupled-cluster method [225]. This allows for the application of a method developed for classical numerical computations in the quantum domain. ii) The second main component of our toolkit is the optimized use of trapped-ion phonon degrees of freedom not only for quantum-gate construction, but also for simulating molecular vibrations, representing a mixed digital-analog quantum simulation. The phonon degrees of freedom in trapped-ion systems provide a natural platform for addressing spin-boson or fermion-boson-type problems through quantum simulation [42, 43, 81, 133, 170, 176]. It is noteworthy to mention that, contrary to the continuous of modes required for full-
Figure 3.2: Outline of the quantum-assisted optimization method. (a) The key steps for quantum assisted optimization, which starts from classical solutions. For each new set of parameters $\lambda$’s, determined by a classical optimization algorithm, the expectation value $\langle H \rangle$ is calculated. The potential energy surface is then obtained by quantum phase estimation. (b) Quantum measurements are performed for the individual terms in $H$, and the sum is obtained classically. (c) The same procedure is applied for each nuclear configuration $R$ to probe the energy surface.

fledged quantum field theories, quantum simulations of quantum chemistry problems could reach realistic conditions for finite bosonic and fermionic mode numbers. Consequently, trapped ions can be exploited to solve dynamical problems involving linearly or non-linearly coupled oscillators, e.g., spin-boson models [137, 175], that are difficult to solve either analytically or numerically with a classical computer. Furthermore, we have also developed a novel protocol to measure correlation functions of observables in trapped ions that will be crucial for the quantum simulation of quantum chemistry.

3.2 TRAPPED IONS FOR QUANTUM CHEMISTRY

Quantum chemistry deals with the many-body problem involving electrons and nuclei. Thus, it is very well suited for being simulated with trapped-ion systems, as we will show below. The full quantum chemistry Hamiltonian, $H = T_e + V_e + T_N + V_N + V_{eN}$, is a sum of the kinetic energies of the electrons $T_e \equiv -\frac{\hbar^2}{2m} \sum_i \nabla^2 e_i$ and nuclei $T_N \equiv -\sum_i \frac{\hbar^2}{2M_i} \nabla^2 N_i$, and the electron-electron $V_e \equiv \sum_{j>i} e^2 / |r_i - r_j|$, nuclei-nuclei $V_N \equiv$
$\sum_{j>i} Z_i Z_j e^2 / |\mathbf{R}_i - \mathbf{R}_j|$, and electron-nuclei $V_{eN} \equiv - \sum_{i,j} Z_i Z_j e^2 / |\mathbf{r}_i - \mathbf{R}_j|$ potential energies, where $\mathbf{r}$ and $\mathbf{R}$ respectively refer to the electronic and nuclear coordinates.

In many cases, it is more convenient to work on the second-quantization representation for quantum chemistry. The advantage is that one can choose a good fermionic basis set of molecular orbitals, $|p\rangle = c_p^\dagger |\text{vac}\rangle$, which can compactly capture the low-energy sector of the chemical system. This kind of second quantized fermionic Hamiltonians are efficiently simulatable in trapped ions [43]. To be more specific, we will choose first $M > N$ orbitals for an $N$-electron system. Denote $\phi_p(\mathbf{r}) \equiv \langle \mathbf{r} | p \rangle$ as the single-particle wavefunction corresponding to mode $p$. The electronic part, $H_e(\mathbf{R}) \equiv T_e + V_{eN}(\mathbf{R}) + V_e$, of the Hamiltonian $H$ can be expressed as follows:

$$H_e(\mathbf{R}) = \sum_{pq} h_{pq} c_p^\dagger c_q + \frac{1}{2} \sum_{pqrs} h_{pqrs} c_p^\dagger c_q^\dagger c_r c_s,$$  
(3.1)

where $h_{pq}$ is obtained from the single-electron integral

$$h_{pq} \equiv - \int d\mathbf{r} \phi_p^*(\mathbf{r}) (T_e + V_{eN}) \phi_q(\mathbf{r}),$$  
(3.2)

and $h_{pqrs}$ comes from the electron-electron Coulomb interaction,

$$h_{pqrs} \equiv \int d\mathbf{r}_1 d\mathbf{r}_2 \phi_p^*(\mathbf{r}_1) \phi_q^*(\mathbf{r}_2) V_e(|\mathbf{r}_1 - \mathbf{r}_2|) \phi_r(\mathbf{r}_2) \phi_s(\mathbf{r}_1).$$  
(3.3)

We note that the total number of terms in $H_e$ is $O(M^4)$; typically $M$ is of the same order as $N$. Therefore, the number of terms in $H_e$ scales polynomially in $N$, and the integrals $\{h_{pq}, h_{pqrs}\}$ can be numerically calculated by a classical computer with polynomial resources [6].

To implement the dynamics associated with the electronic Hamiltonian in Eq. (3.1)
with a trapped-ion quantum simulator, one should take into account the fermionic nature of the operators $c_p$ and $c_p^\dagger$. We invoke the Jordan-Wigner transformation (JWT), which is a method for mapping the occupation representation to the spin (or qubit) representation [188]. Specifically, for each fermionic mode $p$, an unoccupied state $|0\rangle_p$ is represented by the spin-down state $|\downarrow\rangle_p$, and an occupied state $|1\rangle_p$ is represented by the spin-up state $|\uparrow\rangle_p$. The exchange symmetry is enforced by the Jordan-Wigner transformation:

$$
c_p^\dagger = (\prod_{m < p} \sigma_m^x) \sigma_p^+ \quad \text{and} \quad c_p = (\prod_{m < p} \sigma_m^x) \sigma_p^-,
$$

where $\sigma^\pm \equiv (\sigma_x \pm i\sigma_y)/2$. Consequently, the electronic Hamiltonian in Eq. (3.1) becomes highly nonlocal in terms of the Pauli operators $\{\sigma^x, \sigma^y, \sigma^z\}$, i.e.,

$$
H_e \xrightarrow{\text{JWT}} \sum_{i,j,k,... \in \{x,y,z\}} g_{ijk...} \left( \sigma_1^i \otimes \sigma_2^j \otimes \sigma_3^k \ldots \right).
$$

Nevertheless, the simulation can still be made efficient with trapped ions, as we shall discuss below.

In trapped-ion physics two metastable internal levels of an ion are typically employed as a qubit. Ions can be confined either in Penning traps or radio frequency Paul traps [138], and cooled down to form crystals. Through sideband cooling the ions motional degrees of freedom can reach the ground state of the quantum Harmonic oscillator, that can be used as a quantum bus to perform gates among the different ions. Using resonance fluorescence with a cycling transition quantum non demolition measurements of the qubit can be performed. The fidelities of state preparation, single- and two-qubit gates, and detection, are all above 99% [95].

The basic interaction of a two-level trapped ion with a single-mode laser is given by [95],

$$
H = \hbar \Omega \sigma_\pm e^{-i(\Delta t - \phi)} \exp(i\hbar [ae^{-i\omega_1 t} + a^\dagger e^{i\omega_1 t}]) + \text{H.c.},
$$

where $\sigma_\pm$ are the atomic raising and lowering operators, $a$ ($a^\dagger$) is the annihilation (creation) operator.
of the considered motional mode, and $\Omega$ is the Rabi frequency associated to the laser strength. $\eta = k z_0$ is the Lamb-Dicke parameter, with $k$ the wave vector of the laser and $z_0 = \sqrt{\hbar/(2m\omega_t)}$ the ground state width of the motional mode. $\phi$ is a controllable laser phase and $\Delta$ the laser-atom detuning.

In the Lamb-Dicke regime where $\eta\sqrt{\langle(a + a^\dagger)^2\rangle} \ll 1$, the basic interaction of a two-level trapped ion with a laser can be rewritten as $H = \hbar \Omega [\sigma_+ e^{-i(\Delta t - \phi)} + i\eta \sigma_+ e^{-i(\Delta t - \phi)}(a e^{-i\omega_t t} + a^\dagger e^{i\omega_t t}) + \text{H.c.}]$

By adjusting the laser detuning $\Delta$, one can generate the three basic ion-phonon interactions, namely: the carrier interaction ($\Delta = 0$), $H_c = \hbar \Omega (\sigma_+ e^{i\phi} + \sigma_- e^{-i\phi})$, the red sideband interaction, ($\Delta = -\omega_t$), $H_r = i\hbar \eta \Omega (\sigma_+ a e^{i\phi} - \sigma_- a^\dagger e^{-i\phi})$, and the blue sideband interaction, ($\Delta = \omega_t$), $H_b = i\hbar \eta \Omega (\sigma_+ a^\dagger e^{i\phi} - \sigma_- a e^{-i\phi})$. By combining detuned red and blue sideband interactions, one obtains the Mølmer-Sørensen gate [174], which is the basic building block for our methods. With combinations of this kind of gates, one can obtain dynamics as the associated one to $H_c$ in Eq. (3.4), that will allow one to simulate arbitrary quantum chemistry systems.

### 3.3 Quantum-assisted optimization

Quantum-assisted optimization [196] (see also Fig. 3.2) for obtaining ground-state energies aims to optimize the use of quantum coherence by breaking down the quantum simulation through the use of both quantum and classical processors; the quantum processor is strategically employed for expensive tasks only.

To be more specific, the first step of quantum-assisted optimization is to prepare a set of quantum states $\{|\psi_\lambda\rangle\}$ that are characterized by a set of parameters $\{\lambda\}$. After the state is prepared, the expectation value $E_\lambda \equiv \langle \psi_\lambda | H | \psi_\lambda \rangle$ of the Hamiltonian $H$
will be measured directly, without any quantum evolution in between. Practically, the quantum resources for the measurements can be significantly reduced when we divide the measurement of the Hamiltonian $H = \sum_i H_i$ into a polynomial number of small pieces $\langle H_i \rangle$ (cf Eq. (3.4)). These measurements can be performed in a parallel fashion, and no quantum coherence is needed to maintain between the measurements (see Fig. 3.2a and 3.2b). Then, once a data point of $E_\lambda$ is obtained, the whole procedure is repeated for a new state $\{|\psi_\lambda^\prime\rangle\}$ with another set of parameters $\{\lambda^\prime\}$. The choice of the new parameters is determined by a classical optimization algorithm that aims to minimize $E_\lambda$ (see Methods). The optimization procedure is terminated after the value of $E_\lambda$ converges to some fixed value.

Finally, for electronic Hamiltonians $H_e(R)$, the optimized state can then be sent to a quantum circuit of phase estimation algorithm to produce a set of data point for some $R$ on the potential energy surfaces (Fig. 3.2c shows the 1D case). After locating the local minima of the ground and excited states, vibronic coupling for the electronic structure can be further studied (see Supplementary Material).

The performance of quantum-assisted optimization depends crucially on (a) the choice of the variational states, and (b) efficient measurement methods. We found that the unitary coupled-cluster (UCC) states [225] are particularly suitable for being the input state for quantum-assisted optimization, where each quantum state $|\psi_\lambda\rangle$ can be prepared efficiently with standard techniques in trapped ions. Furthermore, efficient measurement methods for $H_e$ are also available for trapped ion systems. We shall discuss these results in detail in the following sections.
3.4 Unitary coupled-cluster (UCC) ansatz

The unitary coupled-cluster (UCC) ansatz [225] assumes electronic states $|\psi\rangle$ have the following form, $|\psi\rangle = e^{T^\dagger - T}|\Phi\rangle$, where $|\Phi\rangle$ is a reference state, which can be, e.g., a Slater determinant constructed from Hartree-Fock molecular orbitals. The particle-hole excitation operator, or cluster operator $T$, creates a linear combination of excited Slater determinants from $|\Phi\rangle$. Usually, $T$ is divided into subgroups based on the particle-hole rank. More precisely, $T = T_1 + T_2 + T_3 + \ldots + T_N$ for an $N$-electron system, where $T_1 = \sum_{i,a} t^a_i c^\dagger_a c_i$, $T_2 = \sum_{i,j,a,b} t^{ab}_{ij} c^\dagger_a c^\dagger_b c_j c_i$, and so on.

Here $c^\dagger_a$ creates an electron in the orbital $a$. The indices $a, b$ label unoccupied orbitals in the reference state $|\Phi\rangle$, and $i, j$ label occupied orbitals. The energy obtained from UCC, namely $E = \langle \Phi | e^{T^\dagger - T} H e^{T^\dagger - T^\dagger} | \Phi \rangle$ is a variational upper bound of the exact ground-state energy.

The key challenge for implementing UCC on a classical computer is that the computational resource grows exponentially. It is because, in principle, one has to expand the expression $\tilde{H} \equiv e^{T^\dagger - T} H e^{T^\dagger - T^\dagger}$ into an infinity series, using the Baker-Campbell-Hausdorff expansion. Naturally, one has to rely on approximate methods [131, 225] to truncate the series and keep track of finite numbers of terms. Therefore, in order to make good approximations by perturbative methods, i.e., assuming $T$ is small, one implicitly assumes that the reference state $|\Phi\rangle$ is a good solution to the problem. However, in many cases, such an assumption is not valid and the use of approximate UCC breaks down. We explain below how implementing UCC on a trapped-ion quantum computer can overcome this problem.
Simulating Quantum Chemistry

Hamiltonian transformation:
The fermionic (electronic) Hamiltonian $H_e$ is transformed into a spin Hamiltonian through the Jordan-Wigner transformation. 

$$H_e \rightarrow \sum_{i,j,k,\cdots \in \{x,y,z\}} g_{ijk\cdots} \left( \sigma_i^1 \otimes \sigma_j^2 \otimes \sigma_k^3 \cdots \right) \equiv \sum_{l=1}^{m} H_l$$

Simulation of time evolution:
The time evolution operator $e^{-iH_e t}$ is split into $n$ small-time ($t/n$) pieces $e^{-iH_l t/n}$ through the Suzuki-Trotter expansion.

$$e^{-i \sum_{l=1}^{m} H_l t} \approx \left( e^{-iH_1 t/n} e^{-iH_2 t/n} \cdots e^{-iH_m t/n} \right)^n$$

Obtaining average energy:
The average energy $\langle H_e \rangle$ of the Hamiltonian can be obtained through the sum of the individual terms $\langle H_l \rangle$, which reduces to the measurement of products of Pauli matrices.

Measuring eigenvalues:
The eigenvalues of the Hamiltonian can be obtained through the phase estimation algorithm. Good trial states can be obtained through classical computing, or the unitary coupled-cluster method.

Molecular vibrations:
The inclusion of vibrational degrees of freedom is necessary for corrections on the Born-Oppenheimer picture in the electronic structure of molecules.

Implementation with Trapped Ions

The spin degrees of freedom in $H_e$ are represented by the internal degrees of freedom of the trapped ions.

For any prepared state $|\psi\rangle$, average values of the products of Pauli matrices $J_{ijk\cdots} \equiv \sigma_i^1 \otimes \sigma_j^2 \otimes \sigma_k^3 \cdots$ can be measured by first applying the pseudo time evolution operator $e^{-i(\pi/4)J_{ijk\cdots}}$ to $|\psi\rangle$ and then measuring $\langle \sigma_i^1 \rangle$.

The phase estimation algorithm can be implemented through the simulation of controlled time evolutions.

The vibrational degrees of freedom are represented by the quantized vibrational motion of the trapped ions.

Table 3.1: Using trapped ions to simulate quantum chemistry
3.4.1 Implementation of UCC through time evolution

We can generate the UCC state by simulating a pseudo time evolution through Suzuki-Trotter expansion on the evolution operator $e^{T - T^\dagger}$ [146]. To proceed, we consider an $N$-electron system with $M$, where $M > N$, molecular orbitals (including spins). We need totally $M$ qubits; the reference state is the Hartree-Fock state where $N$ orbitals are filled, and $M - N$ orbitals are empty, i.e., $|\Phi\rangle = |000...0111...1\rangle$. We also define an effective Hamiltonian $K \equiv i(T - T^\dagger)$, which means that we should prepare the state $e^{-iK}|\Phi\rangle$.

We decompose $K$ into subgroups $K = K_1 + K_2 + K_3 + ... + K_P$, where $P \leq N$, and $K_i \equiv i(T_i - T_i^\dagger)$. We now write $e^{-iK} = (e^{-iK\delta})^{1/\delta}$ for some dimensionless constant $\delta$. For small $\delta$, we have $e^{-iK\delta} \approx e^{-iK_1\delta}e^{-iK_2\delta}e^{-iK_3\delta}...e^{-iK_P\delta}$. Since each $K_j$ contains $N_j(M - N)^j$ terms of the creation $c_i^\dagger$ and annihilation $c_i$ operators, we will need to individually simulate each term separately, e.g., $e^{-i\left(tc_i^\dagger c_i - t^* c_i^\dagger c_i\right)}$ and $e^{-i\left(tc_j^\dagger c_i^\dagger c_j c_i - t^* c_i^\dagger c_j c_i^\dagger c_j c_i\right)}$, which can be implemented by transforming into spin operators through Jordan-Wigner transformation. The time evolution for each term can be simulated with a quantum circuit involving many nonlocal controlled gates, which can be efficiently implemented with trapped ions as we shall see below.

3.4.2 Implementation of UCC and simulation of time evolution with trapped-ions

Our protocol for implementing the UCC ansatz requires the simulation of the small-time $t/n$ evolution of non-local product of Pauli matrices of the form: $e^{-iHt/n}$, where $H_i = g_i\sigma_i^x\sigma_2^x\sigma_3^x\cdots$ for $i, j, k \in \{x, y, z\}$. Note that for any $N$-spin interaction, the $e^{-iH_it/n}$ terms are equivalent to $e^{i\phi}\sigma_1^x\sigma_2^x\cdots\sigma_N^x$ through local spin rotations, which are
simple to implement on trapped ions. Such a non-local operator can be implemented using the multi-particle Mølmer-Sørensen gate [43, 176]:

$$U_{MS}(\theta, \varphi) \equiv \exp \left[ -i \theta (\cos \varphi S_x + \sin \varphi S_y)^2 / 4 \right], \quad (3.5)$$

where $S_{x,y} \equiv \sum_i \sigma_{x,y}^i$ is a collective spin operator. Explicitly,

$$e^{i\phi \sigma_x^1 \sigma_x^2 \sigma_x^3 \cdots \sigma_x^N} = U_{MS} \left( -\frac{\pi}{2}, 0 \right) R_N(\phi) U_{MS} \left( \frac{\pi}{2}, 0 \right). \quad (3.6)$$

Here $R_N(\phi)$ is defined as follows: for any $m \in \mathbb{N}$, $R_N(\phi) = e^{\pm i \phi \sigma_x^1}$ for $N = 4m \pm 1$, and (ii) $R_N(\phi) = e^{i \phi \sigma_y^1}$ for $N = 4m$, and (iii) $R_N(\phi) = e^{-i \phi \sigma_y^1}$ for $N = 4m - 2$.

It is remarkable that the standard quantum-circuit treatment (e.g. see Ref. [251]) for implementing each $e^{-iHt/n}$ involves as many as $2N$ two-qubit gates for simulating $N$ fermionic modes; in our protocol one needs only two Mølmer-Sørensen gates, which are straightforwardly implementable with current trapped-ion technology. Furthermore, the local rotation $R_N(\phi)$ can also include motional degrees of freedom of the ions for simulating arbitrary fermionic Hamiltonians coupled linearly to bosonic operators $a_k$ and $a_k^\dagger$.

### 3.5 Measurement of arbitrarily-nonlocal spin operators

For any given state $|\psi\rangle$, we show how to encode expectation value of products of Pauli matrices $\langle \sigma_i^1 \otimes \sigma_j^2 \otimes \sigma_k^3 \otimes \cdots \rangle \equiv \langle \psi | \sigma_i^1 \otimes \sigma_j^2 \otimes \sigma_k^3 \otimes \cdots |\psi\rangle$, where $i, j, k \in \{x, y, z\}$, onto an expectation value of a single qubit. The idea is to first apply the unitary evolution of the form: $e^{-i\theta (\sigma_i^1 \otimes \sigma_j^2 \otimes \cdots)}$, which as we have seen (cf Eq. 3.6) can be generated by trapped ions efficiently, to the state $|\psi\rangle$ before the measurement. For example, defin-
ing $|\psi_\theta\rangle \equiv e^{-i\theta (\sigma^x_1 \otimes \sigma^x_2 \otimes \cdots)} |\psi\rangle$, we have the relation

$$
\langle \psi_\theta | \sigma^z_1 | \psi_\theta \rangle = \cos(2\theta) \langle \sigma^z_1 \rangle + \sin(2\theta) \langle \sigma^y_1 \otimes \sigma^x_2 \otimes \cdots \rangle,
$$

(3.7)

which equals $\langle \psi | (\sigma^y_1 \otimes \sigma^x_2 \otimes \cdots) | \psi \rangle$ for $\theta = \pi/4$. Note that the application of this method requires the measurement of one qubit only, making this technique especially suited for trapped ion systems where the fidelity of the measurement of one qubit is 99.99\% [177].

This method can be further extended to include bosonic operators in the resulting expectation values. For example, re-define $|\psi_\theta\rangle \equiv e^{-i\theta (\sigma^i_1 \otimes \sigma^j_2 \otimes \cdots) \otimes (a + a^\dagger)} |\psi\rangle$ and consider $\theta \rightarrow \theta (a + a^\dagger)$ in Eq. (3.7). We can obtain the desired correlation through the derivative of the single-qubit measurement:

$$
\partial_\theta \langle \psi_\theta | \sigma^z_1 | \psi_\theta \rangle |_{\theta=0} = -2 \langle (\sigma^y_1 \otimes \sigma^x_2 \otimes \cdots) (a + a^\dagger) \rangle.
$$

(3.8)

Note that the evolution operator of the form $e^{-i\theta (\sigma^i_1 \otimes \sigma^j_2 \otimes \cdots) \otimes (a + a^\dagger)}$ can be generated by replacing the local operation $R_N (\phi)$ in Eq. 3.6 with $e^{\pm i\phi \sigma^i_1 (a + a^\dagger)}$. This technique allows us to obtain a diverse range of correlations between bosonic and internal degrees of freedom.

### 3.6 Probing potential energy surfaces

In the Born-Oppenheimer (BO) picture, the potential energy surface $E_k (R) + V_N (R)$ associated with each electronic eigenstate $|\phi_k\rangle$ is obtained by scanning the eigenvalues $E_k (R)$ for each configurations of the nuclear coordinates $\{R\}$. Of course, we can apply the standard quantum phase estimation algorithm [118] that allows us to ex-
tract the eigenvalues. However, this can require many ancilla qubits. In fact, locating these eigenvalues can be achieved by the phase estimation method utilizing one extra ancilla qubit [140] corresponding, in our case, to one additional ion.

This method works as follows: suppose we are given a certain quantum state \( |\psi\rangle \) (which may be obtained from classical solutions with quantum-assisted optimization) and an electronic Hamiltonian \( H_e(R) \) (cf. Eq. (3.1)). Expanding the input state, \( |\psi\rangle = \sum_k \alpha_k |\phi_k\rangle \), by the eigenstate vectors \( |\phi_k\rangle \) of \( H_e(R) \), where \( H_e(R) |\phi_k\rangle = \mathcal{E}_k(R) |\phi_k\rangle \), then for the input state \( |0\rangle|\psi\rangle \), the quantum circuit of the quantum phase estimation produces the following output state, \( \left( \frac{1}{\sqrt{2}} \sum_k \alpha_k \left( |0\rangle + e^{-i\omega_k t} |1\rangle \right) \right) |\phi_k\rangle \), where \( \omega_k = \mathcal{E}_k/h \). The corresponding reduced density matrix,

\[
\frac{1}{2} \begin{pmatrix}
1 & \sum_k |\alpha_k|^2 e^{i\omega_k t} \\
\sum_k |\alpha_k|^2 e^{-i\omega_k t} & 1
\end{pmatrix},
\]

of the ancilla qubit contains the information about the weight (amplitude-square) \( |\alpha_k|^2 \) of the eigenvectors \( |\phi_k\rangle \) in \( |\psi\rangle \) and the associated eigenvalues \( \omega_k \) in the off-diagonal matrix elements. All \( |\alpha_k|^2 \)'s and \( \omega_k \)'s can be extracted by repeating the quantum circuit for a range of values of \( t \) and performing a (classical) Fourier transform to the measurement results. The potential energy surface is obtained by repeating the procedure for different values of the nuclear coordinates \( \{R\} \).

### 3.7 Numerical investigation

In order to show the feasibility of our protocol, we can estimate the trapped-ion resources needed to simulate, e.g., the prototypical electronic Hamiltonian \( H_e = \sum h_{pq} a_p^\dagger a_q + (1/2) \sum h_{pqr} a_p^\dagger a_q^\dagger a_r a_s \) as described in Eq. (3.1), for the specific case of the H\(_2\) molecule.
**Figure 3.3:** Digital error $1 - F$ (curves) along with the accumulated gate error (horizontal lines) versus time in $h_{11}$ energy units, for $n = 1, 2, 3$ Trotter steps in each plot, considering a protocol with an error per Trotter step of $\epsilon = 10^{-3}$ (a), $\epsilon = 10^{-4}$ (b) and $\epsilon = 10^{-5}$ (c). The initial state considered is $|\uparrow\uparrow\downarrow\downarrow\rangle$, in the qubit representation of the Hartree-Fock state in a molecular orbital basis with one electron on the first and second orbital. Vertical lines and arrows define the time domain in which the dominant part of the error is due to the digital approximation. d) Energy of the system, in $h_{11}$ units, for the initial state $|\uparrow\uparrow\downarrow\downarrow\rangle$ for the exact dynamics, versus the digitized one. For a protocol with three Trotter steps the energy is recovered up to a negligible error.

in a minimal STO-3G basis. This is a two-electron system represented in a basis of four spin-orbitals. The hydrogen atoms were separated by 0.75 Å, near the equilibrium bond distance of the molecule. The Hamiltonian is made up of 12 terms, that include 4 local ion operations and 8 non-local interactions. Each of the non-local terms can be done as a combination of two Mølmer-Sørensen (MS) gates and local rotations, as described in Table 3.1. Therefore, to implement the dynamics, one needs 16 MS gates per Trotter step and a certain number of local rotations upon the ions. Since $\pi/2$ MS gates can be done in $\sim 50\mu s$, and local rotations can be performed in negligible times ($\sim 1\mu s$) [95, 135], the total simulation time can be assumed of about 800 $\mu s$ for the $n = 1$ protocol, 1.6 ms and 2.4 ms for the $n = 2$ and $n = 3$ protocols. Thus total simulation times are within the decoherence times for trapped-ion setups, of about 30 ms [95]. In a digital protocol performed on real quantum ion setups, each gate is affected by an error. Thus, increasing the number of Trotter steps leads to an accumulation of the single gate error. To implement an effective quantum simulation,
on one hand one has to increase the number of steps to reduce the error due to the
digital approximation, on the other hand one is limited by the accumulation of the
single gate error. We plot in Fig. 3.3a, 3.3b, 3.3c, the fidelity loss $1 - |\langle \Psi_S | \Psi_E \rangle|^2$ of the
simulated state $|\Psi_S \rangle$ versus the exact one $|\Psi_E \rangle$, for the hydrogen Hamiltonian, start-
ing from the initial state with two electrons in the first two orbitals. We plot, along
with the digital error, three horizontal lines representing the accumulated gate error,
for $n = 1, 2, 3$ in each plot, considering a protocol with an error per Trotter step of
$\epsilon = 10^{-3}$ (a), $\epsilon = 10^{-4}$ (b) and $\epsilon = 10^{-5}$ (c). To achieve a reasonable fidelity, one has
to find a number of steps that fits the simulation at a specific time. The vertical lines
and arrows in the figure mark the time regions in which the error starts to be domi-
nated by the digital error. Trapped-ion two-qubit gates are predicted to achieve in the
near future fidelities of $10^{-4}$ [121], thus making the use of these protocols feasible. In
Fig. 3.3d we plot the behavior of the energy of the system for the initial state $|\uparrow\uparrow\downarrow\downarrow\rangle$
for the exact dynamics, versus the digitized one. Again, one can observe how the en-
ergy can be retrieved with a small error within a reduced number of digital steps.

3.8 Conclusions

Summarizing, we have proposed a quantum simulation toolkit for quantum chemistry
with trapped ions. This paradigm in quantum simulations has several advantages: an
efficient electronic simulation, the possibility of interacting electronic and vibrational
degrees of freedom, and the increasing scalability provided by trapped-ion systems.
This approach for solving quantum chemistry problems aims to combine the best of
classical and quantum computation.
3.9 Methods

To implement the optimization with the UCC wavefunction ansatz on a trapped-ion quantum simulator, our proposal is to first employ classical algorithms to obtain approximate solutions [131, 225]. Then, we can further improve the quality of the solution by searching for the true minima with an ion trap. The idea is as follows: first we create a UCC ansatz by the Suzuki-Trotter method described in the previous section. Denote this choice of the cluster operator as $T^{(0)}$, and other choices as $T^{(k)}$ with $k = 1, 2, 3, \ldots$. The corresponding energy $E_0 = \langle \Phi | e^{T^{(0)}\dagger - T^{(0)}} H e^{T^{(0)} - T^{(0)}\dagger} | \Phi \rangle$ of the initial state is obtained by a classical computer.

Next, we choose another set of cluster operator $T^{(1)}$ with is a perturbation around $T^{(0)}$. Define the new probe state $| \phi_k \rangle \equiv e^{T^{(k)} - T^{(k)}\dagger} | \Phi \rangle$. Then, the expectation value of the energy $E_1 = \langle \Phi | e^{T^{(1)}\dagger - T^{(1)}} H e^{T^{(1)} - T^{(1)}\dagger} | \Phi \rangle = \langle \phi_1 | H | \phi_1 \rangle$ can be obtained by measuring components of the second quantized Hamiltonian,

$$\langle \phi_1 | H | \phi_1 \rangle = \sum_{pqrs} \tilde{h}_{pqrs} \langle \phi_1 | c_1^{\dagger} c_2^{\dagger} c_r c_s | \phi_1 \rangle.$$  \hspace{1cm} (3.10)

Recall that the coefficients $\tilde{h}_{pqrs}$ are all precomputed and known.

In order to obtain measurement results for the operators $\langle \phi_1 | c_1^{\dagger} c_2^{\dagger} c_r c_s | \phi_1 \rangle$, we will first convert the fermion operators into spin operators via Jordan-Wigner transformation; the same procedure is applied for creating the state $| \phi_1 \rangle$. The quantum measurement for the resulting products of Pauli matrices can be achieved efficiently with trapped ions, using the method we described.

The following steps are determined through a classical optimization algorithm. There can be many choices for such an algorithm, for example gradient descent method,
Nelder-Mead method, or quasi-Newton methods. For completeness, we summarize below the application of gradient descent method to our optimization problem.

First we define the vector $T^{(k)} = (t^a_i, t^a_{ij}, ...)^T$ to contain all coefficients in the cluster operator $T^{(k)}$ at the $k$-th step. We can also write the expectation value $E(T^{(k)}) \equiv \langle \phi_k | H | \phi_k \rangle$ for each step as a function of $T^{(k)}$. The main idea of the gradient descent method is that $E(T^{(k)})$ decreases fastest along the direction of the negative gradient of $E(T^{(k)})$, $-\nabla E(T^{(k)})$. Therefore, the $(k+1)$-th step is determined by the following relation:

$$T^{(k+1)} = T^{(k)} - a_k \nabla E(T^{(k)}),$$  \hspace{1cm} (3.11)

where $a_k$ is an adjustable parameter; it can be different for each step. To obtain values of the gradient $\nabla E(T^{(k)})$, one may use the finite-difference method to approximate the gradient. However, numerical gradient techniques are often susceptible to numerical instability. Alternatively, we can invoke the Hellman-Feynman theorem and get, e.g., $(\partial / \partial t^a_i) E(T^{(k)}) = \langle \phi_k | [H, c^\dagger c_t] | \phi_k \rangle$, which can be obtained with a method similar to that for obtaining $E(T^{(k)})$.

Finally, as a valid assumption for general cases, we assume our parametrization of UCC gives a smooth function for $E(T^{(k)})$. Thus, it follows that $E(T^{(0)}) \geq E(T^{(1)}) \geq E(T^{(2)}) \geq \cdots$, and eventually $E(T^{(k)})$ converges to a minimum value for large $k$. Finally, we can also obtain the optimized UCC quantum state.

### 3.10 Supplementary Material

In this Supplementary Material we give further details of our proposal, including a thorough explanation of the quantum simulation of molecules involving fermionic and bosonic degrees of freedom with trapped ions, and electric dipole transition measure-
ments with a trapped-ion quantum simulator.

3.10.1 Quantum simulation

In general, quantum simulation can be divided into two classes, namely analog and digital. Analog quantum simulation requires the engineering of the Hamiltonian of a certain system to mimic the Hamiltonian of a target system. Digital quantum simulation employs a quantum computer, which decomposes the simulation process into pieces of sub-modules such as quantum logic gates. However, the use of quantum logic gates is not absolutely necessary for digital quantum simulation. For example, consider the case of trapped ions; we will see that certain simulation steps require us to apply quantum logic gates to implement fermionic degrees of freedom, together with some quantum operations for controlling the vibronic degrees of freedom, which are analog and will implement bosonic modes.

For simulating quantum chemistry, it is possible to work in either the first-quantization representation or the second-quantization representation. This work mainly includes the latter approach, because the number of qubits required is less than that in the former approach, especially when low-energy state properties are considered. However, we note that many techniques described here are also applicable for the first-quantization approach.

3.10.2 Computational complexity of quantum chemistry

To the best of our knowledge, there is no rigorous proof showing that quantum computers are capable of solving all ground-state problems in quantum chemistry. Instead, some results indicate that some ground-state problems in physics and chem-
istry are computationally hard problems [252]. For example, the N-representability problem is known to be QMA-complete, and finding the universal functional in density functional theory is known to be QMA-hard. In spite of the negative results, quantum computers can still be valuable for solving a wide range of quantum chemistry problems. These include ground state energy computations [2, 6], as well as molecular dynamics [148].

3.10.3 Simulating electronic structure involving molecular vibrations

After the potential surface is constructed by the electronic method, we can include the effect of molecular vibrations by local expansion, e.g. near the equilibrium position, as we show below.

Electronic transitions coupled with nuclear motion

We point out that within the Born-Oppenheimer approximation, the molecular vibronic states are of the form, \( \phi_n (\mathbf{r}, \mathbf{R}) \chi_{n,v} (\mathbf{R}) \) where \( \mathbf{r} \) and \( \mathbf{R} \) respectively refer to the electronic and nuclear coordinates. The eigenfunctions \( \phi_n (\mathbf{r}, \mathbf{R}) \) of the electronic Hamiltonian are obtained at a fixed nuclear configuration. The nuclear wavefunction \( \chi_{n,v} (\mathbf{R}) \), for each electronic eigenstate \( n \), is defined through a nuclear potential surface \( E_{el}^{(n)} (\mathbf{R}) \), which is also one of the eigenenergies of the electronic Hamiltonian.

With a quantum computer, the potential energy surface that corresponds to different electronic eigenstates can be systematically probed using the phase estimation method. We can then locate those local minima where the gradient of the energy is zero, and approximate up to second order in \( \delta R_\alpha \equiv R_\alpha - R_\alpha^* \), the deviation of the nu-
clear coordinate $R_\alpha$ from the equilibrium configuration $R_{\alpha*}$. The energy surface can be modeled as

$$E_{\text{el}}^{(n)}(R) \approx E_{\text{el}}^{(n)}(R_{\alpha*}) + \sum_{\alpha,\beta} D_{\alpha\beta}(R_{\alpha*})\delta R_\alpha \delta R_\beta,$$

(3.12)

where $D_{\alpha\beta}(R_{\alpha*}) \equiv (1/2) \partial^2 E_{\text{el}}^{(n)}(R=R_{\alpha*})/\partial R_\alpha \partial R_\beta$ is the Hessian matrix. With a change of coordinates for the Hessian matrices, we can always choose to work with the normal modes $x^{(n)} = \{x^{(n)}_\alpha\}$ for each potential energy surface, such that

$$E_{\text{el}}^{(n)}(x^{(n)}) \approx E_{\text{el}}^{(n)}(R_{\alpha*}) + \frac{1}{2} \sum_\alpha m_\alpha \omega^{(n)}_\alpha^2 x^{(n)}_\alpha^2.$$

(3.13)

Most of the important features of vibronic coupling can be captured by considering the transition between two Born-Oppenheimer electronic levels [162]. In the following, we will focus on the method of simulation of the transition between two electronic levels, labeled as $|\uparrow\rangle$ and $|\downarrow\rangle$, when perturbed by an external laser field. The Hamiltonian of the system can be written as

$$H = |\downarrow\rangle \langle \downarrow| \otimes H_G + |\uparrow\rangle \langle \uparrow| \otimes H_E,$$

(3.14)

where $H_G \equiv \Delta_g + H_g$ is the Hamiltonian for the nuclear motion in the electronic ground state and similarly $H_E \equiv \Delta_e + H_e$ is the nuclear Hamiltonian in the excited state. Here $\Delta_g$ and $\Delta_e$ are the energies of the two bare electronic states. In the second-quantized representation,

$$H_g = \sum_k \omega_k^{(g)} a_k^\dagger a_k \quad \text{and} \quad H_e = \sum_k \omega_k^{(e)} b_k^\dagger b_k$$

(3.15)
are diagonal, as viewed from their own coordinate systems. However, in general, the
two sets of normal modes are related by rotation and translation, which means that a
transformation of the kind $b_k = \sum_j s_{kj} a_j + \lambda_k$ is needed for unifying the representa-
tions (see Secs. 3.10.5 and 3.10.6 in this Supplementary Material).

To illustrate our method of quantum simulation with trapped ions, it is sufficient to
consider one normal mode (for example, linear molecules). For this case, we assume
$H_g = \omega^{(g)} a^\dagger a$, $H_e = \omega^{(e)} b^\dagger b$, and $b = a + \lambda$ where $\lambda$ is a real constant. From Eq. (3.14),
we need to simulate the following Hamiltonian,

$$H = H_S + \Omega (\sigma_z) a^\dagger a + \frac{1}{2} \lambda \omega^{(e)} (I + \sigma_z) \left( a^\dagger + a \right),$$

(3.16)

where the term $H_S = \frac{1}{2} \left( \Delta_g - \Delta_e \right) \sigma_z$ contains only local terms of the spin, and

$$\Omega (\sigma_z) = \frac{1}{2} \left( \omega^{(g)} + \omega^{(e)} \right) I + \frac{1}{2} \left( \omega^{(g)} - \omega^{(e)} \right) \sigma_z$$

represents a spin-dependent frequency for the effective boson mode.

In order to examine the response of the system under external perturbations, we
consider the dipole correlation function

$$C_{\mu\mu} (t) = \sum_n p_n \langle n, \downarrow \mid e^{iHt} \mu e^{-iHt} \mu \mid n, \downarrow \rangle.$$  (3.17)

Under the Condon approximation, assuming real electronic eigenstates, the dipole
operator $\mu$ has the form,

$$\mu = \mu_{ge} \left( \downarrow \langle \uparrow \rangle + \langle \uparrow \downarrow \rangle \right) = \mu_{ge} \sigma_x.$$  (3.18)

Thus, the problem of simulating absorption resulting from the coupling of electronic
and nuclear motion in chemistry reduces to computing expectation values of the uni-
tary operator
\[ U_d = e^{iHt}\sigma_x e^{-iHt}\sigma_x, \] (3.19)
and weighting the final result by \( p_n\mu_{ge}^2 \). The final spectrum is, of course, obtained through a Fourier transform
\[ \sigma_{abs}(\omega) = \int_{-\infty}^{\infty} dt \, e^{-i\omega t} C_{\mu\mu}(t). \] (3.20)

**Simulation of vibronic coupling with trapped ions**

The dynamics associated with the Hamiltonian in Eq. (3.16) can be generated easily with two trapped ions. As \( H_S \) commutes with the rest of the terms in Eq. (3.16), it can be eliminated via a change to an interaction picture. Considering a digital quantum simulation protocol, the remaining task is to implement the interactions \( \exp[-i\Omega(\sigma_z) t a^\dagger a] \) and \( \exp[-i\lambda\omega(t) (I + \sigma_z) (a^\dagger + a) t/2] \) in trapped ions. The first one corresponds to the evolution associated with a detuned red sideband excitation applied to one of the ions (a dispersive Jaynes-Cummings interaction), and a rotation of its internal state in order to eliminate the residual projective term. To implement the second term we will use both ions. The term related to the operator \( \sigma_z(a^\dagger + a) \) corresponds to the evolution under red and blue sideband excitations applied to one of the ions (a Jaynes-Cummings and anti Jaynes-Cummings interactions with appropriate phases). We will use the second ion to implement the term \( (a^\dagger + a) \). The latter can be generated by applying again the same scheme of lasers that generates the interaction \( \sigma_z(a^\dagger + a) \) where now the operator \( \sigma_z \) acts on the internal state of the second ion. Preparing this state in an eigenstate of \( \sigma_z \) one obtains the desired effective Hamiltonian. As we have shown here, one of the main appeals of a quantum simula-
tion of quantum chemistry with trapped ions is the possibility to include fermionic (electronic) as well as bosonic (vibronic) degrees of freedom, in a new kind of mixed digital-analog quantum simulator. The availability of the motional degrees of freedom in trapped ions, that straightforwardly provide the bosonic modes in an analog way, makes this system especially suited for simulating this kind of chemical problems.

3.10.4 Electric transition dipoles through weak measurement

Here we sketch the method for obtaining the transition dipole between a pair of electronic states \( |g\rangle \) and \( |e\rangle \). This method is similar, although not identical, to the weak measurement method using a qubit as a measurement probe. To make the presentation of our method more general, our goal is to measure the matrix element \( \langle e | A | g \rangle \) for any given Hermitian matrix \( A \). We assume that a potential energy surface between these two electronic levels is probably scanned, and the energy levels for higher excited states can be ignored. Suppose we started with a reasonable good approximation of the ground state \( |g\rangle \), and we can prepare the exact ground state using the phase estimation algorithm. Then, we apply a weak perturbation \( \lambda \), e.g. \( e^{-i\lambda Q} \), to the ground state and obtain (to order \( O(\lambda) \)) the state \( |i\rangle \equiv e^{-i\lambda Q} |g\rangle \approx |g\rangle + q\lambda |e\rangle \). Here \( \lambda \) is a small positive real number. The actual form of the Hermitian operator \( Q \) is not important, as long as \( \langle e | Q | g \rangle \equiv iq \neq 0 \). Note that the eigenstates are defined up a phase factor. Therefore, without loss of generality, we can assume \( q \) is a positive real number as well. In fact, the absolute value \( |q| \) can be measured with repeated applications of the phase estimation algorithm.

Now, we prepare an ancilla qubit in the state \( |+\rangle \equiv (|0\rangle + |1\rangle) / \sqrt{2} \), and apply a control-\( U_A \), where \( U_A \equiv e^{-i\lambda A} \). The resulting state becomes \( (|0\rangle |i\rangle + |1\rangle U_A |i\rangle) / \sqrt{2} \). The phase estimation algorithm allows us to perform post-selection to project the
system state to $|e\rangle$. The resulting state of the ancilla qubit is $\propto \langle e|i\rangle|0\rangle + \langle e|U_A|i\rangle|1\rangle$.

To the first-order expansion in $\lambda$, we have (before normalization)

$$g\lambda|0\rangle + (q - i \langle e|A|g\rangle) \lambda |1\rangle,$$

(3.21)

where we used $\langle e|i\rangle = q\lambda$, and $\langle e|U_A|i\rangle = \langle e|U_A|g\rangle + g\lambda \langle e|U_A|e\rangle = -i \langle e|A|g\rangle \lambda + q\lambda$.

Since the value of $q$ is known, a state tomography on the ancilla qubit state reveals the value of the matrix element $\langle e|A|g\rangle$.

Returning to the case of the electric dipole moment, it is defined as $\mu \equiv -e\sum_i r_i$.

In the second quantized form is $\mu = \sum_{pq} u_{pq}a_p^\dagger a_q$, where $u_{pq} \equiv -e\int \phi^*_p(r) r \phi_q(r) d\mathbf{r}$ is nothing but the single-particle integral. The simulation of the corresponding operator $U_A \equiv e^{-i\lambda A}$, with $A$ replaced by $\mu$, can be performed efficiently after performing the Jordan-Wigner transformation.

### 3.10.5 Derivation of the Spin-Boson Coupling

Consider the full Hamiltonian of two potential energy surfaces,

$$H = |\downarrow\rangle \langle \downarrow| \otimes H_G + |\uparrow\rangle \langle \uparrow| \otimes H_E,$$

(3.22)

where

$$H_G \equiv \Delta_g + H_g$$

(3.23)

is the Hamiltonian for the nuclear motion in the electronic ground state and similarly

$$H_E \equiv \Delta_e + H_e$$

(3.24)
is the nuclear Hamiltonian in the excited state. Here $\Delta_g$ and $\Delta_e$ are the zero-point energies of the two potential energy surfaces. In the second-quantized representation, we consider one normal mode for each local minimum in the potential energy surface,

$$H_g = \omega^{(g)} a^\dagger a \quad \text{and} \quad H_e = \omega^{(e)} b^\dagger b.$$ (3.25)

Here the two normal modes are related by a shift of a real constant $\lambda$, namely

$$b = a + \lambda.$$ (3.26)

Now, we will rewrite the full Hamiltonian in terms of the Pauli matrix

$$\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} = |\uparrow\rangle \langle \uparrow| - |\downarrow\rangle \langle \downarrow|.$$ (3.27)

First of all, we write $H = H_{SB} + H_S$, where

$$H_{SB} = |\downarrow\rangle \langle \downarrow| \otimes \omega^{(g)} a^\dagger a + |\uparrow\rangle \langle \uparrow| \otimes \omega^{(e)} b^\dagger b,$$ (3.28)

and

$$H_S \equiv |\downarrow\rangle \langle \downarrow| \Delta_g + |\uparrow\rangle \langle \uparrow| \Delta_e$$

$$= \frac{1}{2} (\Delta_g + \Delta_e) I + \frac{1}{2} (\Delta_g - \Delta_e) \sigma_z.$$ (3.29)

Next, we use Eq. (3.26) to write $H_{SB}$ as

$$H_{SB} = \Omega (\sigma_z) \otimes a^\dagger a + \frac{1}{2} \lambda \omega^{(e)} (I + \sigma_z) \otimes \left( a^\dagger + a \right).$$ (3.30)
where the frequency of the effective mode becomes spin-dependent,

\[
\Omega (\sigma_z) \equiv \langle \uparrow \rangle \langle \uparrow | \omega^{(g)} + | \downarrow \rangle \langle \downarrow | \omega^{(e)}
= \frac{1}{2} \left( \omega^{(g)} + \omega^{(e)} \right) I + \frac{1}{2} \left( \omega^{(g)} - \omega^{(e)} \right) \sigma_z.
\] (3.31)

3.10.6 Multimode extension of simulating vibronic coupling

In order to extend the method of simulating vibronic coupling to the case with multiple bosonic modes, we now consider the case of Eq. 3.15. If we express the excited state modes in terms of the ground state modes such that

\[
b_k = \sum_j s_{kj} a_j + \lambda_k,
\] (3.32)

we can write \( H \) as

\[
H = H'_s + | \downarrow \rangle \langle \downarrow | \otimes H_G + | \uparrow \rangle \langle \uparrow | \otimes H_E,
\] (3.33)

where

\[
H_G \equiv \sum_k \omega_k^{(g)} a_k^\dagger a_k,
\] (3.34)

and

\[
H_E \equiv \sum_{kj} \omega_k^{(e)} s_{kj} s_{lk} a_j^\dagger a_l + \sum_{kj} \omega_k^{(e)} s_{kj} \lambda_k \left( a_j^\dagger + a_j \right).
\] (3.35)

In the definition of \( H'_s \), the only change from \( H_s \) is given by

\[
\Delta'_e = \Delta_e + \sum_k \lambda_k^2.
\] (3.36)

With knowledge of \( s_{ij} \) and \( \lambda_i \) for all modes, we can then repeat the above procedure to determine the absorption spectrum for a complicated system using a quantum
computer. The above Hamiltonian can be written in a form more familiar to quantum computation as

\[
H = H_s' + \sum_k \Omega_k(\sigma_z) a_k^\dagger a_k \\
+ \frac{1}{2} \sum_{kj} s_{kj} \omega_k^{(e)} \lambda_k (I + \sigma_z) (a_j^\dagger + a_j) \\
+ \frac{1}{2} \sum_k \sum_{j \neq l} s_{kj} s_{lk} \omega_k^{(e)} (I + \sigma_z) a_j^\dagger a_l 
\]  

where we define

\[
\Omega_k(\sigma_z) \equiv \frac{1}{2} (\omega_k^{(g)} + \omega_k^{(e)}) I + \frac{1}{2} (\omega_k^{(g)} - \omega_k^{(e)}) \sigma_z. 
\]

In cases where Duchinsky rotations of the normal modes can be neglected \((s_{ij} = \delta_{ij})\), this expression can be further reduced to

\[
H = H_s' + \sum_k \Omega_k'(\sigma_z) a_k^\dagger a_k \\
+ \frac{1}{2} \sum_k \omega_k^{(e)} \lambda_k (I + \sigma_z) (a_k^\dagger + a_k) 
\]

with the simplification

\[
\Omega_k'(\sigma_z) = \frac{1}{2} (\omega_k^{(g)} + \omega_k^{(e)}) I + \frac{1}{2} (\omega_k^{(g)} - \omega_k^{(e)}) \sigma_z. 
\]
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**Abstract**

Accurate prediction of chemical and material properties from first principles quantum chemistry is a challenging task on traditional computers. Recent developments in quantum computation offer a route towards highly accurate solutions with polynomial

cost, however this solution still carries a large overhead. In this perspective, we aim to bring together known results about the locality of physical interactions from quantum chemistry with ideas from quantum computation. We show that the utilization of spatial locality combined with the Bravyi-Kitaev transformation offers an improvement in the scaling of known quantum algorithms for quantum chemistry and provide numerical examples to help illustrate this point. We combine these developments to improve the outlook for the future of quantum chemistry on quantum computers.

4.1 Introduction

Within chemistry, the Schrödinger equation encodes all information required to predict chemical properties ranging from reactivity in catalysis to light absorption in photovoltaics. Unfortunately the exact solution of the Schrödinger equation is thought to require exponential resources on a classical computer, due to the exponential growth of the dimensionality of the Hilbert space as a function of molecular size. This makes exact methods intractable for more than a few atoms [229].

Richard Feynman first suggested that this scaling problem might be overcome if a more natural approach was taken [70]. Specifically, instead of painstakingly encoding quantum information into a classical computer, one may be able to use a quantum system to naturally represent another quantum system and bypass the seemingly insurmountable storage requirements. This idea eventually developed into the field of quantum computation, which is now believed to hold promise for the solution of problems ranging from factoring numbers [214] to image recognition [12, 182] and protein folding [12, 195].

Initial studies by Aspuru-Guzik et. al. showed that these approaches might be par-
particularly promising for quantum chemistry [6]. There have been many developments both in theory [111, 209, 261] and experimental realization [8, 136, 196, 242] of quantum chemistry on quantum computers. The original gate construction for quantum chemistry introduced by Whitfield et al. [251] was recently challenged as too expensive by Wecker et al. [244]. The pessimistic assessment was due mostly to the extrapolation of the Trotter error for artificial rather than realistic molecular systems, as was analyzed in detail in a followup study by many of the same authors [198]. They subsequently improved the scaling by means of several circuit enhancements [99]. The analysis of the Trotter error on realistic molecules in combination with their improvements led to a recent study where an estimate of the calculation time of Fe$_2$S$_2$ was reduced by orders of magnitude [198]. In this paper, we further reduce the scaling by exploiting the locality of physical interactions with local basis sets as has been done routinely now in quantum chemistry for two decades [41, 85]. These improvements in combination with others make quantum chemistry on a quantum computer a very attractive application for early quantum devices. We describe the scaling under two prominent measurement strategies, quantum phase estimation and Hamiltonian averaging, which is a simple subroutine of the recently introduced Variational Quantum Eigensolver approach [196].

Additionally, recent progress in accurate and scalable solutions of the Schrödinger equation on classical computers has also been significant [5, 30, 41, 85, 102, 212]. Some of these results have already appeared in the quantum computation literature in the context of in depth studies of state preparation [236, 240]. A general review of quantum simulation [38, 80] and one on quantum computation for chemistry [117] cover these topics in more depth. A collection covering several aspects of quantum information and chemistry recently appeared [114]. However many developments that
utilize fundamental physical properties of the systems being studied to enable scalability have not yet been exploited.

In this study, we hope to bring to light results from quantum chemistry as well as their scalable implementation on quantum computers. We begin by reviewing the standard electronic structure problem. Results based on the locality of physical interactions from linear scaling methods in quantum chemistry are then introduced with numerical studies to provide quantification of these effects. A discussion of the resulting impact on the most common quantum algorithms for quantum chemistry follows. We also investigate instances where a perfect oracle is not available to provide input states, demonstrating the need for advances in state preparation technology. Finally, we conclude with an outlook for the future of quantum chemistry on quantum computers.

4.2 Electronic structure problem

To frame the problem and set the notation, we first briefly introduce the electronic structure problem of quantum chemistry [102]. Given a set of nuclei with associated charges \( \{Z_i\} \) and a total charge (determining the number of electrons), the physical states of the system can be completely characterized by the eigenstates \( \{|\Psi_i\rangle\} \) and corresponding eigenvalues (energies) \( \{E_i\} \) of the Hamiltonian \( H \)

\[
H = -\sum_i \frac{\nabla^2_{R_i}}{2M_i} - \sum_i \frac{\nabla^2_{r_i}}{2} - \sum_{i,j} \frac{Z_i}{|R_i - r_j|} + \sum_{j>i} \frac{Z_i Z_j}{|R_i - R_j|} + \sum_{j>i} \frac{1}{|r_i - r_j|},
\]

(4.1)
where we have used atomic units, \( \{ R_i \} \) denote nuclear coordinates, \( \{ r_i \} \) electronic coordinates, \( \{ Z_i \} \) nuclear charges, and \( \{ M_i \} \) nuclear masses. Owing to the large difference in masses between the electrons and nuclei, typically the Born-Oppenheimer approximation is used to mitigate computational cost and the nuclei are treated as stationary, classical point charges with fixed positions \( \{ R_i \} \). Within this framework, the parametric dependence of the eigenvalues on \( \{ R_i \} \), denoted by \( \{ E(\{ R_i \}) \}_j \) determines almost all chemical properties, such as bond strengths, reactivity, vibrational frequencies, etc. Work has been done in the determination of these physical properties directly on a quantum computer [115].

Due to the large energy gaps between electronic levels with respect to the thermal energy scale \( k_B T \), it typically suffices to study a small subset of the eigenstates corresponding to the lowest energies. Moreover, for this reason, in many molecules the lowest energy eigenstate \( |\Psi_0 \rangle \), or ground state, is of primary importance, and for that reason it is the focus of many methods, including those discussed here.

### 4.2.1 Second Quantized Hamiltonian

Direct computation in a positional basis accounting for anti-symmetry in the wavefunction while using the Hamiltonian described is referred to as a first quantization approach and has been explored in the context of quantum computation [116, 243, 246]. The first quantized approach has also been realized in experiment [151]. One may also perform first quantized calculations in a basis of Slater determinants. This was introduced as a representation of the electronic wavefunction by qubits in [6] (the compact mapping) and the efficiency of time evolution in this basis was recently shown [230, 237]. The second quantized approach places the antisymmetry requirements on the operators. After choosing some orthogonal spin-orbital basis \( \{ \varphi_i \} \) with a
number of terms $M$, the second quantized Hamiltonian may be written as

$$\hat{H} = \sum_{pq} h_{pq} a_\dagger_p a_q + \frac{1}{2} \sum_{pqrs} h_{pqrs} a_\dagger_p a_\dagger_q a_r a_s$$

(4.2)

with coefficients determined by

$$h_{pq} = \int d\sigma \, \varphi_p^*(\sigma) \left( -\frac{\nabla_r^2}{2} - \sum_i \frac{Z_i}{|R_i - r|} \right) \varphi_q(\sigma)$$

(4.3)

$$h_{pqrs} = \int d\sigma_1 \, d\sigma_2 \, \frac{\varphi_p^*(\sigma_1) \varphi_q^*(\sigma_2) \varphi_s(\sigma_1) \varphi_r(\sigma_2)}{|r_1 - r_2|}$$

(4.4)

where $\sigma_i$ now contains the spatial and spin components of the electron, $\sigma_i = (r_i, s_i)$.

The operators $a_\dagger_p$ and $a_r$ obey the fermionic anti-commutation relations

$$\{a_\dagger_p, a_r\} = \delta_{p,r}$$

(4.5)

$$\{a_\dagger_p, a_\dagger_r\} = \{a_p, a_r\} = 0$$

(4.6)

For clarity, we note that the basis functions used in quantum chemistry (such as atom-centered Gaussians) are frequently parameterized on the nuclear coordinates $\{R_i\}$, which can result in a dependence on the nuclear positions of the electronic integral terms $\{h_{pqrs}\}$. For notational simplicity the dependence of the integrals on the nuclear positions in this work will remain implied.

4.2.2 Spatial locality

It is clear by inspection that the maximum number of terms in the second-quantized Hamiltonian scales as $O(M^4)$. $M$ can be quite large to reach chemical accuracy for systems of interest, and the number of terms present in the Hamiltonian is a domi-
nant cost factor for almost all quantum computation algorithms for chemistry. However, due to the locality of physical interactions, one might imagine that many of the terms in the Hamiltonian are negligible relative to some finite precision $\epsilon$. While this depends on the basis, it is this observation that forms the foundation for the linear-scaling methods of electronic structure such as linear scaling density functional theory or quantum Monte Carlo [5, 7, 85, 187, 247, 253, 265]. That is, in a local basis, the number of non-negligible terms scales more like $O(M^2)$, and advanced techniques such as fast multipole methods techniques can evaluate their contribution in $O(M)$ time.

These scaling properties are common knowledge within the domain of traditional quantum chemistry, however they have not yet been exploited within the context of quantum computation. They are clearly vitally important for the correct estimate of the asymptotic scaling of any method [6, 111, 244, 251]. For that reason, we review the origin of that scaling here for the most common and readily available local basis, the Gaussian atomic orbital basis. We follow loosely the explanation presented by Helgaker, Jørgensen, and Olsen [102], and refer readers to this text for additional detail on the evaluation of molecular integrals in local basis sets. The two elements we will consider here are the cutoffs due to exponentially vanishing overlaps between Gaussians basis functions and a bound on the value of the largest integral.

By far the most common basis used in electronic structure calculations is a set of atom-centered Gaussian (either Cartesian or “Pure” spherical) functions. While the precise result can depend on the angular momentum associated with the basis function, for simplicity, consider only Gaussian $S$ functions, which is defined by

$$|G_a\rangle = \exp\left(-ar_A^2\right)$$

(4.7)
where \( r_A \) is the vector from a point \( A \) which defines the center of the Gaussian. One property of Gaussian functions that turns out to be useful in the evaluation of molecular integrals is the Gaussian product rule. This rule states simply that the product of two spherical Gaussian functions may be written in terms of a single spherical Gaussian function on the line segment connecting the two centers. Consider two spherical Gaussian functions, \( |G_a\rangle \) and \( |G_b\rangle \) separated along the \( x \)-axis.

\[
\exp \left( -a x_A^2 \right) \exp \left( -b x_B^2 \right) = K_{ab}^x \exp \left( -px_p^2 \right) \tag{4.8}
\]

where \( K_{ab}^x \) is now a constant pre-exponential factor

\[
K_{ab}^x = \exp \left( -\mu X_{AB}^2 \right) \tag{4.9}
\]

and the total exponent \( p \), the reduced exponent \( \mu \), and the Gaussian separation \( X_{AB} \) are given by

\[
p = a + b \tag{4.10}
\]
\[
\mu = \frac{ab}{a + b} \tag{4.11}
\]
\[
X_{AB} = A_x - B_x \tag{4.12}
\]

That is, the product of two spherical Gaussians is a third Gaussian centered between the original two that decays faster than the original two functions, as given by the total exponent \( p \). The overlap integral of two spherical Gaussian \( S \) functions may be obtained through application of the Gaussian product rule after factorizing into the
three Cartesian dimensions, followed by Gaussian integration and is given by

\[ S_{ab} = \langle G_a | G_b \rangle = \left( \frac{\pi}{a + b} \right)^{3/2} \exp \left( -\frac{ab}{a + b} R_{AB}^2 \right) \]  

(4.13)

where \( R_{AB} \) is the distance between the Gaussian centers \( A \) and \( B \). Clearly this integral decays exponentially with the square of the distance between centers, and one may determine a distance \( d_s \) such that beyond that distance, the integrals will be smaller than \( 10^{-k} \) in magnitude.

\[ d_s = \sqrt{a_{\text{min}}^{-1} \log \left[ \left( \frac{\pi}{2a_{\text{min}}} \right)^3 10^{2k} \right]} \]  

(4.14)

where \( a_{\text{min}} \) is the minimal Gaussian exponent \( a \) (most diffuse function) in the set of Gaussian basis functions \( \{|G_a\}\). While the exact decay parameters will depend on the basis set, it is generally true from this line of reasoning that there is a characteristic distance, beyond which all overlap integrals are negligible. This means that the number of interactions per basis function becomes fixed, resulting in a linear number of significant overlap integrals. As kinetic energy integrals are just fixed linear combinations of overlap integrals of higher angular momentum, the same argument holds for them as well.

For \( S \) orbitals, the two-electron Coulomb integral may be written as

\[ h_{abcd} = \frac{S_{ab} S_{cd}}{R_{PQ}} \text{erf}(\sqrt{\alpha} R_{PQ}) \]  

(4.15)

where \( \text{erf} \) is the error function, \( P \) and \( Q \) are Gaussian centers formed through application of the Gaussian product rule to \( |G_a\rangle |G_b\rangle \) and \( |G_c\rangle |G_d\rangle \) respectively. \( R_{PQ} \) is the distance between the two Gaussian centers \( P \) and \( Q \) and \( \alpha \) is the reduced exponent.
derived from \(P\) and \(Q\). For clarity, this may be bounded by the simpler expression

\[
h_{abcd} \leq \min \left( \frac{4\alpha}{\pi} S_{ab} S_{cd}, \frac{S_{ab} S_{cd}}{R_{PQ}} \right)
\]  

(4.16)

The first of these two expressions in the min function comes from the short range bound and the latter from the long range bound of the error function. These bounds show that the integrals are determined by products of overlap terms, such that in the regime where overlap integrals scale linearly, we expect \(O(M^2)\) significant two-electron terms. Moreover, as seen in the long range bound of the two-electron integral, there is some further asymptotic distance beyond which these interactions may be completely neglected, yielding an effectively linear scaling number of significant integrals. This limit can be quite large however, thus practically one expects to observe a quadratic scaling in the number of two-electron integrals (TEI).

Additionally, we note from the form of the integrals, that the maximal values the two-electron integrals will attain are determined by the basis set parameters, such as the width of the Gaussian basis functions or their angular momentum. The implication of this, is that the maximal integral magnitude for the four index two-electron integrals, \(|h_{\text{TEI}}^{\text{max}}|\) will be independent of the molecular size for standard atom centered Gaussian basis sets, and may be treated as a constant for scaling analysis that examine cost as a function of physical system size with fixed chemical composition. The overlap and kinetic energy integrals will similarly have a maximum independent of molecular size past a very small length scale. However, the nuclear attraction integrals must also be considered.

While not typically considered a primary source of difficulty due to the relative ease of evaluation with respect to two-electron integrals, we separate the nuclear at-
traction integrals here due to the fact that the maximal norm of the elements may change as well. The nuclear attraction matrix element between $S$ functions may be written as

$$h_{ab}^{\text{nuc}} = -\sum_i Z_i S_{ab} \frac{R_{Pi}}{R_{Pi}} \text{erf}(\sqrt{p} R_{Pi})$$

(4.17)

where $Z_i$ is the nuclear charge and $R_{Pi}$ refers to the distance between the Gaussian center $P$ with total exponent $p$ formed from the product $|G_a\rangle |G_b\rangle$ to the position of the $i$'th nuclei. Following from the logic above, from the exponentially vanishing overlap $S_{ab}$, at some distance, we expect only a linear number of these integrals to be significant. However, each of the integrals considers the sum over all nuclei, which can be related linearly to the number of basis functions in atom centered Gaussian basis sets. Thus the maximal one-electron integral is not a constant, but rather can be expected to scale with the Coulomb sum over distant nuclear charges. A conservative bound can be placed on such a maximal element as follows.

The temperature and pressure a molecule reside in will typically determine the minimal allowed separation of two distinct nuclei, and will thus define a maximum nuclear density $\rho_{\text{max}}$. Denote the maximum nuclear charge in the systems under consideration as $Z_{\text{max}}$. The maximal density and the number of nuclei will also define a minimal radius that a sphere of charge may occupy $r_{\text{max}}$,

$$r_{\text{max}}^3 = \frac{3Z_{\text{max}} N_{\text{nuc}}}{4\pi \rho_{\text{max}}}$$

(4.18)

where $N_{\text{nuc}}$ is the number of nuclei in the system. Modeling the charge as spread uniformly within this minimal volume and using the maximum of the error function to
find a bound on the maximum for the nuclear attraction matrix element, we find

\[
|h_{ab}^{\text{nuc}}| < 4\pi \rho_{\text{max}} S_{ab} \left| \int_0^{r_{\text{max}}} r^2 dr \frac{1}{r} \right|
\]

\[
= 2\pi \rho_{\text{max}} S_{ab} r_{\text{max}}^2
\]

\[
= \beta_{ab} N_{\text{nuc}}^{2/3}
\]

(4.19)

where \(\beta_{ab}\) is now a system size independent quantity determined only by basis set parameters at nuclei \(a\) and \(b\), and the size dependence is bounded as \(O(N_{\text{nuc}}^{2/3})\). Atom centered Gaussian basis sets will have a number of basis functions which is a linear multiple of the number of nuclei, and as such we may now bound the maximal one-electron integral (OEI) element as

\[
|h_{\text{max}}^{\text{OEI}}| < \beta_{\text{OEI}}^{\text{max}} M^{2/3}
\]

(4.20)

4.2.3 Effect of truncation

The above analysis demonstrates that given some integral magnitude threshold, \(\delta\), there exists a characteristic distance \(d\) between atomic centers, beyond which integrals may be neglected. If one is interested in a total precision \(\epsilon\) in the energy \(E_i\), it is important to know how choosing \(\delta\) will impact the solution, and what choice of \(\delta\) allows one to retain a precision \(\epsilon\).

By specification, the discarded integrals are small with respect to the rest of the Hamiltonian (sometimes as much as 10 orders of magnitude smaller in standard calculations). As such, one expects a perturbation analysis to be accurate. Consider the new, truncated Hamiltonian \(H_t = H + V\), where \(V\) is the negation of the sum of all removed terms, each of which have magnitude less than \(\delta\).
Assuming a non-degenerate spectrum for $H$, from perturbation theory we expect the leading order change in eigenvalue $E_i$ to be given by

$$\Delta E_i = \langle \Psi_i | V | \Psi_i \rangle \quad (4.21)$$

if the number of terms removed from the sum is given by $N_r$, a worst case bound on the magnitude of this deviation follows from the spectrum of the creation and annihilation operators and is given by

$$|\Delta E_i| \leq \sum_{\{h_i: |h_i| < \delta\}} |h_i| \leq N_r \delta \quad (4.22)$$

where $\{h_i: |h_i| < \delta\}$ is simply the set of Hamiltonian elements with norm less than $\delta$ and the first inequality follows directly from the triangle inequality. We emphasize that this is a worst case bound, and generically one expects at least some cancellation between terms, such as kinetic and potential terms, when the Hamiltonian is considered as a whole. Some numerical studies of these cancellation effects have been performed [198], but additional studies are required. Regardless, under this maximal error assumption, by choosing a value

$$\delta \leq \frac{\epsilon}{N_r} \quad (4.23)$$

one retains an accuracy $\epsilon$ in the final answer with respect to the exact answer when measuring the eigenvalue of the truncated Hamiltonian $H_t$. Alternative, one may use the tighter bound based on the triangle inequality and remove the maximum number of elements such that the total magnitude of removed terms is less than $\epsilon$. From the looser but simpler bound, we see a reduction of scaling from $M^4$ to $M^2$ would require
removal of the order of $M^4$ terms from the Hamiltonian, this constraint on $\delta$ can be rewritten in terms of $M$ as
\[
\delta \leq \frac{\epsilon}{M^4}
\] (4.24)

While the perturbation of the eigenvalue will have a direct influence on energy projective measurement methods such as quantum phase estimation, other methods evaluate the energy by averaging. In this case, we do not need to appeal to perturbation theory, and the $\delta$ required to achieve a desired $\epsilon$ can be found directly.

\[
\langle H_t \rangle = \langle \Psi_i | H_t | \Psi_i \rangle \tag{4.25}
\]
\[
= E_i + \langle \Psi_i | V | \Psi_i \rangle \tag{4.26}
\]

We find that under our assumption of worst case error for averaging, the result is identical to that of the first order perturbation of the eigenvalue $E_i$,

\[
|\Delta \langle H_t \rangle| \leq \sum_{\{h_i:|h_i|<\delta\}} |h_i| \leq N_r \delta \tag{4.27}
\]

In summary, we find that for both the consideration of the ground state eigenvalue and the average energy of the ground state eigenvector, there is a simple formula for the value of $\delta$, which scales polynomially in the system size, below which one may safely truncate to be guaranteed an accuracy $\epsilon$ in the final answer. Moreover it suggests a simple strategy that one may utilize to achieve the desired accuracy. That is, sort the integrals in order of magnitude, and remove the maximum number of integrals such that the total magnitude of removed integrals is less than $\epsilon$.

On the subject of general truncation, we note that while there may exist Hamiltonians with the same structure as the second quantized electronic structure Hamiltonian...
tonian that have the property that removal of small elements will cause a drastic
shift in the character of the ground state, this has not been seen for physical sys-
tems in quantum chemistry. Moreover, from the perturbation theory analysis given,
such Hamiltonians would likely need to exhibit degenerate ground electronic states,
which are not common in physical systems. In practice it is observed that remov-
ing elements on the order of \( \delta = 10^{-10} \) and smaller is more than sufficient to retain
both qualitative and quantitative accuracy in systems of many atoms [5, 7, 102, 253].
Moreover, the convergence with respect to this value may be tested easily for any sys-
tems under consideration.

4.2.4 Onset of favorable scaling

While the above analysis shows that locality of interactions in local basis sets pro-
vides a promise that beyond a certain length scale, the number of non-negligible in-
tegrals will scale quadratically in the number of basis functions, it does not provide
good intuition for the size of that length scale in physical systems of interest. Here we
provide numerical examples for chemical systems in basis sets used so far in quantum
computation for quantum chemistry. The precise distance at which locality starts to
reduce the number of significant integrals depends, of course, on the physical system
and the basis set used. In particular, larger, more diffuse basis sets are known to ex-
hibit these effects at comparatively larger length scales than minimal, compact basis
sets. However the general scaling arguments given above hold for all systems of suffi-
cient size.

An additional consideration which must be made for quantum computation, is
that as of yet, no general technology has been developed for direct simulation in non-
orthogonal basis sets. This prohibits direct simulation in the bare atomic orbital ba-
sis, however the use of Löwdin symmetric orthogonalization yields the orthogonal basis set closest to the original atomic orbital basis set in an $l^2$ sense [149, 163]. We find that this is sufficient for the systems we consider, but note that there have been a number of advances in orthogonal basis sets that are local in both the occupied and virtual spaces and may find utility in quantum computation [273]. Moreover, there has been recent work in the use of multiresolution wavelet basis sets that have natural sparsity and orthogonality while providing provable error bounds on the choice of basis [97]. Such a basis also allows one to avoid costly integral transformations related to orthogonality, which are known to scale as $O(M^5)$ when performed exactly. Further research is needed to explore the implications for quantum computation with these basis sets, and we focus here on the more common atom-centered Gaussian basis sets.

As a prototype system, we consider chains of hydrogen atoms separated by 1 Bohr ($a_0$) in the STO-3G basis set, an artificial system that can exhibit a transition to a strongly correlated wavefunction [91]. We count the total number of significant integrals for values of $\delta$ given by $10^{-15}$ and $10^{-7}$ for the symmetrically orthogonalized atomic orbital (OAO) basis and the canonical Hartree-Fock molecular orbital (MO) basis. The results are displayed in Fig. 4.1 and demonstrate that with a cutoff of $\delta = 10^{-7}$ the localized character of the OAO’s allows for a savings of on the order of $6 \times 10^6$ integrals with respect to the more delocalized canonical molecular orbitals. The $s$ in the labeling of the orbital bases simply differentiates between two possible cutoffs. These dramatic differences begin to present with atomic chains as small as 10 Å in length in this system with this basis set.

As an additional example, we consider linear alkane chains of increasing length. The results are displayed in Fig. 4.2 and again display the dramatic advantages of
Figure 4.1: The number of significant (magnitude > $10^{-15}$) spin-orbital integrals in the STO-3G basis set as a function of the number of hydrogens in a linear hydrogen chain with a separation of 1 $a_0$ for the Hartree-Fock canonical molecular orbital basis (MO) and the symmetrically orthogonalized atomic orbital basis (OAO). The sMO and sOAO, shows the same quantity with a sharper cutoff ($10^{-7}$) and demonstrates the advantage to localized atomic basis functions at length scales as small as 10 Å.

preserving locality in the basis set. By the point one reaches 10 carbon atoms, a savings of almost $10^8$ integrals can be achieved at a truncation level of $10^{-7}$.

Although localized basis sets provide a definitive scaling advantage in the medium-large size limit for molecules, one often finds that in the small molecule limit canonical molecular orbitals, the orbitals from the solution of the Hartree-Fock equations under the canonical condition, provide a more sparse representation. This is observed in the hydrogen and alkanes chains studied here for the smallest molecule sizes, and the transition for this behavior will generally be basis set dependent. For example in the alkane chains smaller than C$_4$H$_{10}$ studied here, such as C$_3$H$_8$, the number of significant integrals in the MO basis at a threshold of $10^{-7}$ is roughly 80% of that in the atomic orbital basis. The reason is that at smaller length scales, the “delocalized”
canonical molecule orbitals have similar size to the more localized atomic orbitals, but with the additional constraint of the canonical condition, a sufficient but not necessary condition for the solution of the Hartree-Fock equations that demands the Fock matrix be diagonal (as opposed to the looser variational condition of block-diagonal between the occupied and virtual spaces). A side effect of the canonical condition is that in the canonical molecular orbital basis many of the $h_{pqrs}$ terms for distinct indices are reduced in magnitude. However, there are not enough degrees of freedom present in the orbital rotations for this effect to persist to larger length scales, and as a result local basis sets eventually become more advantageous. Moreover, it is known that at larger length scales, the canonical conditions tend to favor maximally delocalized orbitals, which can reduce the advantages of locality. These effects have been studied in some detail in the context of better orbital localizations by relaxing the canonical condition in Hartree-Fock and the so-called Least-Change Hartree-Fock method coupled with fourth-moment minimization [273].

4.3 Quantum energy estimation

Almost all algorithms designed for the study of quantum chemistry eigenstates on a quantum computer can be separated into two distinct parts: 1. state preparation and 2. energy estimation. For the purposes of analysis, it is helpful to treat the two issues separately, and in this section we make the standard assumption in doing so, that an oracle capable of producing good approximations to the desired eigenstates $|\Psi_i\rangle$ at unit cost is available. Under this assumption, energy estimation for a fixed desired precision $\epsilon$ is known to scale polynomially in the size of the system for quantum chemistry, however the exact scaling costs and tradeoffs depend on the details of the
Figure 4.2: The number of significant (magnitude > $10^{-15}$) spin-orbital integrals in the STO-3G basis set as a function of the number of carbons in a linear alkane chain for the Hartree-Fock canonical molecular orbital basis (MO) and the symmetrically orthogonalized atomic orbital basis (OAO). The sMO and sOAO shows the same quantity with a sharper cutoff ($10^{-7}$) and demonstrates the dramatic advantage to localized atomic basis even at this small atomic size.

method used. Here we compare the costs and benefits of two prominent methods of energy estimation used in quantum computation for chemistry: quantum phase estimation and Hamiltonian averaging.

4.3.1 QUANTUM PHASE ESTIMATION

The first method used for the energy estimation of quantum chemical states on a quantum computer was quantum phase estimation [2, 6, 122]. The method works by evolving the given quantum eigenstate $|\Psi_i\rangle$ forward under the system Hamiltonian $H$ for a time $T$, and reading out the accumulated phase, which can be easily mapped to the associated eigenenergy $E_i$. While the basic algorithm and its variations can have many different components, the cost is universally dominated by the coherent evolution of the system.
To evolve the system under the Hamiltonian, one must find a scalable way to implement the unitary operator \( U = e^{-iHT} \). The standard procedure for accomplishing this task is the use of Suzuki-Trotter splitting [222, 233], which approximates the unitary operator (at first order) as

\[
U = e^{-iHT} = \left( e^{-iH(T/m)} \right)^m \\
= \left( e^{-i(\sum_i H_i)\Delta t} \right)^m \approx \left( \prod_i e^{-iH_i\Delta t} \right)^m
\]

(4.28)

where \( \Delta t = T/m \) and \( H_i \) is a single term from the Bravyi-Kitaev transformed system Hamiltonian. Higher order Suzuki-Trotter operator splittings and their benefits have been studied in the context of quantum simulation by Berry et al. [21] and in an early arXiv version of Ref. [250], namely [250], but we largely focus on the first order formula in this work. If each of the simpler unitary operators \( e^{-iH_i\Delta t} \) has a known gate decomposition, the total time evolution can be performed by chaining these sequences together.

The use of the Suzuki-Trotter splitting can be thought of as an evolution under an approximate Hamiltonian \( \tilde{H} \), given by \( e^{-i\tilde{H}T} \), whose eigenspectrum deviates from the original Hamiltonian by a factor depending on time-step \( \Delta t \). The precise dependence of this bias depends on the order of the Suzuki-Trotter expansion used. The total resolution, \( \epsilon \), in the energies of the approximate Hamiltonian \( \tilde{H} \) is determined by the total evolution time \( T \). Thus to achieve an accuracy of \( \epsilon \) in the final energy, one must utilize a time step \( \Delta t \) small enough that the total bias is less than \( \epsilon \) and a total run time \( T \) such that the resolution is better than \( \epsilon \). If the number of gates required to implement a single timestep \( \Delta t \) is given by \( N_g \), then the dominant cost of simulation
(all of which must be done coherently) is given by

\[ N_c = N_g \left\lceil \frac{T}{\Delta t} \right\rceil \]  \hspace{1cm} (4.29)

The total evolution time \( T \) required to extract an eigenvalue to chemical precision \( \epsilon_{\text{chem}} = 10^{-3} \) is typically set at the Fourier limit independent of molecular size and thus can be considered a constant for scaling analysis. We then focus on the number of gates per Suzuki-Trotter time step, \( N_g \), and the time step \( \Delta t \) required to achieve the desired precision.

In a first order Suzuki-Trotter splitting, the number of gates per Trotter time step is given by the number of terms in the Hamiltonian multiplied by the number of gates required to implement a single elementary term for the form \( e^{-iH_i\Delta t} \). The gates per elementary term can vary based on the particular integral, however for simplicity in developing bounds we consider this as constant here. The number of terms, is known from previous analysis in this work to scale as \( O(M^2) \) or in the truly macroscopic limit \( O(M) \). The number of gates required to implement a single elementary term depends on the transformation used from fermionic to qubit operators. The Jordan-Wigner transformation \([112]\) results in non-local terms that carry with them an overhead that scales as the number of qubits, which in this case will be \( O(M) \). Although there have been developments in methods to use teleportation to perform these non-local operations in parallel \([111]\) and by improving the efficiency of the circuits computing the phases in the Jordan-Wigner transformation \([99]\), these issues can also be alleviated by choosing the Brayvi-Kitaev transformation that carries an overhead only logarithmic in the number of qubits, \( O(\log M) \) \([35, 209]\). As a result, one expects the number of gates per Suzuki-Trotter time step \( N_g \) to scale as \( O(M^2 \log M) \) or in
a truly macroscopic limit $O(M \log M)$.

To complete the cost estimate with fixed total time $T$, one must determine how the required time step $\Delta t$ scales with the size of the system. As mentioned above, the use of the Suzuki-Trotter decomposition for the time evolution of $H$ is equivalent to evolution under an effective Hamiltonian $\tilde{H} = H + V$, where the size of the perturbation is determined by the order of the Suzuki-Trotter formula used and the size of the timestep. Once the order of the Suzuki-Trotter expansion to be used has been determined, the requirement on the timestep is such that the effect of $V$ on the eigenvalue of interest is less than the desired accuracy in the final answer $\epsilon$.

This has been explored previously [99, 198], but we now examine this scaling in our context. To find $V$, one may expand the $k$’th order Suzuki-Trotter expansion of the evolution of $\tilde{H}$ into a power series as well as the power series of the evolution operator $\exp[-i(H + V)\Delta t]$, and find the leading order term $V$. As a first result, we demonstrate that for a $k$’th order propagator, the leading perturbation on the ground state eigenvalue for a non-degenerate system is $O(\Delta t)^{k+1}$.

Recall the power series expansion for the propagator

$$\exp[-i(H + V)\Delta t] = \sum_{j=0}^{\infty} \frac{(-i)^j}{j!} (H + V)^j (\Delta t)^j$$

The definition of a $k$’th order propagator, is one is that correct through order $k$ in the power series expansion. As such, when this power series is expanded, $V$ must make no contribution in the terms until $O((\Delta t)^{k+1})$. For this to be possible, it’s clear that $V$ must depend on $\Delta t$. In order for it to vanish for the first $k$ terms, $V$ must be proportional to $(\Delta t)^k$. Moreover, due to the alternation of terms between imaginary and real at each order in the power series with the first term being imaginary, the first possi-
ble contribution is order \((\Delta t)^k\) and imaginary. As is common in quantum chemistry, we assume a non-degenerate and real ground state, and thus the contribution to the ground state eigenvalue is well approximated by first order perturbation theory as

\[
E^{(1)} = \langle \Psi_g | V | \Psi_g \rangle \tag{4.31}
\]

however, as \(V\) is imaginary Hermitian and the ground state is known to be real in quantum chemistry, this expectation value must vanish. Thus the leading order perturbation to the ground state eigenvalue is at worst the real term depending on \((\Delta t)^{k+1}\).

To get a more precise representation of \(V\) for a concrete example, we now consider the first order \((k = 1)\) Suzuki-Trotter expansion. As expected, the leading order imaginary error term is found to be

\[
V^{(0)} = \frac{\Delta t}{2} \sum_{j < k} i [H_j, H_k] \tag{4.32}
\]

whose contribution must vanish due to it being an imaginary Hermitian term. Thus we look to the leading contributing error depending on \((\Delta t)^2\), which has been obtained previously\[198\] from a Baker-Campbell-Hausdorff(BCH) expansion to read

\[
V^{(1)} = \frac{(\Delta t)^2}{12} \sum_{i \leq j} \sum_j \sum_{k < j} \left[ H_i \left( 1 - \frac{\delta_{ij}}{2} \right), [H_j, H_k] \right] \tag{4.33}
\]

Thus the leading order perturbation is given by third powers of the Hamiltonian operators. To proceed, we count the number of one- and two-electron integrals separately as \(N_{\text{int}}^{\text{OEI}}\) and \(N_{\text{int}}^{\text{TEI}}\) respectively. Their maximal norm elements are similarly denoted by \(h_{\text{max}}^{\text{OEI}}\) and \(h_{\text{max}}^{\text{TEI}}\). From this, we can draw a worst case error bound on the perturba-
tion of the eigenvalue given by

\[ E^{(1)} \leq \frac{(\Delta t)^2}{12} \sum_{i \leq j} \sum_{j} \sum_{k < j} \left| H_i \left( 1 - \frac{\delta_{ij}}{2} \right) \right| [H_j, H_k] \]

\[ \leq \left( |h_{\text{OEI}}^{\text{max}}| N_{\text{int}}^{\text{OEI}} + |h_{\text{TEI}}^{\text{max}}| N_{\text{int}}^{\text{TEI}} \right)^3 (\Delta t)^2 
\leq \left( |\beta_{\text{OEI}}^{\text{max}}| M^{2/3} N_{\text{int}}^{\text{OEI}} + |h_{\text{TEI}}^{\text{max}}| N_{\text{int}}^{\text{TEI}} \right)^3 (\Delta t)^2 \]

(4.34)

Where the first inequality follows from the triangle inequality and the second is a looser, but simpler bound, that may be used to elucidate the scaling behavior. Holding the looser bound to the desired precision in the final answer \( \epsilon \), this yields

\[ :Delta: t :le: \left[ \frac{\epsilon}{\left( |\beta_{\text{OEI}}^{\text{max}}| M^{2/3} N_{\text{int}}^{\text{OEI}} + |h_{\text{TEI}}^{\text{max}}| N_{\text{int}}^{\text{TEI}} \right)^3} \right]^{1/2} \]

(4.35)

We emphasize that this is a worst case bound from first order perturbation theory, including no possible cancellation between Hamiltonian terms. Some preliminary work has been done numerically in establishing average cancellation between terms that shows these worst case bounds are too pessimistic [198]. Additionally, a rigorous bound not depending on perturbation theory has been previously derived [198, 244]. Continuing, we expect the total scaling under a first order Suzuki-Trotter expansion using a Bravy-Kitaev encoding to be bounded by

\[ N_c = N_g \left[ \frac{T}{\Delta t} \right] \leq \frac{N_g}{\Delta t} \leq \left( |\beta_{\text{OEI}}^{\text{max}}| M^{2/3} N_{\text{int}}^{\text{OEI}} + |h_{\text{TEI}}^{\text{max}}| N_{\text{int}}^{\text{TEI}} \right)^{3/2} N_{\text{int}} \log M \]

(4.36)

and in the large size limit where the number of significant two-electron integrals in a
local basis set scales quadratically and the number of significant one-electron integrals scales linearly, this may be bounded by

\[ N_c \leq \kappa \left( |\beta_{\text{OEI}}^{\text{max}}| M^{5/3} + |\beta_{\text{TEI}}^{\text{max}}| M^2 \right)^{3/2} (M^2 + M) e^{3/2} (\log M)^{-1} \]  

where \( \kappa \) is a positive constant that will depend on the basis set and this expression scales as \( O(M^5 \log M) \) in the number of spin-orbital basis functions.

4.3.2 Hamiltonian averaging

The quantum phase estimation algorithm has been central in almost all algorithms for energy estimation in quantum simulation. However, it has a significant practical drawback in that after state preparation, all the desired operations must be performed coherently. A different algorithm for energy estimation has recently been introduced [196, 261] that lifts all but an \( O(1) \) coherence time requirement after state preparation, making it amenable to implementation on quantum devices in the near future. We briefly review this approach, which we will call Hamiltonian averaging, and bound its costs in applications for quantum chemistry.

As in quantum phase estimation, in Hamiltonian averaging one assumes the eigenstates \( |\Psi_i\rangle \) are provided by some oracle. By use of either the Jordan-Wigner or Bravyi-Kitaev transformation, the Hamiltonian may be written as a sum of tensor products of Pauli operators. These transformations at worst conserve the number of independent terms in the Hamiltonian, thus we may assume for our worst case analysis the number of terms is fixed by \( N_{\text{int}} \) and the coefficients remain unchanged. From the provided copy of the state and transformed Hamiltonian, to obtain the energy one
simply performs the average

$$\langle \hat{H} \rangle = \sum_{i,j,k,\ldots \in x,y,z} h_{ijkl\ldots} \langle \sigma_1^i \otimes \sigma_2^j \otimes \sigma_3^k \ldots \rangle$$ (4.38)

by independent Pauli measurements on the provided state \(|\Psi_i\rangle\) weighted by the coefficients \(h_{ijkl\ldots}\), which are simply a relabeling of the previous two-electron integrals for convenience with the transformed operators. As \(|\Psi_i\rangle\) is an eigenstate, this average will correspond to the desired eigenvalue \(E_i\) with some error related to sampling that we now quantify.

Consider an individual term

$$X_{ijkl\ldots} = h_{ijkl\ldots} \sigma_1^i \otimes \sigma_2^j \otimes \sigma_3^k \ldots$$ (4.39)

it is clear from the properties of qubit measurements, that the full range of values this quantity can take on is \([-h_{ijkl\ldots}, h_{ijkl\ldots}]\). As a result, we expect that the variance associated with this term can be bounded by

$$\text{Var} [X_{ijkl\ldots}] \leq |h_{ijkl\ldots}|^2$$ (4.40)

Considering a representative element, namely the maximum magnitude integral element \(h_{\text{max}}\), we can bound the variance of \(\hat{H}\) as

$$\text{Var} \left[ \hat{H} \right] \leq N_{\text{int}}^2 |h_{\text{max}}|^2$$ (4.41)

The variance of the mean, which is the relevant term for our sampling error, comes
from the central limit theorem and is bounded by

\[
\text{Var} \left[ \langle \hat{H} \rangle \right] \leq \frac{\text{Var} \left[ \hat{H} \right]}{N} \tag{4.42}
\]

where \( N \) is the number of independent samples taken of \( \langle \hat{H} \rangle \). Collecting these results, we find

\[
\text{Var} \left[ \langle \hat{H} \rangle \right] \leq \sum \frac{|h_{ijkl...}|^2}{N} \leq \left( |\beta_{\text{OEI}}| M^{2/3} N_{\text{OEI}}^{\text{int}} + |h_{\text{TEI}}| N_{\text{TEI}}^{\text{int}} \right)^2 \tag{4.43}
\]

Now setting the variance to the desired statistical accuracy \( \epsilon^2 \) (which corresponds to a standard error of \( \epsilon \) at a 68\% confidence interval), we find the number of independent samples expected, \( N_s \), is bounded by

\[
N_s \leq \frac{\left( |\beta_{\text{OEI}}| M^{2/3} N_{\text{OEI}}^{\text{int}} + |h_{\text{TEI}}| N_{\text{TEI}}^{\text{int}} \right)^2}{\epsilon^2} \tag{4.44}
\]

If a single independent sample of \( \langle \hat{H} \rangle \) requires the measurement of each of the \( N_{\text{int}} \) quantities, then the bound on the total cost in the number of state preparations and measurements, \( N_m \) is

\[
N_m \leq \frac{N_{\text{int}} \left( |\beta_{\text{OEI}}| M^{2/3} N_{\text{OEI}}^{\text{int}} + |h_{\text{TEI}}| N_{\text{TEI}}^{\text{int}} \right)^2}{\epsilon^2} \tag{4.45}
\]

which if one considers the large size limit, such that the number of two-electron integrals scales quadratically and the number of one-electron integrals scales linearly, we
find
\[ N_m \leq \kappa \frac{(M + M^2) \left( |\beta_{\text{OEI}}^\text{max}| M^{5/3} + |h_{\text{TEI}}^\text{max}| M^2 \right)^2}{\epsilon^2} \] (4.46)

where \( \kappa \) is a positive constant that depends upon the basis set. It is clear that this expression scales as \( O(M^6) \) in the number of spin-orbital basis functions. We see from this, that under the same maximum error assumptions, Hamiltonian averaging scales only marginally worse in the number of integrals and precision as compared to quantum phase estimation performed with a first order Suzuki-Trotter expansion, but has a coherence time requirement of \( O(1) \) after each state preparation. Note that each measurement is expected to require single qubit rotations that scale as either \( O(M) \) for the Jordan-Wigner transformation or \( O(\log M) \) for the Bravyi-Kitaev transformation. However, we assume that these trivial single qubit rotations can be performed in parallel independent of the size of the system without great difficulty, and we thus don’t consider this in our cost estimate. This method is a suitable replacement for quantum phase estimation in situations where coherence time resources are limited and good approximations to the eigenstates are readily available. Additional studies are needed to quantify the precise performance of the two methods beyond worst case bounds.

4.4 Using imperfect oracles

A central assumption for successful quantum phase estimation and typically any energy evaluation scheme is access to some oracle capable of producing good approximations to the eigenstate of interest, where a “good” approximation is typically meant to imply an overlap that is polynomial in the size of the system. Additionally, a sup-
posed benefit of phase estimation over Hamiltonian averaging is that given such a
good (but not perfect) guess, by projective measurement in the energy basis, in prin-
ciple one may avoid any bias in the final energy related to the initial state. Here we
examine this assumption in light of the Van-Vleck catastrophe [239], which we review
below, and examine the consequences for measurements of the energy by QPE and
Hamiltonian averaging.

The Van Vleck catastrophe [239] refers to an expected exponential decline in the
quality of trial wavefunctions, as measured by overlap with the true wavefunction of a
system, as a function of size. We study a simple case of the catastrophe here in order
to frame the consequences for quantum computation. Consider a model quantum sys-
tem consisting of a collection of $N$ non-interacting two level subsystems with subsystem
Hamiltonians given by $H_i$. These subsystems have ground and excited eigenstates
$|\psi^g_i\rangle$ and $|\psi^e_i\rangle$ with eigenenergies $E^g_i < E^e_i$, such that the total Hamiltonian is given by

$$H = \sum_i H_i$$

and eigenstates of the total Hamiltonian are formed from tensor products of the eigen-
states of the subsystems. As such the ground state of the full system is given by

$$|\Psi^g\rangle = \bigotimes_{i=0}^{N-1} |\psi^g_i\rangle$$

Now suppose we want to measure the ground state energy of the total system, but
the oracle is only capable of producing trial states for each subsystem $|\psi^i_l\rangle$ such that
\(\langle \psi^i_t | \psi^i_g \rangle = \Delta\), where \(|\Delta| < 1\). The resulting trial state for the whole system is

\[
|\Psi_t\rangle = \bigotimes_{i=0}^{N-1} |\psi^i_t\rangle
\] (4.49)

From normalization of the two level system, we may also write the trial state as

\[
|\psi^i_t\rangle = \Delta |\psi^i_g\rangle + e^{-i\theta} \sqrt{1 - \Delta^2} |\psi^i_e\rangle
\] (4.50)

where \(\theta \in [0, 2\pi]\). Moreover, from knowledge of the gap, one can find the expected energy on each subsystem, which is given by

\[
\langle \psi^i_t | H_i | \psi^i_t \rangle = \Delta^2 E_g + (1 - \Delta^2) E_e
\] (4.51)

For the case of Hamiltonian averaging on the total system, the expected answer is given by

\[
E = \langle \Psi_t | H | \Psi_t \rangle
= \sum_{i=0}^{N-1} \langle \psi^i_t | H_i | \psi^i_t \rangle
= N (\Delta^2 E_g + (1 - \Delta^2) E_e)
\] (4.52)

which yields an energy bias from the true ground state, \(\epsilon_b\), given by

\[
\epsilon_b = N (\Delta^2 E_g + (1 - \Delta^2) E_e) - NE_g
= N (1 - \Delta^2)(E_e - E_g)
= N (1 - \Delta^2) \omega
\] (4.53)
where we denote the gap for each subsystem as $\omega = (E_e - E_g)$. As such, it is clear that the resulting bias is only linear in the size of the total system $N$.

Quantum phase estimation promises to remove this bias by projecting into the exact ground state. However, this occurs with a probability proportional to the square of the overlap of the input trial state with the target state. In this example, this is given by

$$|\langle \Psi_t | \Psi_g \rangle|^2 = \Delta^2 N$$

which is exponentially small in the size of the system. That is, quantum phase estimation is capable of removing the bias exactly in this example non-interacting system, but at a cost which is exponential in the size of the system. The expected cost of removing some portion of the bias may be calculated by considering the distribution of states and corresponding energies.

Consider first the probability of measuring an energy with a bias of $\epsilon(M) = M(1 - \Delta^2)\omega$. For this to happen, it is clear that exactly $M$ of the subsystems in the measured state are in the excited state. It is clear that this is true for the eigenvectors, and the square of the overlap with such an eigenstate is $(\Delta^2)^{N-M}(1 - \Delta^2)^M$ or

$$P(\epsilon(M)) = \binom{N}{M} (\Delta^2)^{N-M}(1 - \Delta^2)^M$$

which is clearly a binomial distribution. As a result, in the large $N$ limit, this distri-
bution is well approximated by a Gaussian and we may write

\[ P(\epsilon) \approx \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{1}{2} \left( \frac{M - \bar{N}}{\sigma} \right)^2 \right] \]  

\[ \bar{N} = N(1 - \Delta^2) \]  

\[ \sigma^2 = N\Delta^2(1 - \Delta^2) \]

Bringing this together, we find that the probability of measuring a bias of less than \( \epsilon(M) \) is given by

\[ P(< \epsilon) = \frac{1}{\sqrt{2\pi\sigma^2}} \int_0^M dM' \exp \left[ -\frac{1}{2} \left( \frac{M' - \bar{N}}{\sigma} \right)^2 \right] \]

\[ = \frac{1}{2} \left[ \text{erf} \left( \frac{M - \bar{N}}{\sqrt{2\sigma^2}} \right) + \text{erf} \left( \frac{\bar{N}}{\sqrt{2\sigma^2}} \right) \right] \]

where erf is again the error function.

Thus the expected cost in terms of number of repetitions of the full phase estimation procedure to remove a bias of at least \( \epsilon(M) \) from this model system is

\[ C(< \epsilon(M)) = \frac{1}{P(< \epsilon(M))} \]

\[ = 2 \left[ \text{erf} \left( \frac{M - \bar{N}}{\sqrt{2\sigma^2}} \right) + \text{erf} \left( \frac{\bar{N}}{\sqrt{2\sigma^2}} \right) \right]^{-1} \]

We plot the expected cost function for a range of oracle guess qualities \( \Delta \) on a modest system of \( N = 100 \) in Fig 4.3. From this, we see that the amount of bias that can feasibly be removed depends strongly on the quality of the oracle guess. Generically, we see that for any fixed imperfect guess on the subsystem level\(|\Delta| < 1\), there will be an exponential cost in phase estimation related to perfect removal of the bias.
Figure 4.3: A log log plot of the expected cost in number of repetitions of measuring an energy with a bias $\epsilon(M)$ as a function of $M$ in quantum phase estimation for different values of the oracle quality $\Delta$. A system of $N = 100$ non-interacting subsystems is considered. A perfect, unbiased answer corresponds to $M = 0$ with expected cost $O(\Delta^{2N})$, however to aid in visualization this plot is provided only beyond $M = 1$. In general one sees that depending on the oracle quality $\Delta$, different fractions of the bias may be removed with ease, but there is always some threshold for imperfect guesses ($|\Delta| < 1$) such that there is an exponential growth in cost.

This problem can be circumvented by improving the quality of the subsystem guesses as a function of system size. In particular, one can see that if $|\Delta|$ is improved as $\left(1 - 1/(2N)\right)$ then $|\Delta|^{2N}$ is $O(1)$. However, as the subsystems in a general case could be of arbitrary size, classical determination of a subsystem state of sufficient quality may scale exponentially in the required precision and thus system size. Moreover, one would not expect the problem to be easier in general cases where interactions between subsystems are allowed. As a result, further developments in variational methods [196], quantum cooling [260], and adiabatic state preparation [6, 10, 236] will be of key importance in this area. Moreover improvements in the ansatze used to prepare the wave function such as multi-configurational self consistent field calculations(MCSCF) [236, 240] or unitary coupled cluster (UCC) [261] will be integral parts...
of any practical quantum computing for quantum chemistry effort.

4.5 Adiabatic computation

A complementary solution for the problem of molecular simulation on quantum computers is that of adiabatic quantum computation. It is not known to show the same direct dependence on the overlap of the initial guess state as QPE, which may allow it to solve different problems than the quantum phase estimation or variational quantum eigensolver in practice. In [10], Babbush et al. show how to scalably embed the eigenspectra of molecular Hamiltonians in a programmable physical system so that the adiabatic algorithm can be applied directly. In this scheme, the molecular Hamiltonian is first written in second quantization using fermionic operators. This Hamiltonian is then mapped to a qubit Hamiltonian using the Bravyi-Kitaev transformation [35, 209]. The authors show that the more typical Jordan-Wigner transformation cannot be used to scalably reduce molecular Hamiltonians to 2-local qubit interactions as the Jordan-Wigner transformation introduces linear locality overhead which translates to an exponential requirement in the precision of the couplings when perturbative gadgets are applied. Perturbative gadgets are used to reduce the Bravyi-Kitaev transformed Hamiltonian to a 2-local programmable system with a restricted set of physical couplings. Finally, tunneling spectroscopy of a probe qubit [20] can be used to measure eigenvalues of the prepared state directly.

While the exact length of time one must adiabatically evolve is generally unknown, Babbush et al. argue that the excited state gap could shrink polynomially with the number of spin-orbitals when interpolating between exactly preparable noninteracting subsystems and the exact molecular Hamiltonian in which those subsystems inter-
This would imply that adiabatic state preparation is efficient. Their argument is based on the observation that molecular systems are typically stable in their electronic ground states and the natural processes which produce these states should be efficient to simulate with a quantum device. Subsequently, Veis and Pittner analyzed adiabatic state preparation for a set of small chemical systems and observed that for all configurations of these systems, the minimum gap occurs at the very end of the evolution when the state preparation is initialized in an eigenstate given by a CAS (complete active space) ground state [236]. The notion that the minimum gap could be bounded by the physical HOMO (highest occupied molecular orbital) - LUMO (lowest unoccupied molecular orbital) gap lends support to the hypothesis put forward by Babbush et al.

4.5.1 Resources for adiabatic quantum chemistry

In the adiabatic model of quantum computation, the structure of the final problem Hamiltonian (encoding the molecular eigenspectrum) determines experimental resource requirements. Since programmable many-body interactions are generally unavailable, we will assume that any experimentally viable problem Hamiltonian must be 2-local. Any 2-local Hamiltonian on $n$ qubits can be expressed as,

$$H = \alpha \cdot 1 + \sum_{i=1}^{n} \vec{\beta}_i \cdot \vec{\sigma}_i + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \vec{\gamma}_{ij} \cdot (\vec{\sigma}_i \otimes \vec{\sigma}_j) \quad (4.61)$$

where $\vec{\sigma}_i = (\sigma^x_i, \sigma^y_i, \sigma^z_i)$ is the vector of Pauli matrices on the $i$th qubit, $\alpha \in \mathbb{R}$ is a scalar and $\vec{\beta}_i \in \mathbb{R}^3$ and $\vec{\gamma}_{ij} \in \mathbb{R}^{9}$ are vectors of coefficients for each possible term.

In addition to the number of qubits, the most important resources are the number of qubit couplings and the range of field values needed to accurately implement the
Hamiltonian. Since local fields are relatively straightforward to implement, we are concerned with the number of 2-local couplings,

\[ \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \text{card} (\vec{\gamma}_{ij}) \] (4.62)

where \( \text{card} (\vec{v}) \) is the number of nonzero terms in vector \( \vec{v} \). Since the effective molecular electronic structure Hamiltonian is realized perturbatively, there is a tradeoff between the error in the eigenspectrum of the effective Hamiltonian, \( \epsilon \), and the strength of couplings that must be implemented experimentally. The magnitude of the perturbation is inversely related to the gadget spectral gap \( \Delta \) which is directly proportional to the largest term in the Hamiltonian,

\[ \max_{ij} \{ \| \vec{\gamma}_{ij}(\epsilon) \|_\infty \} \propto \Delta (\epsilon). \] (4.63)

Thus, the smaller \( \Delta \) is, the easier the Hamiltonian is to implement but the greater the error in the effective Hamiltonian. In general, there are other important resource considerations but these are typically scale invariant; for instance, the geometric locality of a graph or the set of allowed interaction terms. The Hamiltonian can be modified to fit such constraints using additional perturbative gadgets but typically at the cost of using more ancilla qubits that require greater coupling strength magnitudes.

### 4.5.2 Estimates of qubit and coupler scaling

The Bravyi-Kitaev transformation is crucial when embedding molecular electronic structure in 2-local spin Hamiltonians due to the fact that this approach guarantees a logarithmic upper-bound on the locality of the Hamiltonian. A loose upper-bound
(i.e. overestimation) for the number of qubits needed to gadgetize the molecular electronic Hamiltonian can be obtained by assuming that all terms have the maximum possible locality of $O(\log(M))$ where $M$ is the number of spin-orbitals.

In general, the number of terms produced by the Bravyi-Kitaev transformation scales the same as the number of integrals in the electronic structure problem, $O(M^4)$; however, as pointed out in an earlier section, this bound can be reduced to $O(M^2)$ if a local basis is used and small integrals are truncated. Using the “bit-flip” gadgets of [113, 119] to reduce $M^2$ terms of locality $\log(M)$, we would need $M^2\log(M)$ ancilla. Since the number of ancilla qubits is always more than the number of logical qubits for this problem, an upper-bound on the total number of qubits needed is $O(M^2\log(M))$.

The number of couplings needed will be dominated by the number of edges introduced by ancilla systems required as penalty terms by the bit-flip gadgets. Each of the $O(M^2)$ terms is associated with a different ancilla system which contains a number of qubits equal to the locality of that term. Furthermore, all qubits within an ancilla system are fully connected. Thus, if we again assume that all terms have maximum locality, an upper-bound on the number of couplers is $O(M^2\log^2(M))$.

Based on this analysis, the adiabatic approach to quantum chemistry has rather modest qubit and coupler requirements.

### 4.5.3 Estimates of spectral gap scaling

In [10], Babbush et al. reduce the locality of interaction terms using perturbative gadgets from the “bit-flip” family, first introduced in [119] and later generalized by [113]. In the supplementary material presented in a later paper analyzing the scaling of gad-
get constructions [40], it is shown that for bit-flip gadgets, $\lambda^{k+1}/\Delta^k = O(\epsilon)$ and

$$\max_{ij} \{\|\tilde{\gamma}_{ij}(\epsilon)\|_\infty\} = O\left(\frac{\lambda^k}{\Delta^{k-1}}\right). \quad (4.64)$$

Here, $\lambda$ is the perturbative parameter, $\Delta$ is the spectral gap, $\epsilon$ is the error in the eigenspectrum and $\tilde{\gamma}_{ij}$ is the coefficient of the term to be reduced. Putting this together and representing the largest coupler value as $\gamma$, we find that $\Delta = \Omega(\epsilon^{-k}\gamma^k)$, where $\Omega$ is the “Big Omega” lower bound. Due to the Bravyi-Kitaev transformation, the locality of terms is bounded by, $k = O(\log(M))$; thus, $\Delta = \Omega(\epsilon^{-\log(M)}\gamma\log(M))$.

Prior analysis from this paper indicates that the maximum integral size is bounded by $\gamma \leq |\beta_{\text{OEI}}| M^{2/3}$. This gives us the bound,

$$\Delta = \Omega\left(\epsilon^{-\log(M)}\left\|\beta_{\text{OEI}} M^{2/3}\right\|_{\log(M)}\right). \quad (4.65)$$

However, $\Delta$ also depends polynomially on $M^2$, the number of terms present. Though known to be polynomial, it is extremely difficult to predict exactly how $\Delta$ depends on $M^2$ as applying gadgets to terms “in parallel” leads to “cross-gadget contamination” which contributes at high orders in the perturbative expansion of the self-energy used to analyze these gadgets [40]. Without a significantly deeper analysis, we can only conclude that,

$$\Delta = \Omega\left(\text{poly}(M)\left\|\beta_{\text{OEI}} M^{2/3}\right\|_{\log(M)}\right). \quad (4.66)$$

This analysis indicates that the most significant challenge to implementing the adiabatic approach to quantum chemistry is the required range of coupler values which is certain to span at least several orders of magnitude for non-trivial systems.

This calls attention to an important open question in the field of Hamiltonian gad-
gets: whether there exist “exact” gadgets which can embed the ground state energy of arbitrary many-body target Hamiltonians without the use of perturbation theory. A positive answer to this conjecture would allow us to embed molecular electronic structure Hamiltonians without needing large spectral gaps. For entirely diagonal Hamiltonians, such gadgets are well known in the literature [11, 23] but fail when terms do not commute [40]. Exact reductions have also been achieved for certain Hamiltonians. For instance, “frustration-free” gadgets have been used in proofs of the QMA-Completeness of quantum satisfiability, and in restricting the necessary terms for embedding quantum circuits in Local Hamiltonian [48, 87, 178].

4.6 Conclusions

In this work, we analyzed the impact on scaling for quantum chemistry on a quantum computer that results from consideration of locality of interactions and exploitation of local basis sets. The impact of locality has been exploited to great advantage for some time in traditional algorithms for quantum chemistry, but has received relatively little attention in quantum computation thus far. From these considerations, we showed that in practical implementations of quantum phase estimation using a first order Suzuki-Trotter approximation, one expects a scaling cost on the order of $O(M^5 \log M)$ with respect to number of spin-orbitals, rather than more pessimistic estimates of $O(M^8) - O(M^9)$ [99, 244] or $O(M^{5.5}) - O(M^{6.5})$ [198] related to the use of unphysical random integral distributions or the restriction to molecules too small to observe the effects of physical locality. We believe that the combination of the algorithmic improvements suggested by Poulin and Hastings et al [99, 198] with strategies that exploit locality presented here will result in even greater gains, and more work is
We also considered the cost of Hamiltonian averaging, an alternative to quantum phase estimation with minimal coherence time requirements beyond state preparation. This method has some overhead with respect to quantum phase estimation, scaling as $O(M^6)$ in the number of spin-orbitals, but has significant practical advantages in coherence time costs, as well as the ability to make all measurements in parallel. This method can at best give the energy of the state provided when oracle guesses are imperfect, however it can easily be combined with a variational or adiabatic approach to improve the accuracy of the energy estimate. Moreover, while quantum phase estimation promises to be able to remove the bias of imperfect oracle guesses, we demonstrated how the cost of removal may strongly depend on how imperfect the guesses are.

Finally we analyzed the impact of locality on a complementary approach for quantum chemistry, namely adiabatic quantum computation. This approach does not have a known direct dependence on the quality of guess states provided by an oracle, and can in fact act as the state oracle for the other approaches discussed here.

In all cases, the consideration of physical locality greatly improves the outlook for quantum chemistry on a quantum computer, and in light of the goal of quantum chemistry to study physical systems rather than abstract constructs, it is correct to include this physical locality in any analysis pertaining to it. We believe that with these and other developments made in the area of quantum computation, quantum chemistry remains one of the most promising applications for exceeding the capabilities of current classical computers.
One day some as yet unborn scholar will recognize in the clock the machine that has tamed the wilds.

John Maxwell Coetzee

Feynman’s clock, a new variational principle, and parallel-in-time quantum dynamics*

Abstract

We introduce a new discrete-time variational principle inspired by the quantum clock originally proposed by Feynman, and use it to write down quantum evolution as a ground state eigenvalue problem. The construction allows one to apply ground state quantum many-body theory to quantum dynamics, extending the reach of many highly

developed tools from this fertile research area. Moreover this formalism naturally leads to an algorithm to parallelize quantum simulation over time. We draw an explicit connection between previously known time-dependent variational principles and the new time-embedded variational principle presented. Sample calculations are presented applying the idea to a Hydrogen molecule and the spin degrees of freedom of a model inorganic compound demonstrating the parallel speedup of our method as well as its flexibility in applying ground-state methodologies. Finally, we take advantage of the unique perspective of the new variational principle to examine the error of basis approximations in quantum dynamics.

5.1 Introduction

Feynman proposed a revolutionary solution to the problem of quantum simulation: use quantum computers to simulate quantum systems. While this strategy is powerful and elegant, universal quantum computers may not be available for some time, and in fact, accurate quantum simulations may be required for their eventual construction. In this work, we will use the clock Hamiltonian originally introduced by Feynman[70, 72] for the purposes of quantum computation, to re-write the quantum dynamics problem as a ground state eigenvalue problem. We then generalize this approach, and obtain a novel variational principle for the dynamics of a quantum system and show how it allows for the natural formulation of a parallel-in-time quantum dynamics algorithm. Variational principles play a central role in the development and study of quantum dynamics[15, 57, 93, 103, 108, 120, 144, 202], and the variational principle presented here extends the arsenal of available tools by allowing one to directly apply efficient approximations from the ground state quantum many-body
problem to study dynamics.

Following trends in modern computing hardware, simulations of quantum dynamics on classical hardware must be able to make effective use of parallel processing. We will show below that the perspective of the new variational principle leads naturally to a time-parallelizable formulation of quantum dynamics. Previous approaches for recasting quantum dynamics as a time-independent problem include Floquet theory for periodic potentials\cite{9, 59, 171} and more generally the \((t, t')\) formalism of Peskin and Moiseyev\cite{197}. However, the approach proposed in this manuscript differs considerably from these previous approaches. We derive our result from a different variational principle, and in our embedding the dynamics of the problem are encoded directly in its solution, as opposed to requiring the construction of another propagator. Considerable work has now been done in the migration of knowledge from classical computing to quantum computing and quantum information\cite{6, 115, 116, 183, 240}. In this paper, we propose a novel use of an idea from quantum computation for the simulation of quantum dynamics.

The paper is organized as follows. We will first review the Feynman clock: a mapping stemming from the field of quantum computation that can be employed for converting problems in quantum evolution into ground-state problems in a larger Hilbert space. We then generalize the Feynman clock into a time-embedded discrete variational principle (TEDVP) which offers additional insight to quantum time-dynamics in a way that is complementary to existing differential variational principles \cite{61, 75, 168}. We then apply the configuration interaction method \cite{31, 216} from quantum chemistry to solve for approximate dynamics of a model spin system demonstrating convergence of accuracy of our proposed approach with level of the truncation. We demonstrate how this construction naturally leads to an algorithm that takes advan-
tage of parallel processing in time, and show that it performs favorably against existing algorithms for this problem. Finally we discuss metrics inspired by our approach that can be used to quantitatively understand the errors resulting from truncating the Hilbert space of many-body quantum dynamics.

5.1.1 Physical dynamics as a sequence of quantum gates

Consider a quantum system described by a time-dependent wavefunction $|\Psi(t)\rangle$. The dynamics of this system are determined by a Hermitian Hamiltonian $H(t)$ according to the time-dependent Schrödinger equation in atomic units,

$$i\partial_t |\Psi(t)\rangle = H(t) |\Psi(t)\rangle \quad (5.1)$$

A formal solution to the above equation can be generally written:

$$|\Psi(t)\rangle = T \left( e^{-i \int_{t_0}^{t} dt'H(t')} \right) |\Psi(t_0)\rangle = U(t,t_0) |\Psi(t_0)\rangle \quad (5.2)$$

Where $T$ is the well known time-ordering operator and $U(t,t_0)$ is a unitary operator that evolves the system from a time $t_0$ to a time $t$. These operators also obey a group composition property, such that if $t_0 < t_1 < ... < t_n < t$ then

$$|\Psi(t)\rangle = U(t,t_0) |\Psi(t_0)\rangle = U(t,t_n)U(t_{n-1},t_n)...U(t_1,t_0) |\Psi(t_0)\rangle \quad (5.3)$$

From the unitarity of these operators, it is of course also true that $U(t_n,t_{n-1})^\dagger = U(t_{n-1},t_n)$ where $^\dagger$ indicates the adjoint. Thus far, we have treated time as a continuous variable. However, when one considers numerical calculations on a wavefunction,
it is typically necessary to discretize time.

We discretize time by keeping an ancillary quantum system, which can occupy states with integer indices ranging from $|0⟩$ to $|T − 1⟩$ where $T$ is the number of discrete time steps under consideration. This quantum system has orthonormal states such that

$$\langle i | j \rangle = \delta_{ij}$$

(5.4)

This definition allows one to encode the entire evolution of a physical system by entangling the physical wavefunction with this auxiliary quantum system representing time, known as the “time register”. We define this compound state to be the history state, given by

$$|\Phi⟩ = \frac{1}{\sqrt{T}} \sum_t |Ψ_t⟩ \otimes |t⟩$$

(5.5)

where subscripts are used to emphasize when we are considering a time-independent state of a system at time $t$. That is, we define $|Ψ_i⟩ = |Ψ(t)⟩ |t⟩$. From these definitions, it is immediately clear from above that the wavefunction at any time $t$ can be recovered by projection with the time register, such that

$$|Ψ(t)⟩ |t⟩ = \sqrt{T} \langle i | Φ⟩$$

(5.6)

Additionally, we discretize the action of our unitary operators, such that $U(t_1, t_0) = U_0$ and we embed this operator into the composite system-time Hilbert space as $(U_0 \otimes |1⟩⟨0|)$. While the utility of this discretization has not yet been made apparent, we will now use this discretization to transform the quantum dynamics problem into a ground state eigenvalue problem.
5.1.2 Feynman’s clock

In the gate model[68, 183] of quantum computation, one begins with an initial quantum state \(|\Psi_0\rangle\) state, applies a sequence of unitary operators \(\{U_i\}\), known as quantum gates. By making a measurement on the final state \(|\Psi_f\rangle\), one determines the result of the computation, or equivalently the result of applying the sequence of unitary operators \(\{U_i\}\). The map from the sequence of unitary operators \(\{U_i\}\) in the gate model, to a Hamiltonian that has the clock state as its lowest eigenvector is given by a construction called the Clock Hamiltonian[72]. Since its initial inception, much work has been done on the specific form of the clock, making it amenable to implementation on quantum computers[123]. However, for the purposes of our discussion that pertains to implementation on a classical computer, the following simple construction suffices

\[
C = C_0 + \frac{1}{2} \sum_t \left( I \otimes |t\rangle \langle t| - U_t \otimes |t + 1\rangle \langle t| ight) \\
- U_t^\dagger \otimes |t\rangle \langle t + 1| + I \otimes |t + 1\rangle \langle t + 1| \right) 
\]

(5.7)

where \(C_0\) is a penalty term which can be used to specify the state of the physical system at any time. Typically, we use this to enforce the initial state, such that if the known state at time \(t = 0\) is given by \(|\Psi_0\rangle\), then

\[
C_0 = (I - |\Psi_0\rangle \langle \Psi_0|) \otimes |0\rangle \langle 0| 
\]

(5.8)

One may verify by action of \(H\) on the history state defined above, \(|\Phi\rangle\), that the history state is an eigenvector of this operator, with eigenvalue 0.
5.1.3 A discrete-time variational principle

We now introduce a new time-embedded discrete variational principle (TEDVP) and show how the above eigenvalue problem emerges as the special case of choosing a linear variational space. Suppose that one knows the exact form of the evolution operators and wavefunctions at times $t = 0, 1$. By the properties of unitary evolution it is clear that the following holds:

$$2 - \langle \Psi_1 | U_0 | \Psi_0 \rangle - \langle \Psi_0 | U_0^\dagger | \Psi_1 \rangle = 0$$ (5.9)

From this, we can see that if the exact construction of $U_i$ is known for all $i$, but the wavefunctions are only approximately known (but still normalized), it is true that

$$\sum_t \left( 2 - \langle \Psi_{t+1} | U_t | \Psi_t \rangle - \langle \Psi_t | U_t^\dagger | \Psi_{t+1} \rangle \right) \geq 0$$ (5.10)

where equality holds in the case that the wavefunction becomes exact at each discrete time point. Reintroducing the ancillary time-register, we may equivalently say that all valid time evolutions embedded into the composite system-time space as $\sum_t |\Psi_t\rangle |t\rangle$ minimize the quantity

$$S = \sum_{t,t'} \langle t' | H | \Psi_t \rangle \langle t |$$ (5.11)

where $H$ (script font for operators denotes they act in the composite system-time space) is the operator given by

$$H = \frac{1}{2} (I \otimes |t\rangle \langle t| - U_t \otimes |t+1\rangle \langle t| - U_t^\dagger \otimes |t\rangle \langle t+1| + I \otimes |t+1\rangle \langle t+1|)$$ (5.12)
It is then clear from the usual ground state variational principle, that the expectation value of the operator

$$S = \sum_{t,t'} \langle t' | \langle \Psi_{t'} | \mathcal{H} | \Psi_t \rangle | t \rangle$$

(5.13)

is only minimized for exact evolutions of the physical system. This leads us immediately to a time-dependent variational principle for the discrete representation of a wavefunction given by:

$$\delta S = \delta \sum_{t,t'} \langle t' | \langle \Psi_{t'} | \mathcal{H} | \Psi_t \rangle | t \rangle = 0$$

(5.14)

It is interesting to note, that this is a true variational principle in the sense that an exact quantum evolution is found at a minimum, rather than a stationary point as in some variational principles[168]. This is related to the connection between this variational principle and the McLachlan variational principle that is explored in the next section. However, to the authors knowledge, this connection has never been explicitly made until now.

To complete the connection to the clock mapping given above, we first note that this operator is Hermitian by construction and choose a linear variational space that spans the entire physical domain. To constrain the solution to have unit norm, we introduce the Lagrange multiplier $\lambda$ and minimize the auxiliary functional given by

$$\mathcal{L} = \sum_{t,t'} \langle t' | \langle \Psi_{t'} | \mathcal{C} | \Psi_t \rangle | t \rangle - \lambda \left( \sum_{t,t'} \langle t' | \langle \Psi_{t'} | \Psi_t \rangle | t \rangle - 1 \right)$$

(5.15)

It is clear that this problem is equivalent to the exact eigenvalue problem on $\mathcal{H}$ with eigenvalue $\lambda$. The optimal trajectory is given by the ground state eigenvector of the operator $\mathcal{H}$. From this construction, we see that the clock mapping originally pro-
posed by Feynman is easily recovered as the optimal variation of the TEDVP in a complete linear basis, under the constraint of unit norm. Note that the inclusion of $C_0$ as a penalty term to break the degeneracy of the ground state is only a convenient construction for the eigenvalue problem. In the general TEDVP, one need not include this penalty explicitly, as degenerate allowed paths are excluded, as in other time-dependent variational principles, by fixing the initial state.

We note, as in the case of the time-independent variational principle and differential formulations of the time-dependent variational principle, the most compact solutions may be derived from variational spaces that have non-linear parameterizations. Key examples of this in chemistry include Hartree-Fock, coupled cluster theory\cite{18, 51, 54}, and multi-configurational time-dependent Hartree\cite{19}. It is here that the generality of this new variational principle allows one to explore new solutions to the dynamics of the path without the restriction of writing the problem as an eigenvalue problem, as in the original clock construction of Feynman.

5.1.4 Connection to previous time-dependent variational principles

In the limit of an exact solution, it must be true that all valid time-dependent variational principles are satisfied. For that reason, it is important to draw the formal connection between our variational principle and previously known variational principles.

Consider only two adjacent times $t$ and $t + 1$, and the operator $\mathcal{H}$ defined in equation 5.12. Now suppose that the separation of physical times between discrete step $t$ and $t + 1$, denoted $dt$ is small, and the physical system has an associated Hamiltonian
given by $H$, such that

$$U_t = e^{-iHdt} \approx I - iHdt - \frac{H^2dt^2}{2} \quad (5.16)$$

By inserting this propagator into equation 5.14, rewriting the result in terms of $|\Psi(t)\rangle$, and dropping terms of order $dt^3$ we have

$$\delta \left( \langle \Psi(t)|\Psi(t)\rangle - \langle \Psi(t + dt)|(I - iHdt)|\Psi(t)\rangle 
- \langle \Psi(t)|(I + iHdt)|\Psi(t + dt)\rangle + 
\langle \Psi(t)|H^2dt^2|\Psi(t)\rangle + \langle \Psi(t + dt)|\Psi(t + dt)\rangle \right) = 0 \quad (5.17)$$

After defining the difference operator such that

$$\partial_t |\Psi(t)\rangle \equiv \left[ |\Psi(t + dt)\rangle - |\Psi(t)\rangle \right]/dt,$$

we can factorize the above expression into

$$\delta \langle \Psi(t)|(i\partial_t - H)^\dagger(i\partial_t - H)|\Psi(t)\rangle = 0 \quad (5.18)$$

In the limit that $dt \to 0$, these difference operators become derivatives. Defining

$$\Theta = i\partial_t |\Psi(t)\rangle$$

and only allowing variations of $\Theta$, this is precisely the McLachlan variational principle [168].

$$\delta\|\Theta - H|\Psi(t)\|_2^2 = 0 \quad (5.19)$$

We then conclude that in the limit of infinitesimal physical time for a single time step, the TEDVP is equivalent to the McLachlan variational principle under these assumptions. Under the reasonable conditions that the variational spaces of the wavefunction and its time derivative are the same and that the parameters are complex analytic, then it is also equivalent to the Dirac-Frenkel and Lagrange variational principles[37].
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Moreover, as supplementary material (SI1), we provide a connection that allows other variational principles to be written as eigenvalue problems, and further discuss the merits of the integrated formalism used here.

To conclude this section, we highlight one additional difference between practical uses of the TEDVP and other variational principles: The TEDVP is independent of the method used to construct the operator $U_t$. In quantum information applications, this implies it is not required to know a set of generating Hamiltonians for quantum gates. Additionally, in numerical applications, one is not restricted by the choice of approximate propagator used. In cases where an analytic propagator is known for the chosen basis, it can be sampled explicitly. Suppose that the dimension of the physical system is given by $N$ and the number of timesteps of interest is given by $T$. Assuming that the time register $|T\rangle$ is ordered, the resulting eigenvalue problem is block tridiagonal with dimension $NT$ (See Fig. 5.1). This structure has been described at least once before in the context of ground-state quantum computation[172], but to the au-
thors knowledge, never in the context of conventional simulation of quantum systems.

5.2 Many-Body Application of the TEDVP

There has been a recent rise in the interest of methods for simulating quantum spin dynamics in chemistry [105, 130]. To study the properties of the clock mapping when used to formulate approximate dynamics, we chose a simple model spin system inside an inorganic molecule [152]. Specifically, we examine the spin dynamics of the vanadium compound depicted in Fig. 5.2. By choosing the three unpaired electron spins to interact with one another by means of isotropic exchange as well as uniform static external magnetic field $B_0$, and a time-dependent transverse field $B_1$, this system can be modeled with a spin Hamiltonian

\[
H = J_a S_1 \cdot S_2 + S_1 \cdot S_3 + J_c S_2 \cdot S_3 + \\
\mu B_0 (S_1^x + S_2^x + S_3^x) + \mu B_1 (S_1^z + S_2^z + S_3^z)
\]  

(5.20)
Where $S_i^\alpha$ is the $\alpha$ Pauli operator on spin $i$, $\mu = g\mu_b$, $\mu_b$ is the Bohr magneton, $g$ is the measured spectroscopic splitting factor. The couplings $J_a \neq J_c$ as well as $g$ are fitted through experimental determinations of magnetic susceptibility\[152\]. The fact that they are not equal is reflective of the isosceles geometry of the vanadium centers. The parameters of this model, are given by: $g = 1.95$, $J_a = 64.6 \pm 0.5K$, and $J_c = 6.9 \pm 1K$. We will allow $B_0$ to vary to study the properties of the clock mapping in the solution of approximate quantum dynamics.

The quantum chemistry community has decades of experience in developing and employing methods for obtaining approximate solutions of high-dimensional, ground-state eigenvector problems. By utilizing the connection we have made from dynamics to ground state problem, we will now borrow and apply the most conceptually simple approximation from quantum chemistry: configuration interaction in the space of trajectories\[90\], to our model problem to elucidate the properties of the clock mapping.

For the uncorrelated reference, we take the entire path of a mean-field spin evolution that is governed by the time-dependent Hartree equations, and write it as:

$$|\Psi_{MF}\rangle = \sum_t \left( \prod_i U_i^t |0_i\rangle \right) |t\rangle = \sum_t \left( \prod_i |0_i^t\rangle \right) |t\rangle = \sum_t |\phi_t\rangle |t\rangle$$

(5.21)

where $|0_i\rangle$ is the reference spin-down state for spin $i$, $|0_i^t\rangle$ is the reference spin-down state after rotation at time $t$, $|\phi_t\rangle$ is the whole product system at time $t$, and $U_i^t$ is determined from the mean field Hamiltonian. The equations of motion that determine $U_i^t$ are derived in a manner analogous to the time-dependent Hartree equations, and if
one writes the wavefunction in the physical space as

\[ |\psi(t)\rangle = a(t) \prod_i U_i(t) |0_i\rangle = a(t) \prod_i |\phi_i\rangle = a(t) |\Phi(t)\rangle \]  

(5.22)

Then the equations of motion are given by

\[ a(t) = a(0) \]  

(5.23)

\[ i\dot{U}_i = (H^{(i)} - \left( f^{-1} \right) E(t)) U_i \]  

(5.24)

Where \( H^{(i)} \) is the mean field Hamiltonian for spin \( i \) formed by contracting the Hamiltonian over all other spins \( j \neq i \), \( E(t) \) is the expectation value of the Hamiltonian at time \( t \), and \( f \) is the number of spins in the system.

To generate configurations, we also introduce the transformed spin excitation operator \( \tilde{S}_{it}^+ \), which is defined by

\[ S_i^+ |0_i\rangle = |1_i\rangle \]  

(5.25)

\[ U_i^{\dagger} S_i^+ U_i = \tilde{S}_{it}^+ \]  

(5.26)

\[ \tilde{S}_{it}^+ |0_i\rangle = |1_i\rangle \]  

(5.27)

In analogy to traditional configuration interaction, we will define different levels of excitation (e.g. singles, doubles, ...) as the number of spin excitations at each time \( t \) that will be included in the basis in which the problem is diagonalized. For example, the basis for the configuration interaction singles (CIS) problem is defined as

\[ \mathcal{B}_{CIS} = \left\{ \tilde{S}_{jt}^+ |\phi_i\rangle |t\rangle \mid j \in [0, n], t \in [0, T) \right\} \]  

(5.28)
Note that $\hat{S}^+_{jt}$ for $j = n$ is simply defined to be the identity operator on all spins so that the reference configuration is naturally included. Similarly, the basis for single and double excitations (CISD) is given by

$$B_{\text{CISD}} = \left\{ \hat{S}^+_{jt} \hat{S}^+_{kt} | \phi_t \rangle | t \rangle | j \in [0, n], k \in [0, j), t \in [0, T) \right\}$$

(5.29)

Higher levels of excitation follow naturally, and it is clear that when one reaches a level of excitation equivalent to the number of spins, this method may be regarded as full configuration interaction, or exact diagonalization in the space of discretized paths.

The choice of a time-dependent reference allows the reference configuration to be nearly exact when $B_0, B_1 \gg J_a, J_c$, independent of the nature of the time-dependent transverse field. This allows for the separation of the consequences of time-dependence from the effects of two versus one body spin interactions.

After a choice of orthonormal basis, the dynamics of the physical system are given by the ground state eigenvector of the projected eigenvalue problem

$$C_{B_i} | \Phi \rangle = E | \Phi \rangle$$

(5.30)

where we explicitly define the projection operator onto the basis $B_i$ as $P_{B_i} = \sum_{|j\rangle \in B_i} |j\rangle \langle j|$ so that the projected operator is given by $C_{B_i} = (P_{B_i} C P_{B_i})$

Using these constructions, we calculate the quantum dynamics of the sample system described above. For convenience, we rescale the Hamiltonian by the value of $1/\mu B_0$. To add arbitrary non-trivial time dependence to the system and mimic the interaction of the system with a transverse pulse, we take $B_1 \propto \exp\left(-t^2/2\right) \cos(mt)$. The magnitude of $B_0$ was taken to be $200T$ in order to model perturbative two body
interactions in this Hamiltonian. To propagate the equations of motion and generate the propagators for the clock operator we use the enforced time-reversal symmetry exponential propagator[44] given by

\[ U_t = \exp \left( -i \frac{dt}{2} H(t + dt) \right) \exp \left( -i \frac{dt}{2} H(t) \right) \]  

(5.31)

The dynamics of some physical observables are displayed (Fig. 5.3) for the reference configuration, single excitations, double excitations, and full configuration interaction. The physical observables have been calculated with normalization at each time step. It is seen (Fig. 5.4) that as in the case of ground state electronic structure the physical observables become more accurate both qualitatively and quantitatively as the configuration space expands, converging to the exact solution with full configuration
Figure 5.4: The convergence of the CI expansion in time is robust to strength of perturbation, and choice of initial state for the Vanadium complex. In these plots the error of the expectation value of $S_z$ at site 1 is plotted as a function of time, and coupling constant, each propagation with a different coupling constant is begun from a different random initial product state. The expansion approaching Full CI is given by Mean Field (MF), Configuration Interaction with Single Excitations (CIS), Configuration Interaction with Single and Double Excitations (CISD), and FCI (Exact) to which the solutions are compared.

Interaction. Moreover in Fig. 5.5 we plot the contributions from the reference configuration, singles space, doubles space, and triples space and observe rapidly diminishing contributions. This suggests that the time-dependent path reference used here provides a good qualitative description of the system. As a result, perturbative and other dynamically correlated methods from quantum chemistry may also be amenable to the solution of this problem.

In principle, approximate dynamics derived from this variational principle are not norm conserving, as is seen in Fig. 5.5, however this actually offers an important insight into a major source of error in quantum dynamics simulations of many-body systems, which is the truncation of the basis set as described in the last section. Simulations based on conventional variational principles that propagate within an incomplete configuration space easily preserve norm; however the trajectories of probability which should have left the simulated space are necessarily in error.
Following a simulation of the dynamics of the Vanadium spin complex, the total contribution to the ground state eigenvector from each level of excitation is plotted, where 0=MF (Mean-Field), 1=CIS (Configuration Interaction with Single Excitations), 2=CISD (Configuration interaction with Single and Double Excitations), and 3=FCI (Exact Diagonalization), and seen to decrease with excitation supporting the quality of the time-dependent reference state. The units of time are $K^{-1}$. The deviation of the wavefunction norm from unity resulting from projection is seen to decrease monotonically with level of excitation.

5.3 Parallel-in-time quantum dynamics

Algorithms that divide a problem up in the time domain, as opposed to spatial domain, are known as parallel-in-time algorithms. Compared to their spatial counterparts, such as traditional domain decomposition[218], these algorithms have received relatively little attention. This is perhaps due to the counterintuitive notion of solving for future times in parallel with the present. However as modern computational architectures continue to evolve towards many-core setups, exploiting all avenues of parallel speedup available will be an issue of increasing importance. The
most popular parallel-in-time algorithm in common use today is likely the *parareal* algorithm[14, 143]. The essential ingredients of parareal are the use of a coarse propagator $U^c$ that performs an approximate time evolution in serial, and a fine propagator $U^f$ that refines the answer and may be applied in parallel. The two propagations are combined with a predictor-corrector scheme. It has been shown to be successful with parabolic type equations[77], such as the heat equation, but it has found limited success with wave-like equations[76], like the time-dependent Schrödinger equation.

We will now show how our variational principle can be used to naturally formulate a parallel-in-time algorithm, and demonstrate its improved domain of convergence with respect to the parareal algorithm for Schrödinger evolution of Hydrogen.

Starting from the TEDVP, minimization under the constraint that the initial state is fixed yields a Hermitian positive-definite, block-tridiagonal linear equation of the form

$$
\mathcal{R}^f |\Phi\rangle = |\Lambda\rangle
$$

where $|\Phi\rangle$ (to be solved for) contains the full evolution of the system and $|\Lambda\rangle$ specifies the initial condition such that

$$
|\Lambda\rangle = \left( \begin{array}{cccccc}
\frac{1}{2} |\Psi_0\rangle & 0 & 0 & 0 & \cdots & 0
\end{array} \right)^T
$$

The linear clock operator, $\mathcal{R}^i$, is similar to before, where now we distinguish between a clock built from a coarse operator, $\mathcal{R}^c$, from a clock built from a fine opera-
The spectrum of this operator is positive-definite and admits $T$ distinct eigenvalues, each of which is $N$-fold degenerate. The conjugate gradient algorithm can be used to solve for $|\Phi\rangle$, converging at-worst in a number of steps which is equal to the number of distinct eigenvalues\cite{67, 104}. Thus application of the conjugate gradient algorithm to this problem is able to converge requiring at most $T$ applications of the linear clock operator $R^f$. This approach on its own yields no parallel speedup. However, the use of a well-chosen preconditioner can greatly accelerate the convergence of the conjugate gradient algorithm\cite{64}.

If one uses an approximate propagation performed in serial, $R^c$, which is much cheaper to perform than the exact propagation, as a preconditioning step to the conjugate gradient solve, the algorithm can converge in far fewer steps than $T$ and a parallel-in-time speedup can be achieved. The problem being solved in this case for the clock construction is given by

$$\left(R^c\right)^{-1} R^f |\Phi\rangle = \left(R^c\right)^{-1} |\Lambda\rangle$$  \hspace{1cm} (5.35)

To clarify and compare with existing methods, we now introduce an example from
chemistry. The nuclear quantum dynamics of the Hydrogen molecule in its ground electronic state can be modeled by the Hamiltonian

\[ H = -\frac{\hat{P}^2}{2m} + D \left( e^{-2\beta \hat{X}} - 2e^{-\beta \hat{X}} \right) \]  

(5.36)

where \( m = 918.5 \), \( \beta = 0.9374 \), and \( D = 0.164 \) atomic units\[158\]. The initial state of our system is a gaussian wavepacket with a width corresponding to the ground state of the harmonic approximation to this potential, displaced \(-0.1 \) Å from the equilibrium position. To avoid the storage associated with the propagator of this system and mimic the performance of our algorithm on a larger system, we use the symmetric matrix-free split-operator Fourier transform method (SOFT) to construct block propagators\[69\]. We note that this splitting is commonly referred to as the Suzuki-Trotter formula\[222, 233\] in the physics literature. This method is unconditionally stable, accurate to third order in the time step \( dt \), and may be written as

\[ U_{SOFT}(t + dt, t) = e^{iV(\hat{X})dt/2} F^{-1} e^{-i\hat{P}^2/(2m)dt} F e^{-iV(\hat{X})dt/2} \]  

(5.37)

Here, \( F \) and \( F^{-1} \) corresponds to the application of the fast Fourier transform (FFT) and its inverse over the wavefunction grid. The use of the FFT allows each of the exponential operators to be applied trivially to their eigenbasis and as a result the application of the propagator has a cost dominated by the FFT that scales as \( O(N \log N) \), where \( N \) is the number of grid-points being used to represent \( |\psi\rangle \). For our algorithm, we define a fine propagator, \( U_f \), and a coarse propagator, \( U_c \) from the SOFT con-
struction, such that for a given number of sub-time steps \( k \).

\[
U^f = U_{SOFT}(t + k dt, t + (k - 1)dt)...U_{SOFT}(t + dt, t)
\]  
\[
U^c = U_{SOFT}(t + k dt, t)
\]  

(5.38)  
(5.39)

We take for our problem the clock constructed from the fine-propagator and use the solution of the problem built from the coarse propagator as our preconditioner. In all cases, only the matrix free version of the propagator is used, including in the explicit solution of the coarse propagation.

One must emphasize here the importance of the matrix free aspect of the propagator. Consider, for example, an alternative scheme of parallelization where the propagators \( U_t \) are computed simultaneously by \( T \) processors and stored for application to the vector. While this scheme has apparently high parallel efficiency, the explicit calculation of a propagator with equivalent accuracy to the SOFT method can scale as \( O(N^3) \) in the size of the system and require the storage of a dense matrix of size \( O(N^2) \). This makes it impractical for many problems of interest and is the reason we emphasize a scalable, matrix free approach here.

From the construction of the coarse and fine propagators, with \( T \) processors, up to communication time, the cost of applying the fine clock in parallel and solving the coarse clock in serial require roughly the same amount of computational time. This is a good approximation in the usual case where the application of the propagators is far more expensive than the communication required. From this, assuming the use of \( T \) processors, we define an estimated parallel-in-time speed-up for the computational procedure given by

\[
S_{\text{clock}} = \frac{T}{2(N_f + N_c)}
\]  

(5.40)
where $N_f$ is the number of applications of the fine-propagator matrix $R^f$ performed in parallel and $N_c$ is the number of serial linear solves using the coarse-propagator matrix $R^c$ used in preconditioned conjugate gradient. The factor of 2 originates from the requirement of backwards evolution not present in a standard propagation. The cost of communication overhead as well as the inner-products in the CG algorithm are neglected for this approximate study, assuming they are negligible with respect to the cost of applying the propagator.

The equivalent parallel speedup for the parareal algorithm is given by

$$S_{para} = \frac{T}{N_f + N_c}$$

where $N_f$ and $N_c$ are now defined for the corresponding parareal operators which are functionally identical to the clock operators without backward time evolution, and thus it lacks the same factor of 2.

As is stated above, in the solution of the linear clock without preconditioning, it is possible to converge the problem in at most $T$ steps, independent of both the choice of physical timestep and the size of the physical system $N$ by using a conjugate gradient method. However, with the addition of the preconditioner, the choice of timestep and total time simulated can have an effect on the total preconditioned system. This is because as the coarse (approximate) propagation deviates more severely from the exact solution, the preconditioning of the problem can become quite poor.

This problem exhibits itself in a more extreme way for the parareal algorithm, as the predictor-corrector scheme may start to diverge for very poorly preconditioned system. This has been seen before in the study of hyperbolic equations[76], and remains true in this case for the evolution of the Schrödinger equation. The construc-
Figure 5.6: The real part of the Clock solution for the nuclear dynamics of the hydrogen molecule oscillates around an equilibrium bond length as expected, eliciting diverse interference patterns due to anharmonicity. Both time and position are given in atomic units and the color indicates the value of the real part of the waveform at that space-time point.

tion derived from the clock is more robust and is able to achieve parallel-in-time speedup for significantly longer times. This marks an improvement over the current standard for parallel-in-time evolution of the Schrödinger equation.

To give a concrete example, consider the case where we divide the evolution of the nuclear dynamics of hydrogen into pieces containing $T$ evolution blocks, each of which is constructed from $T$ fine evolutions for a time $dt = 0.015$ as is described above. The dynamics over which we simulate are depicted in Fig. 5.6. We average the estimated parallel speedup for 10 time blocks (which we define as the whole time in one construction of the clock) forward and the results are for the speedup are given in Fig. 5.7. In this example we see that for small $T$ (or small total evolution times), the reduced overhead of having no backwards evolution yields an advantage for the parareal algorithm. However as the $T$ increases, the parareal algorithm is less robust to er-
Figure 5.7: In simulating the nuclear dynamics of the Hydrogen molecule, the clock formulation not only demonstrates higher peak parallel speedup compared to parareal, but more robust speedup for longer total evolution times. This is an isoaccuracy comparison in that all points are converged to an identical level of accuracy corresponding to a fine timestep of \( dt = 0.015 \). The results have been averaged for 10 consecutive evolutions of the specified number of blocks \( T \). For small times the parareal algorithm has a slight advantage due to reduced overhead, but as the total evolution time increases it is less robust to the diminishing quality of the preconditioner. The non-monotonic nature of the speedup results from the preconditioner having variable quality depending on the dynamics of the system.

Errors in the coarse propagation and performance begins to degrade rapidly. In these cases, our clock construction demonstrates a clear advantage. It is a topic of current research how to facilitate even longer evolutions in the clock construction.

5.4 **Norm Loss as a measure of truncation error**

Conservation of the norm of a wavefunction is often considered a critical property for approximate quantum dynamics, as it is a property of the exact propagator resulting from time-reversal symmetry. However, if norm conservation is enforced in a propagation which does not span the complete Hilbert-space, one must account for the com-
ponents of the wavefunction that would have evolved into the space not included in the computation. It’s not immediately clear how population density which attempts to leave the selected subspace should be folded back into the system without being able to simulate the exact dynamics. This problem is sometimes glossed over with the use of exponential propagators that are guaranteed to produce norm-conserving dynamics on a projected Hamiltonian. Some more sophisticated approaches adjust the configuration space in an attempt to mitigate the error\cite{248}.

This discrepancy is at the center of the difference between the approximate dynamics derived from the discrete variational principle here and the approximate dynamics derived from the McLachlan variational principle such as the multi-configurational time-dependent Hartree method. Mathematically, this results from the non-commutativity of the exponential map and projection operator defined above. That is

$$P_{\Xi_i(t)} \mathcal{T} \left( e^{-i \int dt' H(t')} \right) P_{\Xi_i(t)} \neq \mathcal{T} \left( \exp \left( -i \int dt' P_{\Xi_i(t')} H(t') P_{\Xi_i(t')} \right) \right) \quad (5.42)$$

in general for a Hermitian operator $H$. In an approximate method derived from the McLachlan or any of the other differential time-dependent variational principles, the projection is performed on the Hamiltonian. As the projection of any Hermitian operator yields another Hermitian operator, the dynamics generated from the projection are guaranteed to be unitary if a sufficiently accurate exponential propagator is used. In contrast, projection of a unitary operator, as prescribed by the TEDVP, does not always yield a unitary operator. Thus for an approximate basis, one expects norm conservation to be violated, where the degree of violation is related to the severity of the configuration space truncation error. This leads us to define a metric of trunca-
tion error which we term the instantaneous norm loss. We define this as

\[ N_1(t) = 1 - \| P_{B_i} U_t P_{B_i} | \tilde{\Psi}_t \| \|^2 \]  

(5.43)

where \( | \tilde{\Psi}_t \rangle \) is always assumed to be normalized, which in practice means that a renormalization is used after each time step here. However, as we proved above, in the limit of a short time step, with dynamics generated by a Hamiltonian, the TEDVP must contain essentially the same content as the McLachlan variational principle. For this reason, we propose an additional metric which is given by

\[ N_2(t) = \| (H(t) - P_{B_i} H(t) P_{B_i}) | \tilde{\Psi}_t \rangle \|^2 dt^2 = \| V(t) | \tilde{\Psi}_t \rangle \|^2 dt^2 \]  

(5.44)

Where \( H(t) \) is the physical Hamiltonian. This is motivated by appealing to the McLachlan variational principle and substituting from the exact Schrödinger equation that

\[ i \partial_t \Psi = H \Psi t \]  

where \( H \) is the full (non-projected) Hamiltonian. By defining \( V(t) = (H(t) - P_{B_i} H(t) P_{B_i}) \), we recognize this as a perturbation theory estimate of the error resulting from the configuration basis truncation at a given point in time.

To examine the quality of these metrics and to better understand the consequences of the non-commutativity of the exponential map and projection, we return to the sample spin system. In this case, we choose a basis for the propagation space based entirely on the initial state, and do not allow it to change dynamically in time as before. We perform simulations in the space of single excitations (S) from the initial state, double excitations (SD), and in the full Hilbert space (Ex). Dynamics from the TEDVP are generated by first building the exact propagator then projecting to the desired basis set while dynamics from the McLachlan variational principle (MVP)
are modeled by projecting the Hamiltonian into the target basis set and exponentiating. A renormalization is used after each time step in the first case. Although one could perform the simulation with a timestep where timestep error is negligible, we remove this component of the calculation for this example by making the Hamiltonian time-independent. This allows direct analysis of the effect of timestep on non-commutativity deviations.

![Graph showing dynamics of a spin observable in the Vanadium spin complex at a short time step, \( dt = 0.01K^{-1} \), are indistinguishable when generated with equations of motion determined by the time embedded discrete variational principle (TEDVP) (dashed lines) and the McLachlan variational principle (MVP) (solid lines). Results are shown for propagations restricted to the space of single excitations from the initial state (S), double excitations (SD), and the full space (Ex). The associated error metrics, \( N_1(t) \) for the TEDVP (dashed) and \( N_2(t) \) for the MVP (solid), also yield nearly identical results, displaying peaks correlated with qualitative deviations from the exact trajectory.]

**Figure 5.8:** The dynamics of a spin observable in the Vanadium spin complex at a short time step, \( dt = 0.01K^{-1} \), are indistinguishable when generated with equations of motion determined by the time embedded discrete variational principle (TEDVP) (dashed lines) and the McLachlan variational principle (MVP) (solid lines). Results are shown for propagations restricted to the space of single excitations from the initial state (S), double excitations (SD), and the full space (Ex). The associated error metrics, \( N_1(t) \) for the TEDVP (dashed) and \( N_2(t) \) for the MVP (solid), also yield nearly identical results, displaying peaks correlated with qualitative deviations from the exact trajectory.

In Fig. 5.8 we show the dynamics of the Vanadium spin complex for the two ap-
proximate truncation levels (S and SD) with both methods and their associated error metrics (\(N_1(t)\) and \(N_2(t)\)). Deviations in the qualitative features of the observable occur after even the first peak of the proposed metrics. In this particular simulation, the configuration interaction with singles and doubles spans all but one state in the full Hilbert space. The lack of this one state results in the large qualitative errors present, associated with the first and subsequent peaks present in these error metrics. The impact of later peaks is more difficult to discern, due to error in the wavefunctions, which accumulates as the propagation proceeds.

As predicted by the connection between the TEDVP and the McLachlan variational principle, while \(N_1\) and \(N_2\) are not identical for each case, in the short time limit they yield extremely similar information, which is highlighted in Fig. 5.8 displaying the resulting longer time dynamics for a time step of \(dt = 0.01\). In Fig. 5.9, however we explore the effects of a significantly larger time step and begin to discern the result of the non-commutativity discussed here. Recalling that because the Hamiltonian is time-independent in this case, the propagator used is numerically exact in both instances, so this effect is not a result of what would be traditionally called time step error, resulting from intrinsic errors of an integrator. Interestingly, it is observed that \(N_1(t)\) begins to decay to a nearly constant value. This occurs because the action of projection after exponentiation breaks the degeneracy of the spectrum of the unitary operator, resulting in eigenvalues with norms different than 1. As a result, repeated action and renormalization of the operator is analogous to a power method for finding the eigenvector associated with the largest eigenvalue. This effect is exacerbated by taking long time steps.
Figure 5.9: The dynamics of a spin observable in the Vanadium complex at a large time step, $dt = 0.5K^{-1}$, shows significant differences resulting from the non-commutativity of projection and exponentiation in dynamics generated by the time embedded discrete variational principle (TEDVP) (dashed lines) and the McLachlan variational principle (MVP) (solid lines). Results are shown for propagations restricted to the space of single excitations from the initial state (S), double excitations (SD), and the full space (Ex). The corresponding error metrics, $N_1(t)$ for the TEDVP (dashed) and $N_2(t)$ for the MVP (solid), differ considerably in this case.

5.5 CONCLUSIONS

In this manuscript, we introduce a new variational principle for time-dependent dynamics inspired by the Feynman clock originally employed for quantum computation. Unlike other previously-proposed variational principles, the proposed TEDVP approach involves the solution of an eigenvalue problem for the entire time propagation. This perspective allows for readily employing many of the powerful truncation techniques from quantum chemistry and condensed-matter physics, that have been devel-
oped for the exact diagonalization problem. We show how this formulation naturally leads to a parallel-in-time algorithm and demonstrate its improved robustness with respect to existing methods. We introduce two novel error metrics for the TEDVP that allow one to characterize the basis approximations involved. The features of the method were demonstrated by simulating the dynamics of a Hydrogen molecule and a molecular effective spin Hamiltonian. Further research directions include the use of other approximate techniques for the time dynamics such as the use of perturbation theory [102] or coupled-cluster approaches [132], and further enhancement of parallel-in-time dynamics.

5.6 Supplemental Information

5.6.1 On the general construction of eigenvalue problems from dynamics

We have presented one path for constructing eigenvalue problems from quantum dynamics problems so far, however it is instructive to illuminate precisely which part of our procedure allowed this. To do this, we will slightly generalize the Floquet-type Hamiltonians and demonstrate that the time embedding was the crucial feature that allows one to recast a dynamics problem as an eigenvalue problem. This is in addition to the choice to work in an integrated framework, which we will show simply allows for a convenient choice of basis.

Recall the definition of a Floquet-type Hamiltonian given by

\[ F(t) = H(t) - i\partial_t \] (5.45)
If one considers a finite time evolution for a length of time $T$, this operator is Hermi-
tian in the basis of Fourier functions states given by

$$|\Psi_{nj}(t)\rangle = |\Phi_j\rangle |n\rangle = |\Phi_j\rangle e^{2\pi inT}$$

(5.46)

where $|\Phi_j\rangle$ is a time-independent state of the physical system when considering the
generalized inner-product

$$\langle n'| \langle \Phi_i | \Phi_j \rangle |n\rangle = \frac{\langle \Phi_i | \Phi_j \rangle}{T} \int_0^T dt' e^{-2\pi in't'/T} e^{2\pi int'/T}$$

(5.47)

This is the the generalized Hilbert space first introduced by Sambe[207] and general-
ized by Howland[106]. Because this operator is Hermitian in this basis, by noting the
similarity to the Lagrange Variational principle

$$\delta L = \delta \int_0^T dt \langle \Psi(t) | F | \Psi(t) \rangle = 0$$

(5.48)

minimization of $L$ on this linear basis of Fourier states yields a Hermitian eigenvalue
problem. Thus the time evolution can be reconstructed by solving the full time-independent
eigenvalue problem in this basis, or by constructing a surrogate evolution operator as
in the $(t, t')$ formalism of Peskin and Moiseyev[197]. The use of Fourier basis states
to express time dependence is natural given the form of the operator $F$. That is, ma-
trix elements of the derivative operator $\partial_t$ have a trivial analytic expression in this
basis. This represents the same general idea we have been discussing here, which is to
consider states in a system-time Hilbert space. However, as the solution of this vari-
atational problem will may yield a stationary point rather than a true minimum[168],
ground state techniques are not appropriate for this particular operator. Moreover,
this operator is not in general Hermitian when considering arbitrary basis functions of time. For example arbitrary choices of plane waves not corresponding to the traditional Fourier basis will yield a non-Hermitian operator. The operator $F' = (1/2)(F + F^\dagger)$, which has been used in the past for the construction of approximate dynamics\cite{[211]}, is Hermitian, however it still suffers from a pathology that the optimal solution represents a stationary point rather than a minimum. However, the operator

$$G = F^\dagger F = (H(t) - i\partial_t)^\dagger(H(t) - i\partial_t)$$

(5.49)

is always Hermitian and positive semi-definite by construction. Thus one can expand the system-time Hilbert space in any linear basis of time, and the optimal path in that space will be the ground state eigenvector of the operator $G$ utilizing the above generalized inner-product, assuming we have broken degeneracy by introducing the correct initial state. This can be viewed as an application of the McLachlan time dependent variational principle. From this, we see it is the expression systems in a system-time Hilbert space which allows for the eigenvalue problem construction. Moreover, we note that this is not limited to the use of Fourier time basis states, and that many more expressions of time dependence may be utilized to construct an eigenvalue problem within this framework.

One may ask then, what was the objective of working in the an integrated formalism, defined using unitary operators rather than differential operators. To see this, consider evaluating the system at a point in time with the Fourier construction above. One has to expand the system in all time basis functions and evaluate them at a time $t$. When one usually considers time, however, they are thinking of a parametric construction where a number $t$ simply labels a specific state of a system. Embedding into
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the system-time Hilbert space with this idea would be most naturally expressed as
delta-functions. However matrix elements of $\partial_t$ on this basis can be difficult to con-
struct. In the ancillary time system framework used in the TEDVP, however, time is
easily expressed as a discrete parametric variable. One might also consider the use of
discretized derivatives in the operator $G$. However, balancing the errors in numerical
derivatives and the increasing difficulty of solving the problem with the number of
simultaneously stored time steps can be practically difficult.
Consideration of black holes suggests, not only that God does play dice, but that he sometimes confuses us by throwing them where they can’t be seen.

Stephen Hawking

Clock Quantum Monte Carlo: an imaginary-time method for real-time quantum dynamics*

Abstract

In quantum information theory, there is an explicit mapping between general unitary dynamics and Hermitian ground state eigenvalue problems known as the Feynman-Kitaev Clock Hamiltonian. A prominent family of methods for the study of quantum ground states are quantum Monte Carlo methods, and recently the full configura-

tion interaction quantum Monte Carlo (FCIQMC) method has demonstrated great promise for practical systems. We combine the Feynman-Kitaev Clock Hamiltonian with FCIQMC to formulate a new technique for the study of quantum dynamics problems. Numerical examples using quantum circuits are provided as well as a technique to further mitigate the sign problem through time-dependent basis rotations. Moreover, this method allows one to combine the parallelism of Monte Carlo techniques with the locality of time to yield an effective parallel-in-time simulation technique.

6.1 Introduction

Understanding the evolution of quantum systems is a central problem in physics and the design of emerging quantum technologies. However, exact simulations of quantum dynamics suffer from the so-called curse of dimensionality [224]. That is, the dimension of the Hilbert space grows exponentially with the size of the physical system. An effective remedy for the curse of dimensionality in some classical systems has been the use of Monte Carlo methods, which in many cases has an error with respect to number of samples that is independent of the dimension of the simulated system [25]. Unfortunately this favorable scaling is often lost in quantum systems of interest due to the emergence of the famous sign problem. In particular, it has hindered the use of Monte Carlo methods for fermionic systems, where it is sometimes called “the fermion sign problem”, and for real-time dynamics of general quantum systems, where it is known as “the dynamical sign problem”. The generic sign problem has been proven to belong to the computational complexity class NP-Complete [234], and recent studies of complexity have refined knowledge about the computational power of sign-
problem free (or “stoquastic”) Hamiltonians [33, 34]. However, these results do not preclude the effective use of these methods on many interesting instances of physical problems.

In particular, despite the generic challenges of the sign problem, Monte Carlo methods have been used with great success in the study of electronic systems, providing a standard of accuracy in quantum chemistry and condensed matter [16, 74, 96, 184, 270]. In some of these methods, such as fixed node diffusion Monte Carlo, the use of a trial wavefunction allows one to approximately remove the complications of the sign problem at the cost of a small bias in the resulting energy. One alternative to such an approximation is the use of interacting walker methods [269], which attempt to solve the problem exactly without the bias introduced by a trial function. Recently, Booth et. al introduced an interacting walker method in the discrete basis of Slater determinants called Full Configuration Interaction Quantum Monte Carlo (FCIQMC) [29]. The sign problem in the context of this algorithm has been studied in some detail [128, 213, 220] and it has been successfully applied to both small molecular systems of chemical interest and extended bulk systems [26, 27].

The use of Monte Carlo methods to study the real-time dynamics of generic quantum systems has been comparatively less prevalent [155]. The dynamical sign problem may become more severe both with the size of the system, and duration for which it is simulated [71, 159, 228]. Despite these challenges, advances are being made in the treatment of these problems, including hybridization of Monte Carlo techniques with other methods [109, 156–158, 160].

The sign problem has been studied in the context of quantum computation, where it is known that a sufficient condition for efficient probabilistic classical simulation of the adiabatic evolution of a quantum system using Monte Carlo methods is that
the Hamiltonian governing the quantum system is sign problem free (also known as stoquastic) and frustration free [33, 34, 49]. Projector Monte Carlo algorithms have been developed specifically for this type of problem [32, 33]. Moreover, the use of tools from quantum information allows any generic unitary evolution of a quantum system to be written as the ground state eigenvalue problem of a Hermitian Hamiltonian [70, 123, 167]. In this work, we exploit this equivalence to adapt the interacting walker method introduced by Booth et. al [29] to treat the dynamical sign problem with a method designed for the fermion sign problem.

The paper is organized as follows. First, we review the time-embedded discrete variational principle [167] and derive from it the Clock Hamiltonian [70, 123, 167], which are the essential tools for writing a general unitary evolution as a ground state eigenvalue problem of a Hermitian Hamiltonian. We then review the FCIQMC method and adapt it for application to the Clock Hamiltonian. A discussion of the theoretical and practical manifestation of the dynamical sign problem in this setting follows with numerical examples from quantum computation. Finally, we introduce a general framework of basis rotations which can be used to ameliorate the sign problem and study the performance of this method when used in parallel computation.

6.2 Dynamics as a ground state problem

It has been shown that any unitary quantum evolution may be formulated as a ground state eigenvalue problem with applications to classical simulation of quantum systems [167]. We briefly review the relevant results here so that this work remains self-contained.

Consider a quantum system that is described at discrete time steps $t$ by a normal-
ized wavefunction $|\Psi_t\rangle$. The dynamics of this system are described by a sequence of unitary operators $\{U_t\}$ such that $U_t |\Psi_t\rangle = |\Psi_{t+1}\rangle$ and $U_t^\dagger |\Psi_{t+1}\rangle = |\Psi_t\rangle$. In the case of simulating Hamiltonian dynamics, these $U_t$ could be obtained from a Suzuki-Trotter factorization of the total evolution [222, 233]. However, we stress that explicit construction of a full unitary operator $U_t$ is never required, only the ability to efficiently evaluate matrix elements between different physical states as detailed in a previous work [167]. From the properties of unitary evolution, the following is clear:

$$2 - \langle \Psi_{t+1} | U_t | \Psi_t \rangle - \langle \Psi_t | U_t^\dagger | \Psi_{t+1} \rangle = 0.$$  \hspace{1cm} (6.1)$$

Moreover, if the wavefunctions at each point in time are only approximately known (but normalized) then

$$\sum_t \left( 2 - \langle \Psi_{t+1} | U_t | \Psi_t \rangle - \langle \Psi_t | U_t^\dagger | \Psi_{t+1} \rangle \right) \geq 0$$  \hspace{1cm} (6.2)$$

where equality holds only in the case where the wavefunction represents an exact, valid evolution of the quantum system. To consider all moments in time simultaneously, we extend the physical Hilbert space with an ancillary quantum system to denote time. This ancillary time register takes on integer values $t$ and is orthonormal such that $\langle t' | t \rangle = \delta_{t,t'}$. With this construction, we see that by defining

$$\mathcal{H}' = \frac{1}{2} \left( \sum_t I \otimes |t\rangle \langle t| - U_t \otimes |t+1\rangle \langle t| - U_t^\dagger \otimes |t\rangle \langle t+1| + I |t+1\rangle \langle t+1| \right)$$  \hspace{1cm} (6.3)$$

which acts on the composite system-time Hilbert space, all valid time evolutions mini-
mize
\[ S = \sum_{t,t'} \langle t' | \langle \Psi_{t'} | H' | \Psi_t \rangle | t \rangle. \] (6.4)

Note that we have adopted the convention of script letters for operators acting in the
system-time Hilbert space such as \( H' \) as opposed to operators only acting on the
system such as \( U_t \). The time-embedded discrete variational principle immediately
follows, which simply states that this quantity is stationary under variations of the
wavefunction \( \delta |\Psi_t\rangle \) for all valid time evolutions, or
\[ \delta S = \delta \sum_{t,t'} \langle t' | \langle \Psi_{t'} | H' | \Psi_t \rangle | t \rangle = 0 \] (6.5)

To select a particular evolution of interest, one may introduce a penalty operator
that fixes the state of the system at a given time. Typically, this might represent a
known initial state, and this operator in the system-time Hilbert space is given by
\[ C_0 = (I - |\Psi_0\rangle \langle \Psi_0|) \otimes |0\rangle \langle 0|. \] (6.6)

The minimization of a Hermitian quadratic form constrained to have unit norm
is equivalent to the eigenvalue problem for the corresponding Hamiltonian. We in-
roduce the Lagrange multiplier \( \lambda \) to enforce normalization. As both \( S \) and \( C_0 \) are
Hermitian by construction, minimization of
\[ \mathcal{L} = \sum_{t,t'} \langle t' | \langle \Psi_{t'} | H' + C_0 |\Psi_t\rangle | t \rangle
\[ - \lambda \left( \sum_{t,t'} \langle t' | \langle \Psi_{t'} |\Psi_t \rangle | t \rangle - 1 \right) \] (6.7)
is equivalent to solving for the eigenvector corresponding to the smallest eigenvalue of
the Hermitian operator
\[ \mathcal{H} = \mathcal{H}' + C_0 \]
(6.8)
which we refer to as the Clock Hamiltonian. This Hamiltonian has a unique ground
state with eigenvalue 0 given by the history state,
\[ |\Phi\rangle = \frac{1}{\sqrt{T}} \sum_t |\Psi_t\rangle \otimes |t\rangle \]
(6.9)
which encodes the entire evolution of the quantum system. Thus, the quantum dy-
namics of the physical system can be obtained by finding the ground state eigenvector
of \( \mathcal{H} \).

6.3 FCIQMC for the Clock Hamiltonian

The Full Configuration Interaction Quantum Monte Carlo (FCIQMC) method was
introduced by Booth et. al as a method to accurately find the ground state for elec-
tronic structure problems in a basis of Slater determinants without appealing to the
fixed node approximation to eliminate the fermion sign problem [29]. We review the
basics of the theory behind this method and show how it can be adapted for the
Clock Hamiltonian \( \mathcal{H} \), such that it simulates the full time evolution of a quantum sys-
tem.

Let \( |\Phi_i\rangle \) and \( \lambda_i \) be the eigenvectors and corresponding eigenvalues of \( \mathcal{H} \). Any vector
\( |\Psi\rangle \) in the system-time Hilbert space acted upon by \( \mathcal{H} \) can be decomposed in terms of
the eigenvectors of $\mathcal{H}$ such that

$$|\Psi\rangle = \sum_i c_i |\Phi_i\rangle$$  \hspace{1cm} (6.10)

It follows that for any $|\Psi\rangle$ not orthogonal to the ground state of the Clock Hamiltonian, $|\Phi_0\rangle$, that

$$\lim_{\tau \to \infty} e^{-\tau \mathcal{H}} |\Psi\rangle = \lim_{\tau \to \infty} \sum_i e^{-\tau \lambda_i} c_i |\Phi_i\rangle \propto |\Phi_0\rangle$$  \hspace{1cm} (6.11)

Because $\mathcal{H}$ trivially commutes with itself, we may break this operator into the successive application of many operators, such that for a large number of slices $N$ of a finite $\tau$,

$$e^{-\tau \mathcal{H}} = \left(e^{-\frac{\tau}{N} \mathcal{H}}\right)^N \approx (1 - \delta \tau \mathcal{H})^N$$  \hspace{1cm} (6.12)

where $\delta = \tau/N$. Note that the linearized time propagator used here is both simple to implement for discrete systems as well as unbiased in the final ($\tau \to \infty$) result given some restrictions on $\delta$. Thus with a prescription to stochastically apply the operator

$$\mathcal{G} = (1 - \delta \tau \mathcal{H})$$  \hspace{1cm} (6.13)

repeatedly to any vector in the system-time Hilbert space, we can simulate the quantum dynamics of the physical system. $\tau$ is sometimes interpreted as imaginary-time by analogy to the Wick-rotated time-dependent Schrödinger equation, however we will only refer to $\tau$ as “simulation time” here, to avoid confusion with the simultaneous presence of real and imaginary-time.

To represent a vector in the system-time Hilbert space, we introduce discrete walkers represented by $\{i, t\}$ with associated real and imaginary integer weights $R(\{i, t\})$ and $I(\{i, t\})$. These walkers correspond to a single system-time configuration. The in-
dices correspond to a system state $|i\rangle$ at time $t$ with a complex integer weight defined by its real and imaginary components, $W(\{k, t\}) = R(\{k, t\}) + iI(\{k, t\})$. Given a collection set of these walkers, the corresponding normalized vector is given by

$$|\Psi\rangle = \frac{1}{K} \sum_{\{i, t\}} W(\{i, t\}) |i\rangle \otimes |t\rangle$$

(6.14)

where $K$ is the normalization constant given by the sum of the absolute value of all the complex integer walker weights

$$K = \sum_{\{i, t\}} |W(\{i, t\})|$$. 

(6.15)

We also use this notation to define matrix elements for an operator $\mathcal{O}$ between a state $|i\rangle |t\rangle$ and $|j\rangle |t'\rangle$ as

$$\mathcal{O}_{\{j, t'\}, \{i, t\}} = \langle j | \langle t' | \mathcal{O} | i\rangle |t\rangle$$

(6.16)

To stochastically apply the operator $\mathcal{G}$ to a vector represented by a set of such walkers, the following four steps are used, adapted from the original implementation by Booth et. al:

1. Spawning: This step addresses the off-diagonal elements of $\mathcal{G}$. For each walker $\{i, t\}$, we consider $N_r = R(\{i, t\})$ real parents and $N_i = I(\{i, t\})$ imaginary parents, both with the correct associated sign. For each of the real parents $N_i$, we select a coupled state at an adjacent time and attempt to spawn a real child
and imaginary child \( \{j, t'\} \) with probabilities

\[
p^R_s(\{j, t'\}|\{i, t\}) = \frac{\delta \tau |R(\mathcal{H}_{\{j, t'\}, \{i, t\}})|}{p_{gt}(t', t)p_{gs}(\{j, t'\}|\{i, t\})} \tag{6.17}
\]

\[
p^I_s(\{j, t'\}|\{i, t\}) = \frac{\delta \tau |I(\mathcal{H}_{\{j, t'\}, \{i, t\}})|}{p_{gt}(t', t)p_{gs}(\{j, t'\}|\{i, t\})} \tag{6.18}
\]

with corresponding signs

\[
S^R = -\text{sign}(R(\mathcal{H}_{\{j, t'\}, \{i, t\}})) \tag{6.19}
\]

\[
S^I = -\text{sign}(I(\mathcal{H}_{\{j, t'\}, \{i, t\}})) \tag{6.20}
\]

and for each of the imaginary parents \( N_i \) we select a coupled state at an adjacent time and attempt to spawn a real child and imaginary child \( \{j, t'\} \) with probabilities

\[
p^R_s(\{j, t'\}|\{i, t\}) = \frac{\delta \tau |I(\mathcal{H}_{\{j, t'\}, \{i, t\}})|}{p_{gt}(t', t)p_{gs}(\{j, t'\}|\{i, t\})} \tag{6.21}
\]

\[
p^I_s(\{j, t'\}|\{i, t\}) = \frac{\delta \tau |R(\mathcal{H}_{\{j, t'\}, \{i, t\}})|}{p_{gt}(t', t)p_{gs}(\{j, t'\}|\{i, t\})} \tag{6.22}
\]

with corresponding signs

\[
S^R = \text{sign}(I(\mathcal{H}_{\{j, t'\}, \{i, t\}})) \tag{6.23}
\]

\[
S^I = -\text{sign}(R(\mathcal{H}_{\{j, t'\}, \{i, t\}})) \tag{6.24}
\]

where probabilities \( p_s > 1 \) are handling by deterministically spawning \( \lfloor p_s \rfloor \) walkers and spawning an additional walker with probability \( p_s - \lfloor p_s \rfloor \). \( \delta \tau \) is the simulation time step and may be used to control the rate of walker spawning.
The functions \( p_{gt}(t', t) \) and \( p_{gs}(\{j, t'\} | \{i, t\}) \) are the probability of suggesting a walker at the new time \( t' \) and of the particular state \( j \) respectively. For the Clock Hamiltonian, an efficient choice of the time generation function, \( p_{gt}(t', t) \) is \( t' = t \pm 1 \) with equal probability unless the walker is at a time boundary, in which case it should move inward with unit probability. The state generation probability \( p_{gs}(\{j, t'\} | \{i, t\}) \) should be chosen based on knowledge of the structure of \( U_t \) such that connected states may reach each other. In this work we use a uniform distribution where states connected by \( U_t \) are selected randomly with equal probability, however this can be refined using knowledge of \( U_t \).

In this case, where \( \{j, t'\} \neq \{i, t\} \), the matrix elements \( \mathcal{H}_{\{j, t'\}, \{i, t\}} \) may be written more explicitly as

\[
\mathcal{H}_{\{j, t'\}, \{i, t\}} = \begin{cases} 
-\frac{1}{2} \langle j | U_t | i \rangle & t' = t + 1 \\
-\frac{1}{2} \langle j | U^\dagger_t | i \rangle & t' = t - 1 \\
0 & \text{otherwise}
\end{cases} \quad (6.25)
\]

2. Diagonal Death/Cloning: This step addresses the application of the diagonal of \( \mathcal{G} \). In this step, for each parent walker \( \{i, t\} \) (not yet including child walkers spawned in the last step), calculate

\[
p_d(\{i, t\}) = \delta \tau (\mathcal{H}_{\{i, t\}, \{i, t\}} - S) \quad (6.26)
\]

where \( S \) is a shift that is used to control the population in the simulation. Now for each real and imaginary parent \( N_r \) and \( N_i \) associated with \( \{i, t\} \), if \( p_d > 0 \), the parent is destroyed. If \( p_d < 0 \), the parent is cloned with a probability \(|p_d|\).
handling instances of greater than unit probabilities as in the previous step.

In the case of the Clock Hamiltonian, the diagonal matrix elements take on a simple form

$$
\mathcal{H}_{\{i,t\},\{i,t\}} = \begin{cases} 
1/2 + (1 - |\langle i|\Psi_0\rangle|^2) & t = 0 \\
1/2 & t = T - 1 \\
1 & \text{otherwise}
\end{cases} 
$$

(6.27)

3. Annihilation: In this step, all previously existing and newly spawned walkers are searched, and any which match are combined such that both their real and imaginary components are summed. In the event that any walker ends up with 0 total weight, it is removed entirely from the simulation. In the case of the Clock Hamiltonian, it is advantageous to store walkers grouped by time, such that in parallel implementations the simulation can be easily split along this dimension. This will be elaborated upon later. Within each group it is advisable to use any natural ordering present on the basis states to enable binary search that can locate identical walkers in a time that is logarithmic in the number of walkers at a given time. Alternatively one can use hash tables to facilitate annihilation [28].

A single iteration of the above algorithm is cartooned in Fig. 6.1. By using this procedure, the operator $G$ is iteratively applied until the state of walkers is equilibrated at some simulation time $\tau > \tau_{eq}$, with a number of walkers $N_w$. The average of
some observable $O$ may be estimated at simulation time $\tau$ according to

$$\langle O \rangle (\tau) = \frac{\langle \Phi(\tau) | O | \Phi(\tau) \rangle}{\langle \Phi(\tau) | \Phi(\tau) \rangle}$$  \hspace{1cm} (6.28)$$

By averaging over the simulation time $\tau$ and correcting for the autocorrelation time of the quantity $\langle O \rangle$ using standard statistical procedures, the average may be converged to the desired precision. In general, however, the simulation time averaged quantity $\langle O \rangle_\tau$ may be biased due to the sign problem [128, 213, 220]. This bias may be removed to an arbitrary degree by increasing the number of walkers $N_w$ such that
the state remains sign-coherent between steps. The number of walkers required to re-
move the bias to a given precision depends both on the severity of the sign problem
and the amount of Hilbert space the physical problem occupies [128, 213, 220]. To
this end, we define a problem-dependent number $n_c$ such that when $N_w > n_c$, the
time averaged quantity $\langle O \rangle_\tau$ is accurate to the desired precision. Because this is an
NP-Complete problem, one must expect that in general, $n_c$ is on the order of the di-

tension of the Hilbert space, $D$, that is, it grows exponentially with the size of the
system and linearly with real-time. However, for many systems of interest in ground
state problems it has been found that $n_c << D$ [26, 27, 213], and one might expect
the same to be true for some dynamical problems. We now turn our attention to the
scaling and properties of $n_c$ for dynamical systems.

6.4 Manifestation of the sign problem

The conditions for the efficient simulation of a Hamiltonian on a classical computer
have been studied in the context of quantum complexity theory. It is known that if
a Hamiltonian is frustration free and has real, non-positive off-diagonal elements in a
standard basis (stoquastic) that it may be probabilistically simulated to a set preci-
sion in a time that is polynomial in the size of the system [33, 34].

For practical purposes, there are limitations on the system operators one may sim-
ulate. In particular, the system operators must be the sum of a polynomial number of
terms. This simply originates from the need to be able to efficiently evaluate matrix
elements of a given state. The interaction of at most $k$ particles, or $k$–local inter-
actions, in the physical system is a sufficient but not necessary condition for this to
be true. The Clock Hamiltonian construction has also been recently generalized to
open quantum systems \cite{227}, where even in this case a 2–local construction is generally possible with the use of gadgets. Alternatively, if the Clock Hamiltonian is constructed from a sequence of unitary gates that act on at most $k$ qubits in quantum computation, then the Clock Hamiltonian will also satisfy this requirement.

The presence of frustration in interacting systems can cause the autocorrelation time of measured observables to diverge exponentially, rendering their efficient simulation intractable even in cases where the Hamiltonian is bosonic or sign problem free \cite{234, 245}. It has been proven generally that the Clock Hamiltonian is frustration free, with a unique ground state separated from the first excited state with a gap of $O(1/T^2)$ where $T$ is the number of discrete time steps being considered at once.

If an operator is stoquastic (or sign problem free), then the off-diagonal elements that correspond to transitions in a Monte Carlo simulation all be non-positive. The operator $\mathcal{G}$ will contain only positive transition probabilities in this case and have a ground state corresponding to a classical probability distribution by the Perron-Frobenius theorem \cite{33, 34}. In the context of the FCIQMC method introduced, this means that walkers will never change signs throughout the simulation, and all averages will be sign-coherent and unbiased independent of the number of walkers $N_w$. In the Clock Hamiltonian, the off-diagonal elements correspond to the set of unitary operators with their adjoints $\{U_t, U_t^\dagger\}$, and the penalty term $C_0$. For the standard computational initial state ($|0\rangle^\otimes N$), the penalty term $C_0$ has a fixed sign, and thus the Clock Hamiltonian is stoquastic if $\{U_t, U_t^\dagger\}$ represented in the standard basis has all real positive entries, yielding non-positive off-diagonal entries in the Clock Hamiltonian.

Given the ubiquity of $k$–local interactions in physical problems and the rigorous proof that the Clock Hamiltonian is frustration free, we will take these two conditions
as given and consider more carefully the stoquastic condition. Consider a simple example of a unitary evolution that may be simulated on a classical computer efficiently, namely reversible classical computational. All reversible classical circuits may be expressed in terms of Toffoli gate sequences, which is unitary and acts to switch a target bit conditional on the state of two control bits. In the standard computational basis it has a representation given by

\[
\text{Tof} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

The Clock Hamiltonian when constructed with unitary Toffoli gates is stoquastic and \( n_c \approx 1 \). More explicitly, each \( U_t \) is a Toffoli gate acting on different qubits for all times \( t \). Although a stoquastic Hamiltonian is sufficient for this to be the case, it is not a necessary condition. To see this, consider a slightly different set of unitary operators, namely the standard Pauli group gates, \( X_i, Y_i, \) and \( Z_i \) in combination with the CNOT gate. These gates have the following unitary representations in the standard
computational basis

\[ X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]  \hspace{1cm} (6.30)

\[ Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \]  \hspace{1cm} (6.31)

\[ Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]  \hspace{1cm} (6.32)

\[ CNOT = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \]  \hspace{1cm} (6.33)

Considering for now only the computational basis we simulate in (a restriction we later lift), it is clear that given the complex entries and varying signs of the off-diagonals, that a Clock Hamiltonian built from this gate set will not be stoquastic if even a single Y or Z gate is used. However these gates also have the property that they map single configurations to single configurations, and as a result no interference occurs, yielding all sign coherent averages and \( n_c \approx 1 \). We call this type of transformation, which is configuration number preserving, “quasi-classical”, in contrast to classical which we define as configuration number preserving as well as phase preserving. Thus a stoquastic Clock Hamiltonian is a sufficient, but not necessary condition for the simulation procedure to be sign-problem free.
Consider a slightly more general local rotation $R$ parameterized by an angle $\theta$

$$R(\theta) = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}$$  \hfill (6.34)$$

In this case, the value of $n_c$ as a function of system size is more complex. These represent the real-time evolutions of local spin Hamiltonians for systems of spin-$\frac{1}{2}$ particles.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.2.png}
\caption{Computed expectation value for $\sigma_z$ for a single qubit at the final time in the simulation as a function of the average number of walkers kept in the simulation. There are 11 total qubits in the simulation. It is apparent the system exhibits a sharp transition between a totally sign incoherent sampling where all averages become zero, and a sign coherent region where the averages begin to converge to the appropriate value.}
\end{figure}

In Fig. 6.2 we consider a single rotation $R(\theta)$ with $\theta = 5\pi/32$ applied uniformly to 11 qubits initialized to $|0\rangle^\otimes N$. This sequence of rotations could be applied uniformly to all qubits at once, as the individual operations trivially commute. However, maintaining the locality of the operations, that is, allowing each gate to act only on a single qubit facilitates the sampling procedure by restricting the number of connected
states for each walker to those that may be generated by local transformations on each qubit. In contrast, the application of all rotations simultaneously in principle connects each walker to $2^N$ states, which can make it difficult to take advantage of structure present in the specific rotations.

As the Clock Hamiltonian in this simulation is neither stoquastic nor quasi-classical, one observes a sign-incoherent region for a small number of walkers, where all averages tend towards 0, until some critical threshold $N_w > n_c$ is reached where a transition occurs to sign-coherent sampling, and the average converges to the true value. We note that some implementations of the FCIQMC algorithm have used the diagonal shift $S$ as a proxy for convergence [29], but we did not observe a similar plateau trend here. The history state being sampled in this case is given by

$$|\Psi\rangle = \sum_t \frac{1}{\sqrt{T}} (R(\theta) |0\rangle)^\otimes t \otimes |0\rangle^\otimes T-t |t\rangle$$ (6.35)

The formal structure of this evolution is quite similar for all values of $\theta$, however the states that result can exhibit quite different features with respect to the sign problem in sampling. In Fig. 6.3 we examine the same circuit, but include many different rotation angles. One sees that not only does the value $n_c$ change as a function of rotation angle, but the rate of the transition is quite different as well, favoring sharper, earlier transitions for rotations that are closer to quasi-classical ($\theta = 0$).

### 6.5 Mitigating the sign problem

In the last section we considered the impact of sign problem as it related to local rotations (or the dynamics of distinguishable non-interacting particles). The apparent challenges in this domain are unsettling given that trivial solutions are known for this
Figure 6.3:Computed expectation value for $\sigma_z$ for a single qubit at the final time in the simulation as a function of the average number of walkers kept in the simulation and the rotation angle used in the simulation. The rotation angle $\theta$ is indicated by the line label. The simulation contains 11 total qubits for all rotation angles. One sees that the closer the rotation is to quasi-classical, the sharper and earlier the transition to sign coherent sampling.

It is known that the sign problem is generically basis dependent. To this end we propose a simple scheme to mitigate the sign problem to an arbitrary extent using preliminary computation.

It is known that the sign problem is generically basis dependent. To this end we propose an analogous approach to the interaction picture in quantum dynamics, where the walkers at each point in time are expressed in a new basis determined by a generic time-dependent unitary rotation given by $\{B_t\}$. The evolution operators are also dressed by this change such that in the new basis, the Clock Hamiltonian is constructed from the rotated operators given by

$$U'_t = B_{t+1}^\dagger U_t B_t$$ (6.36)

Moreover, the computation of any Hermitian observable $O$ must also take into con-
Figure 6.4: The quantum circuit diagram for the circuit used to test the efficacy of time-dependent local rotations in ameliorating the sign problem. The angle used in this case is \( \theta = 0.49 \). We compare the results from this circuit as a function of the number of controls that are removed from the NOT gates (crossed circle here), and whether time dependent local basis rotations are utilized. The controls are removed from the end of the circuit first.

Consideration the new basis, such that

\[
\langle O \rangle(\tau) = \frac{\langle \Phi(\tau) | B^\dagger \Delta B | \Phi(\tau) \rangle}{\langle \Phi(\tau) | \Phi(\tau) \rangle} \tag{6.37}
\]

If one finds a set of \( \{ B_t \} \) that renders the Clock Hamiltonian stoquastic or quasi-classical, the resulting Hamiltonian may be sampled readily. One expects that in general, finding this basis must be at least as difficult as solving exactly the problem of the quantum evolution. In fact, it is easy to see that one may choose the exact evolution as the set of basis rotations, and that this renders the Clock Hamiltonian stoquastic and trivial, such that the evolution is dictated by the identity at all times. Of course the price one must pay for this is that the computation of observables requires the full evolution to be known.

However, as was seen above, it is not necessary for the Clock Hamiltonian to be rendered completely trivial. Even approaching a quasi-classical Hamiltonian in an approximate sense can greatly reduce the sampling costs. For some instances, one may
find an approximate set of rotations that make the Clock Hamiltonian nearly stoquastic or quasi-classical, and the remainder of the sign problem can be handled by maintaining a reasonable number of walkers $N_w$ in the simulation. As an example of this procedure, we consider the simple case where $\{B_t\}$ are determined entirely by the local rotations in a quantum circuit. Specifically, for local rotations, $B_t = \prod_{t' < t}^0 U_{t'}$, where $U_{t'}$ is replaced by $I$ for two- or more qubit operations. It is clear that for circuits consisting of only local rotations, as in the previous section, this is equivalent to exact evolution and the resulting Clock Hamiltonian becomes trivial ($U_{t'} = I \forall t'$).

To study how this works in the non-trivial case, we examine a similar circuit of local rotations, but now with a variable number of CNOT gates included. This elucidates to what extent the use of basis rotations can mitigate the sign problem when they are not an exact solution to the dynamics considered. A depiction of this circuit is given in Fig. 6.4.

In Fig. 6.5 we consider a simple quantum circuit consisting of a series of local rotations followed by NOT gates, with a variable number of the NOT gates under control. With the given rotation angle ($\theta = 0.49$), these are entangling operations not covered by the simple local basis rotation scheme we use here. However, it is seen that even for 8 controlled NOT gates, the use of local basis rotations dramatically reduces the number of walkers required to reach sign-coherent sampling, indicating this scheme can be computationally effective even for simulations containing a considerable fraction of two-qubit entangling operations. In this figure, the 4 and 8 CNOT simulations in the unrotated basis suffer similar biases due to the fact that local rotations are capable of making the sign problem difficult independent of the number of CNOT operations. The rotated basis is able to repair much of the sign problem introduced by the local rotations, but is less efficient on the 8 CNOT problem in comparison with
Figure 6.5: The mean value of a spin observable is plotted as a function of the mean number of walkers labeled by the number of CNOT gates both with local basis rotation (-Rot) and without. It is seen that even for a relatively high proportion of CNOT gates, the rotated basis performs far better than the non-rotated basis, requiring a lower number of walkers to reach sign-coherent sampling.

the 4 CNOT problem. Further tests of more complex quantum circuits are needed to determine the efficiency of different rotation schemes as a function of the structure of the quantum circuit.

6.6 Parallel-in-time scaling

Monte Carlo methods are often championed as the ultimate parallel algorithms, associated with the phrase “embarrassingly parallel”. Given the evolution of modern computational architectures towards many-core architectures with slower clock speeds, Monte Carlo will continue to play a growing role in the numerical simulation of physics at the boundaries of our computational capabilities. Interacting walker Monte Carlo methods, can be more difficult to parallelize effectively due to the annihilation step.
Figure 6.6: A schematic representation of the communication patterns the annihilation step of interacting walker Monte Carlo schemes, where the boxes represent different MPI processes and the ellipsis represents the rest of the processes. In the case of the Clock Hamiltonian (a), a time domain decomposition allows one to restrict communication to only nearest neighbor processes, facilitating simple, constant time communication amenable to the architecture of modern parallel computers. In the more general case (b), a clear partitioning may not be readily achievable, and all processes may need to communicate with all other processes, creating a bottleneck.

where communication of walkers is unavoidable.

In contrast to the most general interacting walker algorithm, which may require heavy communication between all processes, the FCIQMC method applied to the Clock Hamiltonian may take advantage of time-locality to create an efficient parallel-in-time algorithm using the standard method of domain decomposition in time. Using this construction, only processes containing adjacent times need to communicate their child walkers, which may be done simultaneously in a time that is constant for the number of processes involved. This remains true so long as the number of time steps under consideration is larger than the number of processes in use, which is typically
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Figure 6.7: A scaling study of our method implementation with a fixed total problem size (strong scaling), showing parallel efficiencies and speedups. The simulation consisted of 11 qubits with 128 time points generated by consecutive local rotations with $\theta \approx 0.098$. The simulation maintained on average $10^6$ walkers in each simulation-time step and the wall clock time was measured to the point of an equivalent number of statistical samples.

the case. In the case that the number of processes is much greater than the number of timesteps, this scheme may still be used by blocking multiple processors to each time, and utilizing an all-to-all communication pattern within each block only. The difference between these two communication patterns is highlighted in Fig. 6.6.

To demonstrate the scaling properties of this approach, we consider the scaling as a function of the number of processors for fixed total problem size, or strong scaling, with our implementation. This benchmarking is done on a standard Linux cluster composed of AMD Opteron 6376 processors. The parallel speedup with respect to single core time as a function of the number of processors is given in Fig 6.7. Here, we see that we are able to combine the parallelism of Monte Carlo with the locality of time-decomposition to achieve practical parallel efficiencies of over 95% with 2 processors and 70% with 8 using a simple MPI implementation on a commodity cluster.
6.7 Conclusions

In this work we reviewed the mapping between unitary dynamics and ground state eigenvalue problems. We then showed how the FCIQMC method, a technique originally designed to ameliorate the fermionic sign problem for ground state electronic systems, could be applied to quantum dynamics problems as a direct result of this mapping. This establishes a potential research direction for explicit connections between the fermionic and dynamical sign problems that plague quantum Monte Carlo simulations, and provides a pathway for the transfer of tools between the two domains.

The numerical consequences of the dynamical sign problem in this context were studied using a few basic quantum circuits. It was found that even local rotations can exhibit a severe sign problem depending on the form of the rotation and how different it is from a quasi-classical operation. We then introduced a general method analogous to the interaction picture in dynamics or natural orbitals in the study of eigenstates that uses basis rotations to mitigate the difficulty of the problem. The costs and benefits of different types of rotations require further research, however we showed that even local rotations can have a significant benefit for non-trivial circuits. Finally, we discussed the structure of the problem in the context of parallel-in-time dynamics, and showed high parallel efficiencies with only a basic MPI implementation on a commodity cluster.

Overall, we believe this is a promising new method for the simulation of quantum dynamics. It clarifies the bridge between dynamics and ground state problems and is capable of effectively utilizing parallel computing architectures. While we have only demonstrated it for quantum circuits, we believe it will be generally useful for the
study of quantum dynamics.
Entia non sunt multiplicanda praeter necessitatem. -
More things should not be used than are necessary.
William of Ockham

Compact wavefunctions from compressed imaginary time evolution

Abstract

Simulation of quantum systems promises to deliver physical and chemical predictions for the frontiers of technology. In this work, we introduce a general and efficient black box method for many-body quantum systems using technology from compressed sensing to find compact wavefunctions without detailed knowledge of the system. No

knowledge is assumed in the structure of the problem other than correct particle statistics. As an application, we use this technique to compute ground state electronic wavefunctions of hydrogen fluoride and recover 98% of the basis set correlation energy or equivalently 99.996% of the total energy with 50 configurations out of a possible $10^7$.

7.1 Introduction

The prediction of chemical, physical, and material properties from first principles has long been the goal of computational scientists. The Schrödinger equation contains the required information for this task, however its exact solution remains intractable for all but the smallest systems, due to the exponentially growing space in which the solutions exist. To make progress in prediction, many approximate schemes have been developed over the years that treat the problem in some small part of this exponential space. Some of the more popular methods in both chemistry and physics include Hartree-Fock, approximate density functional theory, valence bond theory, perturbation theory, coupled cluster methods, multi-configurational methods, and more recently density matrix renormalization group [13, 17, 45, 84, 102, 107, 173, 192, 217, 249].

These methods have been successful in a wide array of problems due largely to the intricate physics they compactly encode. For example, methods which are essentially exact and scale only polynomial with the size of the system have been developed for one-dimensional gapped quantum systems [134]. However such structure is not always easy to identify or even present as the size and complexity of the systems grow. For example, some biologically important transition metal compounds as well as metal
clusters lack obvious structure, and remain intractable with current methods [129, 169, 271].

The field of compressed sensing exploits a general type of structure, namely simplicity or sparsity, which has been empirically observed and is adaptive to the problem at hand. Recent developments in compressed sensing have revived the notion that Occam’s razor is at work in physical systems. That is, the simplest feasible solution is often the correct one. Compressed sensing techniques have had success in quantum simulation in the context of localized wavefunctions [190] and vibrational dynamics of quantum systems [46, 257], but little has been done to exploit the possibilities for many-body eigenstates, which are critically important in the analysis and study of physical systems.

In this letter, we concisely describe a new methodology for finding compact ground state eigenfunctions for quantum systems. It is a Multicomponent Adaptive Greedy Iterative Compression (MAGIC) scheme. This method is general in that it is not restricted to a specific ansatz or type of quantum system. It operates by expanding the wavefunction with imaginary time evolution, while greedily compressing it with orthogonal matching pursuit [232]. Matching pursuit and its variants are greedy algorithms in the standard sense, that is, at each step they select a new optimal component without regard to the consequences this may have on future steps. As an example application, we choose the simplest possible ansatze for quantum chemistry, sums of non-orthogonal determinants, and demonstrate that extremely accurate solutions are possible with very compact wavefunctions. This non-orthogonal MAGIC scheme we refer to as NOMAGIC, and apply it electronic wavefunctions in quantum chemistry.
7.2 Compressed Imaginary Time Evolution

Beginning with general quantum systems, an \( N \)-particle eigenfunction of a quantum Hamiltonian \( H \), \( |\Psi\rangle \), may be approximated by a trial function \( |\tilde{\Psi}\rangle \) that is the sum of many-particle component functions \( |\Phi^i\rangle \), such that

\[
|\tilde{\Psi}\rangle = \sum_{i}^{N_c} c_i |\Phi^i\rangle
\]

(7.1)

where \( N_c \) is the total number of configurations in the sum and no relation need be assumed between \( |\Phi^i\rangle \) and \( |\Phi^j\rangle \) for \( i \neq j \). A simple example of such a component function for a general quantum system is the tensor product of \( N \) single particle functions \( |\phi^i_1\rangle \ldots |\phi^i_{N-1}\rangle \)

\[
|\Phi^i\rangle = |\phi^i_0\rangle |\phi^i_1\rangle \ldots |\phi^i_{N-1}\rangle
\]

(7.2)

and we will consider its anti-symmetric counterpart in applications to electronic systems. In this work, we define a state to be simple, sparse, or compact if the number of configurations, \( N_c \), required to represent a state is much smaller than the total dimension of the Hilbert space.

One method for determining \( |\tilde{\Psi}\rangle \) is a direct variational approach based on the particular parametrization of \( |\Phi^i\rangle \) and choice of \( N_c \). This approach can be plagued by issues related to the choice of initial states, difficulty of adding new states, and numerical instability of the optimization procedure if proper regularization is not applied [66, 88, 92, 125, 127].

We present an alternative technique that selects the important configurations in a black-box manner and is naturally regularized to prevent numerical instability. It
Figure 7.1: A schematic diagram of the MAGIC approach. At each iteration the wavefunction is expanded by means of the imaginary time propagator $G$, and subsequently compressed with orthogonal matching pursuit. The imaginary time propagator corresponding to projection into the manifold at $|\Psi(\tau)\rangle$, denoted $|\delta\Psi(\tau)\rangle$, typically prescribed by differential time dependent variational principles is given as $G_{VP}$ and depicted to emphasize that expansion with the operator $G$ can explore a greater part of Hilbert space. The compression is performed simultaneously with expansion in our implementation to prevent rapid growth of the wavefunction. These steps are iterated until convergence at a specified maximum number of component functions, at which point an optional variational relaxation may be performed.

Is built through a combination of imaginary-time evolution and compressed sensing.

Imaginary-time evolution can be concisely described as follows. Given a quantum system with a time-independent Hamiltonian $H$ and associated eigenvectors $\{|\chi^i\rangle\}$, any state of the system $|\Omega\rangle$ may be expressed in terms of those eigenvectors as

$$|\Omega\rangle = \sum_i c_i |\chi^i\rangle \quad (7.3)$$
and the evolution of the system for imaginary-time $\tau$ is given as

$$G |\Omega\rangle = e^{-H\tau} |\Omega\rangle = \sum_i c_i e^{-E_i \tau} |\chi^i\rangle$$  \hspace{1cm} (7.4)$$

where $E_0 < E_1 \leq E_2 \leq \ldots \leq E_{N-1}$ are the eigenenergies associated with $|\chi^i\rangle$. By evolving and renormalizing, eventually one is left with only the eigenvector associated with the lowest eigenvalue, or ground state. Excited states may be obtained with a number of approaches including spectral transformations (e.g. $H' = (H - \lambda)^2$ [154]), matrix deflation, or other techniques. However we will concern ourselves only with ground states in this work.

Imaginary time evolution approaches may be broadly grouped into two classes. The first class involves the explicit application of the imaginary-time propagator $G$ to the wavefunction. This approach typically generates many configurations at every step, causing a rapid expansion in the size of the wavefunction. As a result, these methods have almost exclusively been restricted to Monte Carlo sampling procedures which attempt to assuage this explosion by stochastically sampling or selecting the most important configurations [29, 139], however the recently developed imaginary time-evolving block decimation also belongs to this class, performing truncations after expansion along a virtual bond dimension [52, 94, 208, 238].

The second class of imaginary-time approaches follow the evolution dictated by the action of $G$ projected onto the manifold spanned by linear variations in the function at the previous time step, sometimes referred to as Galerkin or time-dependent variational methods including imaginary time MCTDH [19, 181] and DMRG in some limits [94]. While computationally convenient, it is often unclear how projection onto the original linear subspace at every time can affect evolution with respect to the ex-
act evolution. In this work, we show that the first class of explicit evolution can be used on any ansatz without configuration explosions or stochastic sampling by utilizing a technique from the field of compressed sensing, namely orthogonal matching pursuit [193, 232].

The algorithm we use is diagrammed in Fig 7.1, and proceeds iteratively as follows. The wavefunction at time $\tau = 0$, $|\Psi(0)\rangle$, may be any trial wavefunction that is not orthogonal to the desired eigenstate. We determine the wavefunction at time $\tau + d\tau = \tau'$ greedily, fitting one configuration $|\Phi_i(\tau')\rangle$ at a time by maximizing the functional

$$\left| \frac{\langle \Phi_i(\tau')| G |\Psi(\tau)\rangle - \sum_{j<i} c_j(\tau') \langle \Phi_i(\tau')| \Phi_j(\tau')\rangle}{\sqrt{\langle \Phi_i(\tau')| \Phi_i(\tau')\rangle}} \right|$$

(7.5)

with respect to the parameters that determine $|\Phi_i(\tau')\rangle$. Such that after $k$ iterations, the wavefunction is given by

$$|\tilde{\Psi}(\tau)\rangle = \sum_{i=1}^{k} c_i(\tau) |\Phi_i(\tau)\rangle$$

(7.6)

The coefficients in this expansion, $c_i(\tau')$ are solved for simultaneously after each iteration by orthogonal projection, which after simplification reduces to the following linear system for the coefficient vector $c$

$$Sc = v$$

(7.7)

where $S_{ij} = \langle \Phi_i(\tau')| \Phi_j(\tau')\rangle$ and $v_i = \langle \Phi_i(\tau')| G |\Psi(\tau)\rangle$. Together, the fit and orthogonal projection step is equivalent to orthogonal matching pursuit [193, 232] applied to the signal generated by the imaginary time evolution of the state at each time step $G |\Psi(\tau)\rangle$. The expansion-compression procedure is advanced to the next imaginary
time step either when some accuracy convergence criteria is met, or when some pre-
set maximum number of components $N_c$ is reached, and the total simulation is ter-
mminated when the wavefunction converges between imaginary-time steps. We provide
additional details of the numerical procedure in the supporting information for inter-
ested readers.

Note that one is free to choose a convenient form for the propagator $G$. In this
work we use the linearized propagator $G \approx (I - d\tau (H - \lambda))$, which is both easy to
implement and provably free of bias in the final result for finite single particle basis
sets given some restrictions on $d\tau$ [231]. The constant shift $\lambda$ can be adjusted and is
taken to be the expectation value of the energy of the previous imaginary time step in
our implementation.

Orthogonal matching pursuit attempts to find the sparsest solution to the prob-
lem of state reconstruction [179, 232], and thus is ideal for keeping the number of
configurations minimal throughout the imaginary time evolution. However, while
the solution is sparsest in the limit of total reconstruction and naturally regularized
against configuration collinearity, for very severe truncations of the wavefunction, the
sparsifying conditions generate a solution which is not variationally optimal for the
given number of configurations. For this reason, we finish the computation with a to-
tal variational relaxation of the expectation value of the energy with respect to both
coefficients and states. This retains both the benefits of imaginary time evolution in
avoiding local energetic minima and of variational optimality in the final solution.
7.3 Application to Chemical Systems

The method we have outlined may be readily applied to any quantum system, such as spins or oscillators, however as a first application we consider ground-state electronic wavefunctions of molecules. We will take the approach that is conventional to the field of quantum chemistry, and solve the problem in a basis of Gaussian-type functions [102]. After a basis has been selected, there is a standard procedure of expanding the linear state space by excitation known as configuration interaction (CI), which can eventually yield the numerically exact solution within a basis when the full state space has been covered. This is referred to as full configuration interaction (FCI) and is the standard to which we compare. Moreover, we compare to truncated orthogonal CI methods that represent a high level of accuracy while yielding an explicit wavefunctions and requiring no additional machinery to evaluate the energy efficiently [102, 267]. Comparison to methods considering explicit correlation beyond that covered by a specific traditional Gaussian basis, such as explicitly correlated $f_{12}$ type wavefunctions, are not yet within the scope of this work.

In the context of our approach, the indistinguishability of electrons necessitates handling of anti-symmetry. The simplest way to include anti-symmetry into the wavefunction is by utilizing anti-symmetric component tensors $|\Phi_i\rangle$. The most common anti-symmetric component function is the Slater determinant, such that we express the wavefunction as

$$|\Psi\rangle = \sum_{i}^{N_c} c_i |\Phi^i\rangle$$

(7.8)

where $|\Phi^i\rangle$ are Slater determinants with no fixed relations between $|\Phi^i\rangle$ and $|\Phi^j\rangle$ for
while this simple form lacks extensivity [221], it is attractive for other reasons. Namely the quality of description and rate of convergence in $N_c$ are invariant to invertible local transformations of the state (i.e. atomic orbitals vs. natural orbitals) [92], and the mathematical machinery related to the use and extension of such a wavefunction is already well developed [3, 101, 150, 219].

While the method we use for determinant selection is unique, non-orthogonal Slater determinants have been used successfully in valence bond theory [84, 107] as well as more recent symmetry breaking and projection methods [39, 110]. Unconstrained non-orthogonal Slater determinants have been utilized before, but in a purely variational context [88, 125]. Using this machinery yields explicit gradients that we utilize...
in the optimization of determinants [219]. The scaling of these constructions with current algorithms is $O(N_c^2 \max(M^2, N_e^3))$ [221] where $N_c$ is the number of determinants and $N_e$ is the number of electrons, however development of approximations in this area have received comparatively less attention with respect to orthogonal reference wavefunction methods and there may be ways to improve upon this scaling.

We introduce an additional enhancement for the study of chemical reactions that is greatly facilitated by the compactness of our expansions. Namely, when considering a full reaction coordinate, such as that for a bond dissociation, we perform an additional linear variational calculation in the space of components (determinants) found locally at neighbouring nuclear configurations. As a proof of principle, we include configurations from the entire curves in the following examples, but more economical truncations can be used as well. We refer to this additional step, as the nuclear union configuration interaction method and describe it in more depth in the supplemental information.

As a first application, we consider He$_2$ in the aug-cc-pVDZ basis [255], which is a standard atom-centered Gaussian quantum chemical basis with additional diffuse functions to better capture the weak dispersive interactions present in rare gas interactions. The helium dimer is unbound in the case of a single determinant with restricted Hartree Fock (RHF) and is not held together by a covalent bond, but rather dispersive forces and dynamical correlation only. In Fig. 7.2, we consider the dissociation of this molecule under different numbers of non-orthogonal determinants. Despite the sensitive nature of this bond, it is qualitatively captured with as few as 4 local determinants and quantitatively captured with as few as 24 determinants. The dimension of the space of this molecule is on the order of $10^4$ when reduced by considerations of point group symmetry. The NOMAGIC approach does not yet utilize
any symmetry other than the spin symmetry enforced by the parameterization of the wavefunction.

As a second example, the dissociation of hydrogen fluoride in a cc-pVDZ basis [63] is studied. The total configuration space for this molecule is on the order of $10^7$ and it involves a homolytic bond breaking of a covalent bond in the gas phase. Considering the results in Fig. 7.3, one can see that while RHF yields an unphysical dissociation solution, as few as 2 determinants are sufficient to fix the solution in a qualitative sense. Beyond this, the addition of more determinants represents a monotonically increasing degree of accuracy, with rapid convergence to a quantitative approximation by 32 determinants.

In Fig. 7.4 we select two points on the HF dissociation curve, and study the con-
Figure 7.4: A curve of the energetic error with respect to full CI for HF bond dissociation in the cc-pVDZ basis as a function of the log of the number of determinants included for both a near-equilibrium geometry “Eq” with $R = 0.93$ Å and a stretched geometry “St” with $R = 1.73$ Å. The configuration interaction energies are generated by a standard excitation sequence from the Hartree-Fock solution, CIX(X=SD, SDT, SDTQ) followed by FCI. The number of determinants used in the full CI expansion is approximately 34 million taking into account molecular point group symmetries, or 135 million without. No symmetries other than spin are utilized in the NOMAGIC calculation.

vergence of the energy as a function of the number of determinants in the NOMAGIC method and a traditional CI expansion with the canonical Hartree-Fock orbitals. In particular, we study both a point near the equilibrium bond length ($R = 0.93$ Å) where traditional CI expansions perform relatively well and a more stretched geometry ($R = 1.73$ Å) where traditional CI expansions perform more poorly. We see that in both cases, if one considers a fixed level of accuracy in the energy, the NOMAGIC method is considerably more compact. For example, to achieve a level of accuracy superior to the CISD expansion that uses 36021 determinants, NOMAGIC requires only 24 determinants at both geometries. That is, for equivalent accuracy, the NOMAGIC wavefunction is roughly 1500 times more compact in the space of Slater de-
terminants. By 50 determinants out of a possible $10^7$ in the NOMAGIC wavefunction, we recover 98% of the basis set correlation energy or equivalently 99.996% of the total energy. To further quantify the advantage of computationally for manipulating and evaluating expectations values on compact NOMAGIC states, consider the cost of evaluating the energy of a stored CISDT state and a NOMAGIC state with $N_c$ determinants. A NOMAGIC state with $N_c$ determinants requires $O(N_c^2 \max(M^2, N_e^3))$ operations to evaluate the energy. In contrast, a CISDT state requires $O(M^8)$ operations in the standard case that the number of basis functions $M$ is on the same order as the number of electrons $N_e$. Thus assuming $N_e \sim M$ there is a clear computational advantage in any case where $N_c < O(M^{5/2})$ provides a sufficiently accurate representation, as has been observed in all examples thus far.

7.4 Conclusions

In this work, we introduced a general method to find compact representations of quantum eigenfunctions by using imaginary-time evolution and compression. The method assumes no specific structure in the problem and can be applied to any quantum system with a variety of ansatze. The compact wavefunctions that result from this methodology not only offer potential practical advantages in terms of storage and subsequent evaluation of physical observables, but can also provide a numerical upper-bound on the minimal information necessary to identify a physical quantum state, or Kolmogorov complexity of the state. A low Kolmogorov complexity of physical quantum states would have important ramifications for the growing belief that physical states occupy a small physical “corner of Hilbert space” [65, 79, 199]. We demonstrated the method’s practical success in some quantum chemical systems with
a small number of non-orthogonal Slater determinants. One practical application of
this method is the creation of extremely compact trial wavefunctions for quantum
Monte Carlo, which suffer little additional overhead with the use of non-orthogonal
determinants and are often limited by the size of the trial wavefunction [4, 83]. Fi-
nally, we believe that extensions to this method using ansatze that contain system
specific physics have the potential to be even more compact and this is subject of cur-
rent research.

7.5 Supplemental Information

7.5.1 Orthogonal Matching Pursuit

In this section, we offer some additional details on the implementation of Orthogonal
Matching Pursuit [232] with imaginary-time evolution in quantum systems. Given a
quantum state $|\tilde{\Psi}(\tau')\rangle$ that one wishes to reconstruct, orthogonal matching pursuit is
a greedy decomposition algorithm (i.e. one that selects the best component at each
iteration without regard to future iterations) that approximates the sparse problem of
finding $|\tilde{\Psi}(\tau')\rangle$ such that

$$\min_{|\tilde{\Psi}(\tau')\rangle} \| |\Psi(\tau')\rangle - |\tilde{\Psi}(\tau')\rangle \|_2^2$$

subject to $|||\tilde{\Psi}(\tau')\rangle||_0 < N$ (7.9)
This is done by considering an overcomplete dictionary \( \{ |\Phi^i(\tau')\rangle \} \) that can express \( |\tilde{\Psi}\rangle \) as
\[
|\tilde{\Psi}(\tau')\rangle = \sum_i c_i(\tau') |\Phi^i(\tau')\rangle
\] (7.10)
and at each stage selecting the \( |\Phi^i(\tau')\rangle \) which maximizes the overlap with the residual with respect to the target signal \( |\Psi(\tau')\rangle \),
\[
\max_{|\Phi^i(\tau')\rangle} \frac{|\langle \Phi^i(\tau')|\Psi(\tau')\rangle - \sum_{j<i} c_j(\tau') \langle \Phi^i(\tau')|\Phi^j(\tau')\rangle|}{\sqrt{\langle \Phi^i(\tau')|\Phi^i(\tau')\rangle}}
\] (7.11)

In practice for quantum systems, the dictionary \( \{ |\Phi^i(\tau')\rangle \} \) can be any overcomplete basis for the \( N \)-particle Hilbert space, and the location of the optimal \( |\Phi^i(\tau')\rangle \) can be done with a few different methods such as discrete enumeration of all basis states, stochastic search, and direct non-linear optimization. While discrete enumeration is commonly used in the orthogonal matching pursuit literature, the high dimensional nature of quantum systems does not readily allow it. Among the remaining options, we find that direct non-linear optimization is superior to stochastic search methods for the problems we considered. Specifically, we utilized a quasi-Newton BFGS procedure with analytic gradients and inexact line search satisfying the strong Wolfe conditions [185]. The implementation closely follows that discussed in the classic text by Nocedal and Wright with a modified Cholesky regularization to protect again instabilities in the approximate Hessian.

After selection of the optimal \( |\Phi^i(\tau')\rangle \), the full set of coefficients \( \{ c_i(\tau') \}_{i=0}^j \) are re-determined by orthogonal projection of the selected basis functions on the signal.
$|\Psi(\tau')\rangle$. This is equivalent to solving the linear equation

$$Sc = v \quad (7.12)$$

for the coefficient vector $c$, where $S_{ij} = \langle \Phi^i(\tau')|\Phi^j(\tau') \rangle$, $v_i = \langle \Phi^i(\tau')|\Psi(\tau') \rangle$, and $c_i = c_i(\tau')$.

Throughout this procedure, one also has a choice of how to represent the target signal $|\Psi(\tau')\rangle$. In some cases, it is feasible to construct $|\Psi(\tau')\rangle$ explicitly from a previous time step and imaginary time propagator $G$, and doing so could potentially facilitate the optimization procedure by examining properties of the state. However, exact expansion of the state $|\Psi(\tau')\rangle$ using $G$ can have many terms for even modestly sized quantum systems, negating the potential benefits of compressing the wavefunction. In practice, we found that a much better approach is to directly with $G|\Psi(\tau)\rangle$ without first expanding the wavefunction explicitly. When using the linearized propagator $G(\lambda) \approx (I - d\tau(H - \lambda))$, this means that Hamiltonian and overlap matrix elements and their derivatives are sufficient for the implementation of the procedure.

In principle, at any time step, one may continue to add elements $|\Phi^i(\tau')\rangle$ until an arbitrary convergence tolerance is reached, i.e. $|||\Psi(\tau')\rangle - |\tilde{\Psi}(\tau')\rangle||_2 < \epsilon$ for some $\epsilon > 0$. However, as only the final state in the large $\tau$ limit is of interest, and any state that is not completely orthogonal to this state will eventually converge to it, some errors in intermediate steps are permissible. Thus a more economical approach, is to terminate the addition of states $|\Phi^i\rangle$ at intermediate time steps according to some proxy, such as sufficient decrease in the energy $\tilde{E}(\tau') = \langle \tilde{\Psi}(\tau')|H|\tilde{\Psi}(\tau') \rangle$ from the previous time step.
7.5.2 NOMAGIC Algorithm

In this section we detail our implementation of the NOMAGIC procedure, including how values of algorithmic parameters may be chosen. Consider a physical system defined by the Hamiltonian $H$ with a number of particles $N$, each represented on a discrete basis of $M$ functions. The NOMAGIC algorithm begins by selecting an initial component $|\tilde{\Psi}(0)\rangle = |\Phi^0(0)\rangle$ from some approximation procedure. In this work we utilize a mean-field procedure that minimizes the energy, namely the Hartree-Fock algorithm [102], to find an initial state, however other procedures such as a tensor cross approximation may be used [127]. Using the selected initial component, the initial expectation value of energy is computed as

$$\tilde{E}(0) = \langle \tilde{\Psi}(0) | H | \tilde{\Psi}(0) \rangle .$$  \hspace{1cm} (7.13)

Additionally, this initial component is also used to estimate a safe value for the imaginary timestep $\tau$. The bound on $\tau$ that guarantees a correct final state [231] under exact propagation is given by

$$d\tau \leq \frac{2}{E_{\text{max}} - \lambda}$$  \hspace{1cm} (7.14)

where $E_{\text{max}}$ is the maximum eigenvalue of $H$. However, one does not expect to know the eigenvalues in advance, and moreover the problem is changed by the fact that propagation may be performed to some finite, economical precision. As a result, we use a fast estimate to determine an approximate suitable timestep $d\tau$. This is done by constructing the corresponding mean-field Hamiltonian $H_{\text{mf}}$ from the original Hamiltonian and component function by performing a partial trace on all but a tar-
get particle. In the distinguishable case, this will result in $N$ uncoupled Hamiltonians (one for each particle) and in the indistinguishable case, a single mean-field Hamiltonian, which is the Fock matrix for electronic systems. The maximum eigenvalue of the mean-field Hamiltonian is easily found, and we define $\Delta_{mf} = E_{\text{max}}^{mf} - E(0)$, with the constant shift set to the expectation value of the energy. From this, the value of the timestep is set to

$$d\tau = \frac{1.8}{\Delta_{mf}}.$$

We note that more efficient and adaptive schemes are possible for timestep selection in problems of this type, however these were not utilized in the current work.

Once the timestep has been selected, the algorithm propagates forward through imaginary time with the orthogonal matching pursuit algorithm, with a termination threshold based on the energy. For computational practicality, we thus set several threshold values. The maximum number of component functions allows, $N_{c\text{-max}}$, the maximum imaginary time $\tau_{\text{max}}$, and the minimal improvement in energy $\epsilon_{E}$. We also introduce the function $N$ that counts the number of components present in a wavefunction. This procedure is detailed in Alg. 1.

Note that the update for the threshold value $\epsilon_{E} \leftarrow \max(\Delta/(ed\tau)), 10^{-7}$, where $e$ is Euler’s number, is based on a heuristic that if perfect evolution was achieved, the energy would decay to the ground state exponentially in imaginary time. At the termination of this imaginary time procedure, a final variational relaxation is performed on the wavefunction $|\tilde{\Psi}(\tau)\rangle$ with respect to both component functions $|\Phi_{i}(\tau)\rangle$ and coefficients $c_{i}(\tau)$ to relax the greedy constraint on the fitting procedure. It is known that direct minimization of canonical tensor decompositions can suffer from numerical
\( \epsilon_E \leftarrow 0 \)

**while** \( \tau < \tau_{\text{max}} \) **do**

\( \tau' \leftarrow \tau + d\tau \)

\( i \leftarrow 0 \)

**while** \( i < N_{c_{\text{max}}} \) **do**

Find \( |\Phi^j(\tau')\rangle \) satisfying eq 7.11 on state \( G(\lambda) |\bar{\Psi}(\tau)\rangle \)

Determine \( c_i(\tau') \) via eq 7.12

\( |\bar{\Psi}(\tau')\rangle_i \leftarrow \sum_j c_j |\Phi^j(\tau')\rangle \)

Calculate \( \Delta = (\langle \bar{\Psi}(\tau') | H |\bar{\Psi}(\tau') \rangle_i - E(\tau)) \)

if \( \Delta < -d\tau \epsilon_E \) then break

end if

\( i \leftarrow i + 1 \)

end while

if \( i = N_{c_{\text{max}}} \) and \( \Delta > -d\tau \epsilon_E \) then break

else if \( i > N(|\bar{\Psi}(\tau)\rangle) \) then \( \epsilon_E \leftarrow \max(\Delta/(ed\tau), 10^{-7}) \)

end if

\( \lambda \leftarrow \langle \bar{\Psi}(\tau') | H |\bar{\Psi}(\tau') \rangle \)

\( \tau \leftarrow \tau + d\tau \)

end while

**ALGORITHM 7.1**: NOMAGIC Algorithm
issues if care is not taken to constraint the length of the individual components [127].
In particular, the space of canonical rank–k decompositions is not closed, however the addition of a constraint on the norm of components remedies this situation [66].
In practice, we find a loose penalty term sufficient to enforce this constraint and mitigate the potential numerical difficulties from this problem without introducing the complexities of sophisticated constrained optimizations. Specifically we variationally minimize the auxiliary functional

\[
\mathcal{L} = \frac{\langle \tilde{\Psi}(\tau) | H | \tilde{\Psi}(\tau) \rangle - \gamma (\max(0, \sum_i (\Phi^i(\tau) | \Phi^i(\tau) \rangle - D))^2}{\langle \tilde{\Psi}(\tau) | \tilde{\Psi}(\tau) \rangle}
\] (7.16)

where \( D \) controls the maximum length of components and \( \gamma \) is the penalty parameter. In this work we choose \( D = 4.0 \) and \( \gamma = 1.0 \), however little dependence is observed in the final result on these parameters unless extreme values are taken. Note that despite the presence of the \( \max() \) function, this penalty term is differentiable and introduces no substantial additional difficulty in implementation.

### 7.5.3 Electronic Wavefunction Parameterization

Here we detail the electronic wavefunction parametrization used in this work, as well as the expressions used for the implementation of orthogonal matching pursuit and variational relaxation in electronic systems.

In quantum chemistry, frequently one first chooses a suitable single particle spin-orbital basis for the description of the electrons, which we denote \( \{|\phi_i\rangle\} \). This basis typically consists of atom-centered contracted Gaussian type functions with a spin function, and are in general non-orthogonal such that they have an overlap matrix
defined by

\[ S_{ij} = \langle \phi_i | \phi_j \rangle \quad (7.17) \]

Linear combinations of these atomic orbitals are used to form molecular orbital functions

\[ |\chi_m\rangle = \sum_i c^i_m |\phi_i\rangle \quad (7.18) \]

which have an inner product

\[ \langle \chi_m | \chi_n \rangle = \sum_{i,j} c^i_m c^j_n \langle \phi_i | \phi_j \rangle = \sum_i c^i_m c^j_n S_{ij} \quad (7.19) \]

In our implementation, the \( N \)-electron component wavefunctions may be formed from the anti-symmetrized \( N \)-fold product of molecular orbital functions, also known as Slater determinants.

\[ |\Phi^k\rangle = A \left( |\chi^k_0\rangle |\chi^k_1\rangle \ldots |\chi^k_{N-1}\rangle \right) \quad (7.20) \]

where \( A \) is the anti-symmetrizing operator. A convenient computational representation of an anti-symmetric component function \( |\Phi^k\rangle \) is given by the coefficient matrix

\[ T^K = (c^K_0 |c^K_1| \ldots |c^K_{N-1}) \quad (7.21) \]

which denotes an \( M \times N \) matrix whose \( m \)'th column are the coefficients defining the \( m \)'th molecular orbital \( |\chi^k_m\rangle \). This yields a convenient construction for the overlap
between two component functions

\[ \langle \Phi^K | \Phi^L \rangle = M_{KL} = \det (V_{KL}) = \det \left( T^{K\dagger} S T^L \right) \] (7.22)

One quantity of convenience is the so-called transition density matrix defined between determinants \( K \) and \( L \)

\[ P^{KL} = T^K \left( T^{L\dagger} S T^K \right)^{-1} T^{L\dagger} \] (7.23)

Hamiltonian matrix elements may be written as

\[ H_{KL} = M_{KL} \left( \text{Tr} \left[ P^{KL} \hat{h} \right] + \frac{1}{2} \text{Tr} \left[ P^{KL} G^{KL} \right] \right) \] (7.24)

where \( \hat{h} \) are the single electron integrals,

\[ h_{\mu\nu} = \int d\sigma \ \phi_{\mu}^*(\sigma) \left( -\frac{\nabla^2 r}{2} - \sum_i \frac{Z_i}{|R_i - r|} \right) \phi_{\nu}(\sigma) \] (7.25)

(7.26)

where \( \sigma = (r, s) \) denotes electronic spatial and spin variables and the nuclear positions and charges are \( R_i \) and \( Z_i \). \( G^{KL} \) is given by

\[ G^{KL}_{\mu\nu} = \left( \sum_{\lambda\sigma} P^{KL}_{\lambda\sigma} (g_{\mu\nu\lambda\sigma} - g_{\mu\nu\lambda\sigma}) \right) \] (7.27)

with the two electron integrals \( g_{\mu\nu\lambda\sigma} \)

\[ g_{\mu\nu\lambda\sigma} = \int d\sigma_1 \ d\sigma_2 \ \frac{\phi_{\mu}^*(\sigma_1) \phi_{\nu}(\sigma_1) \phi_{\lambda}^*(\sigma_2) \phi_{\sigma}(\sigma_2)}{|r_1 - r_2|} \] (7.28)
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From the description of orthogonal matching pursuit, we see that to utilize non-linear optimization of the component functions $|\Phi^k\rangle$ with analytic first derivatives, one needs the variations of $H_{KL}$ and $M_{KL}$ with respect to $T^K$. Allowing variations $\delta T^K$, the required expressions in the non-orthogonal spin orbital basis are as follows:

\[
\delta M_{KL} = M_{KL} \text{Tr} \left[ S T^L (V^{KL})^{-1} \delta T^K \dagger \right] \tag{7.29}
\]

\[
\delta P_{KL} = [1 - P^{KL} S] \delta T^K (V^{KL})^{-1} T^L \dagger \tag{7.30}
\]

\[
\delta C_{\mu\nu}^{KL} = \left( \sum_{\lambda\sigma} \delta P_{\lambda\sigma}^{KL} (g_{\mu\nu\lambda\sigma} - g_{\mu\lambda\nu\sigma}) \right) \tag{7.31}
\]

\[
A_{KL} = \text{Tr} \left[ P^{KL} G^{KL} \right] \tag{7.32}
\]

\[
\delta A_{KL} = \text{Tr} \left[ (1 - S P^{KL}) G^{KL} T^L (V^{KL})^{-1} \delta T^K \dagger \right] \tag{7.33}
\]

One must take care in implementing this expression, as it is a special case of the adjugate relations that is only strictly valid when $V^{KL}$ is non-singular. To use this expression in evaluating cases when $V^{KL}$ is singular, techniques developed elsewhere utilizing the singular value decomposition of $V^{KL}$ and exact interpolation can be used [3]. Note also that numerical simplifications are possible by explicitly considering spin $(\alpha, \beta)$ and noting that $T^K = T^K\alpha \oplus T^K\beta$. These reductions of the above equations are straightforward and we do not give them here.

7.5.4 Renormalization of determinants

The form of the functional used in all optimizations formally ensures their values are independent of total normalization of the wavefunction and normalization of individual columns defining the single particle portions of the wavefunctions. While this is true in exact arithmetic, there can be practical numerical issues if these values are
allowed to become unbounded throughout the course of the simulation. For this reason, it is convenient to occasionally renormalize single particle functions as well as the total wavefunction. An efficient way to perform the renormalization at the level of a single determinant $T$ with corresponding coefficient $c$ defined on a non-orthogonal single particle basis with overlap matrix $S$ is

$$Q, R = \text{QRDecomp}(S^{1/2}T)$$

$$T' = S^{-1/2}Q$$

$$c' = \det(R)c$$

(7.34)

where $Q$ and $R$ are the output from the well known $QR$ decomposition of matrices, the columns of $T'$ are orthonormal with respect to the overlap matrix $S$, and $c'$ is its new coefficient in the wave function expansion. An alternative to this approach is to utilize an exponential parameterization of the coefficient space, which guarantees the preservation of normalization. The cost and benefits of using such a parameterization within this method are a subject of current research.

7.5.5 Nuclear Union Configuration Interaction

In this section we give some of the details of the nuclear union configuration interaction method used to improve the description of reaction coordinates. In the study of a set of related problems, such as set of electronic Hamiltonians differing only by the positions of the nuclei, one would like to describe each configuration with an equivalent amount of accuracy, to get the best relative features possible. In multi-reference methods, this is often done by selecting the same active space at each configuration, and rotating the orbitals and coefficients at each geometry accordingly. In the nu-
clear union configuration interaction method, we propose each reuse of the components(determinants) found locally at other geometries to give a totally identical variational space for all nuclear configurations. As the wavefunctions produced by the NOMAGIC method are especially compact, this introduces little extra overhead to the method as a whole.

Specifically, denote the component functions found at nuclear configuration $R'$ with corresponding Hamiltonian $H(R')$ as $|\Phi^k_{R'}\rangle = |\Phi^i\rangle$ where $i$ is now an index set variable that runs over all the component functions at all the geometries being considered. This could be a whole reaction coordinate, or simply neighboring points depending on computational restrictions or chemical/physical considerations. At each nuclear configuration $R$ we find new coefficients $c_i(R)$ by solving

$$H(R)C = SCE$$

(7.35)

for its ground state eigenvector, and we define

$$H(R)_{ij} = \langle \Phi^i | H(R) | \Phi^j \rangle$$

(7.36)

$$S_{ij} = \langle \Phi^i | \Phi^j \rangle$$

(7.37)

Note that the overlap matrix may become singular, as configurations from nearby geometries are often very similar. This can be handled either through canonical orthogonalization [102] or by removing redundant configurations before attempting the diagonalization procedure. Moreover, one might expect that additional compression is possible in this space, and this is the subject of current research.
The modelling and prediction of complex chemical systems is a challenging problem, but one whose solution has far reaching consequences. Through understanding the interaction of light with matter we can understand how to better utilize renewable energy from the sun. By accurately modelling the pathways of reactions and non-covalent interactions, we can start to understand why proteins sometimes fold incorrectly, and try to inhibit this processes to prevent the onset of devastating diseases.

If we could advance our understanding of how molecules interact with surfaces and metals, the design of new renewable catalysts may be within our reach. Just as classical computers changed the way we understand the classical world, so might quantum
computers change our understanding of the quantum world.

In this thesis we have explored new ways in which one might use such a quantum device to push forward the boundaries of understanding in quantum chemistry. In developing the variational quantum eigensolver, we boiled quantum algorithms down to their essential elements for attaining an advantage over classical approaches. This approach not only allows one to utilize essentially any quantum device, but also informs our understanding about how a quantum computer can outperform a classical one. We pushed this algorithm forward by finding hardware specializations for ion traps and by exploiting the natural structure of quantum chemistry problems. However, we believe this algorithm is much more general than just quantum chemistry, and there are many advantages to come for this novel approach.

We also found that the study of quantum algorithms feeds back into our understanding of classical computation for quantum systems. By importing a tool from adiabatic quantum computation, namely Feynman’s Clock, we discovered a new discrete time variational principle and showed the advantage of the equivalence between quantum dynamics and eigenvalue problems. In particular, we demonstrated how this led to a new algorithm for parallel-in-time quantum dynamics. We also demonstrated how this equivalence could be used to exploit an algorithm originally designed for many-body ground state computations, FCIQMC, to perform quantum dynamics calculations. In doing so, we gained a better understanding of the sign problem in quantum dynamics and its relation to the fermion sign problem in the study of many-body ground states.

Finally we used the insights gained from our study of quantum computation to exploit the potential sparsity in rank decompositions of many-body ground states. By using a technique from the field of compressed sensing, namely orthogonal match-
ing pursuit, we built compressed representations of many-body ground states and achieved remarkable compactness. This method was not particular to a specific ansatz in its construction, but as an example we applied it with anti-symmetric canonical tensors to quantum chemistry problems, and found great compactness with respect to more traditional orthogonal configuration interaction expansions.

At the beginning of my doctoral studies, I received my first review that I would consider simply pessimistic rather than critical. It was in response to my application for a National Science Foundation graduate fellowship (which I happened to ultimately receive, but decline), and its words stuck with me for some time. I had proposed some work on the enhancement of quantum computation through large scale optimization, and the reviewer, without reference to the proposal, remarked that the intellectual merit was “average” as “quantum computation is a field doomed only to make hard problems harder”. At difficult times during my graduate studies, I reflected on these words and wondered if they might be true. It is perhaps only now, looking back that I realize they could not have been more wrong.

Not only has this field advanced essentially every aspect of what we understand about our own world, but in short time of my doctoral studies, the technology has progressed past what some referred to as insurmountable hurdles to what people now regard as solvable engineering challenges. Given how much we have learned before the first true quantum computer has been built, I cannot even begin to imagine the insights that will come as we push forward. The ramifications for chemistry, physics, and all of science will astounding. It is perhaps inappropriate that this section be called a conclusion, because this is certainly only the beginning.
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