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Abstract

Complex information within biological systems is being uncovered at an unprecedented speed thanks to the rapid technical development of a wide variety of research tools, among which imaging and sequencing technologies are attracting big attention in recent years. Optical imaging enables the visualization of the spatial distribution of biomolecules at cellular level, allowing deeper understanding of the structure and dynamics of biological systems. Fluorescence microscopy has contributed greatly to our understanding of these processes, but it relies on the use of fluorescent labels or dyes. These labels may perturb the studied systems especially for imaging small molecules, and the photobleaching problem also limits the long-term biological dynamics observation within living cells. In the first part of this dissertation, we introduce the recent development of Stimulated Raman scattering (SRS) microscopy as a noninvasive imaging technique with superior sensitivity, molecular specificity at video-rate imaging speed. It has superseded coherent anti-Stokes Raman scattering (CARS) microscopy due to the absence of non-resonant background and automatic phase matching. However, SRS imaging has been mostly demonstrated for the visualization of lipid and protein with long vibrational wavenumbers. We extend the detectability of SRS imaging into the crowded fingerprint region with characteristic signatures of more biomolecules such as nucleic acids in live cells (Chapter 2), unsaturated lipid and aromatic amino acid in multiphasic food products (Chapter 3).
Noninvasiveness of SRS imaging also brings new opportunities to biomedical applications and we demonstrate its feasibility as a potential pathology diagnostic tool by generating comparable image contrast as golden standard H&E staining in human brain frozen sections (Chapter 4). We further extend SRS imaging to real-time multiband detection using a novel modulation multiplex approach (Chapter 5).

The rapid development of high throughput sequencing technologies has enabled whole genome and transcriptome wide analysis at faster speed and affordable cost, but a large number of cells are often still required for these analyses. However, cell-to-cell variation is significant and may carry important indication to the study of complex wiring in the nervous systems. In this second part of the dissertation, we explore the heterogeneity of retina using a recently developed single cell transcriptome amplification technique based on Multiple Annealing Looping Based Amplification Cycles (MALBAC), which is superior to other single cell techniques with its low amplification bias, high reproducibility rate and low dropout rate. We first classify different retinal cell populations (photoreceptor cells vs. retinal ganglion cells) and closely related subpopulations (different direction selective retinal ganglion cells) (Chapter 6). We further study the molecular divergence of an unsolved ON-OFF retina circuit responsible for direction selectivity function. We show that the inhibitory interneurons responsible for this function can be classified into two clusters based on the single cell transcriptome data. This clustering result strongly correlates with the ON-OFF starburst amacrine cells (SACs) based on the immunostaining results of the identified differential genes. The newly reported differential genes can potentially be used as molecular markers for ON-OFF SACs with more validation underway (Chapter 7). These new findings open up more opportunities for the functional studies on the direction-selective circuit in retina.
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Part I (Chapter 1-5)
Stimulated Raman Scattering Imaging of Biomolecules

Chapter 1

Introduction to Coherent Raman Scattering Microscopy

The rapid advancement of optical microscopy techniques has enabled better understanding of biological and medical systems by visualizing the distribution and dynamics of various biomolecules at the subcellular level. Among a large variety of imaging techniques, fluorescence microscopy has been widely used for understanding biological processes. However, the dependence on exogenous labels or dyes may perturb the system, especially for the study of small molecules. Fluorescence imaging also suffers from photobleaching problem, making long-term dynamics study very difficult. Due to these reasons non-invasive label-free imaging techniques are highly desirable. Raman microscopy is a label-free imaging technique that offers contrast based on vibrational frequencies that are characteristic of chemical bonds, however its imaging speed and sensitivity are limited by its weak signal level. Coherent Raman scattering techniques have been developed in recent years with great signal enhancement, which allows for fast imaging speed. However, CARS microscopy has been limited by the presence of a nonresonant background, which causes image artifacts and limits sensitivity. Stimulated Raman scattering (SRS) has overcome all of these problems and opens up new opportunities of detecting more species in living systems. Here we discuss the theoretical background of spontaneous Raman and Coherent Raman techniques and especially focus on the comparison between CARS and SRS as well as newly reported OHD-RIKE. We will explain why SRS is the best option to pursue label-free imaging.
1.1 Label-free Optical Imaging

The technical advancement of optical imaging has been driving the research in a wide variety of biological systems. Fluorescence imaging has been most widely used in biological research (Pawley, 2006) with great specificity coming from targeted labels. Fluorescent proteins (Chalfie et al., 1994; Zhang et al., 2002), exogenous dyes are usually incorporated to the systems to assist the visualization. Several major techniques such as confocal laser scanning technique (Pawley, 2006), two-photon excited fluorescence (TPEF) (Denk et al, 1990), single-molecule microscopy (Moerner, 1999; Xie, 1998) and super-resolution imaging (Hell, 1994; Betzig et al., 2006; Rust, 2006) have been developed based on fluorescence mechanism.

However, for imaging nonfluorescent molecules, the labeling approach sometimes brings unwanted perturbation to the studied systems. This is especially true when the fluorescent labels are larger than the molecules of interest such as metabolites, drugs, peptides and neurotransmitters. In addition to that, fluorescence based techniques cannot be used for in vivo medical applications especially for the body parts lacking autofluorescence.

Therefore label-free optical imaging with high sensitivity is highly desirable and recently a variety of label-free microscopy techniques have been developed such as infrared absorption and Raman scattering. The technical development of vibrational spectroscopy brings new opportunities for chemical imaging based on the distinctive vibrational fingerprints of different molecules (Raman and Krishnan, 1928; Turrell and Corset, 1996). However, infrared microscopy suffers from low spatial resolution due to the long wavelength and strong water absorption in the infrared also limits the penetration depth into aqueous samples. Raman scattering, on the other hand, has low signal level and requires long integration time to achieve a good image contrast. Here we discuss the major coherent Raman techniques that greatly enhance
the efficiency and also conduct comparison on advantages and disadvantages of each one.

1.2 Spontaneous Raman Scattering

The basis for the technical development of Raman spectroscopy and microscopy dates back to the early discovery of Raman effect by Indian physicist Sir C.V. Raman (Raman and Krishnan, 1928). It was found that when an incident light beam interacted with a certain matter, most of the photons were scattered elastically without any change in frequency, wavelength and energy. This is called Rayleigh scattering process. However a small portion of the photons went through a different process making the scattered photons carry different frequencies and wavelengths. This is an inelastic scattering process termed as Raman effect. The energy difference corresponds to the vibrational or rotational energy of the matter. When spectroscopy technique is carried out on chemical compounds, the vibrational energy is usually concerned. The following figure represents the energy level diagrams for the Rayleigh scattering process and two different kinds of Raman scattering processes.

![Energy level diagram of Rayleigh scattering and Raman scattering](image)

**Figure1.1 Energy level diagram of Rayleigh scattering and Raman scattering**

The scattering intensity scales as the square of the induced dipole moment. Therefore for highly
polar moiety such as O-H bond, the scattering intensity is weak while for moieties with distributed electron clouds such as C=C bond, the scattering intensity is relatively strong.

1.3 Coherent Raman Scattering

Coherent Raman scattering techniques hold the similar information as spontaneous Raman scattering, but has much higher intensity level. The great intensity enhancement is due to the driving force resulted from two incident laser fields carrying different frequencies. The frequency difference drives the molecule to achieve a vibrational mode and in return the vibrating molecules modulate the dielectric constant thus producing a coherent Raman light beam with altered frequency and polarization.

The polarization of the sample can usually be written as a power serious of the excitation fields.

The general expression for the third order contribution at the frequency $\omega_4$ is

$$P^{(3)}(\omega_4) = \chi^{(3)}(\omega_4;\omega_1,\omega_2,\omega_3) \cdot E(\omega_1) \cdot E(\omega_2) \cdot E(\omega_3)$$  \hspace{1cm} (1)

where $\chi^{(3)}(\omega_4;\omega_1,\omega_2,\omega_3)$ is the non-linear optical susceptibility and $E(\omega_1)$, $E(\omega_2)$ and $E(\omega_3)$ are the electric fields of the excitation beams at, $\omega_1$, $\omega_2$ and $\omega_3$ (Levenson and Kano, 1982). All vibrational information about the sample is contained in $\chi^{(3)}(\omega_4;\omega_1,\omega_2,\omega_3)$, which, far from electronic resonance, has a resonant contribution from the vibrational resonance $\chi_r^{(3)}$ and a non-resonant contribution from the electronic response $\chi_{nr}^{(3)}$:

$$\chi^{(3)}(\omega_4;\omega_1,\omega_2,\omega_3) = \chi_r^{(3)} + \chi_{nr}^{(3)}$$

where the sum is performed over all vibrational resonances of the sample with center frequencies $\Omega_i$, $\Omega_i$ is proportional to the particular spontaneous Raman cross-section and $\Gamma_i$ is the half-width at half maximum (Boyd, 2008). Because the electronic response of the non-resonant
background is instantaneous, \( \chi^{(3)}_{nr} \) is purely real, while the resonant contribution \( \chi^{(3)}_r \) has real and imaginary components. This results in a phase shift of the non-linear polarization with respect to the excitation fields.

This non-linear polarization further has to be treated as a tensor \( \chi^{(3)}_{\alpha\beta\gamma\delta} \), in which \( \alpha, \beta, \gamma \) and \( \delta \) are the indices of the polarization components of the electrical field \( E_\alpha(\omega_1), E_\beta(\omega_2), E_\gamma(\omega_3) \) and \( E_\delta(\omega_4) \) in the x-, y- and z-direction. Depending on the symmetry of the system, only certain combinations are allowed. Specifically, in isotropic samples \( \chi^{(3)}_{1111}, \chi^{(3)}_{1122}, \chi^{(3)}_{1212} \) and \( \chi^{(3)}_{1221} \) and their permutations are the only non-vanishing elements. Their resonant contributions can be related to the spontaneous Raman cross section \( \sigma \) and the Raman depolarization ratio \( \rho \) (Levenson, 1982).

### 1.3.1 Coherent Anti-Stokes Raman Scattering (CARS)

In CARS, two incident beams with parallel polarizations are mixed in the sample. One incident carries the frequency of \( \omega_1 \) corresponding to the laser frequency in the case of spontaneous Raman spectroscopy, while another incident beam carries the frequency of \( \omega_2 \) corresponding to the Stokes scattered beam in spontaneous Raman scattering. The difference frequency corresponds to the vibrational frequency (Raman resonance frequency) of the sample. These two incident beams generate a new frequency: \( \omega_3 = 2\omega_1 - \omega_2 \) which is the anti-Stokes frequency carried with the signal field. The energy level diagram for CARS is illustrated in Figure 1.2. The presented case here is with \( \omega_1 > \omega_2 \). A similar case is with \( \omega_1 < \omega_2 \), which is called coherent Stokes Raman scattering (CSRS). CARS is associated with the third order susceptibility of \( \chi^{(3)}_{1111} \).

In this notation, CARS excitation is at \( \omega_1 = \omega_3 = \omega_p \) and \( \omega_2 = -\omega_3 \) and emission is at \( \omega_1 = \omega_3 = \omega_p \). The original implementation of CARS requires parallel and linearly polarized excitation fields.
where $\chi^{(3)}_{1111}$ is measured.

In this process, the induced polarization density is

$$P_x(\omega_3) = \frac{3}{8} \chi_{1111}(\omega_3; -\omega_2, \omega_1) E_x(\omega_1) E_x^*(\omega_2) E_x(\omega_1)$$

From the wave equation using slowly varying wave approximation, we get the signal field

$$E_x = \frac{3}{8} i \omega_3 \sqrt{\mu_0 \varepsilon_0} \chi_{1111}(\omega_3; -\omega_2, \omega_1) E_x^2(\omega_1) E_x^*(\omega_2) L \sin c \left( \frac{\Delta k L}{2} \right)$$

where $\Delta k = |(2k_1 - k_2 - k_3) \cdot z|$ is the phase matching angle. The phase matching condition for CARS is shown below (Figure 1.3).

Separating the susceptibility to the nonresonant term and real and imaginary resonant terms, we
get the four different contributions from the susceptibility to the detected intensity

\[ I(\omega_3) = \frac{c}{2} n_3 \varepsilon_0 |E_z(\omega_3)|^2 = \frac{9\omega_3^2\mu_0^2}{16n_1^2n_2n_3\varepsilon_0^2} I^2(\omega_1)I(\omega_2)L^2 \sin c^2 \left( \frac{\Delta kL}{2} \right) \times |\chi_{4111}^{NR} + \chi_{4111}' + i\chi_{4111}''|^2 \]

\[ = \frac{9\omega_3^2\mu_0^2}{16n_1^2n_2n_3\varepsilon_0^2} I^2(\omega_1)I(\omega_2)L^2 \sin c^2 \left( \frac{\Delta kL}{2} \right) \times [ (\chi_{4111}^{NR})^2 + (\chi_{4111}')^2 + (\chi_{4111}'')^2 + 2\chi_{4111}^{NR}\chi_{4111}'] \]

Here we see signal from non-resonant background presented in the first term and spectral distortion due to the mixing of resonant and non-resonant signal presented in the fourth term. These factors influence the specificity of the detection scheme and greatly limit the sensitivity as well.

### 1.3.2 Stimulated Raman Scattering

Similar to CARS, the process of SRS also involves two incident beams: a pump beam with the frequency of \( \omega_1 \) and a probe beam with the frequency of \( \omega_2 \). These two beams are put in the sample of our interest at the same time, when \( |\omega_1 - \omega_2| \) equals to the vibrational frequency of the sample, a change in the frequencies of two incident beams are observed. When \( \omega_1 > \omega_2 \), a gain is produced for the probe beam, which is called Raman gain. When \( \omega_1 < \omega_2 \), attenuation in the probe beam is observed, which is called Raman loss. Figure 1.4a illustrates the energy level diagram for SRS. This diagram looks similar to that of spontaneous Raman, but is different in principle. The incident photon is not scattered by the vibrational phonon but scattered by stimulated phonon generated by the collision of the incident photon and the vibrational phonon. When the incident photon collides with this stimulated phonon again, another stimulated phonon is generated. Therefore, this process can be described by the avalanche behavior of stimulated phonons. The energy transfer involved in this light matter interaction process is illustrated in Figure 1.4b. Part of the intensity loss in pump beam is transferred as the intensity gain in Stokes
beam. The net energy loss in these two excitation beams is used to drive the molecules from ground state to vibrational excited state.

![Energy level diagram and schematic of light matter interaction process of SRS](image)

Figure 1.4 (a) Energy level diagram (b) Schematic of light matter interaction process of SRS

In SRS, the two incident fields (pump and probe) are parametrically coupled. This process can be described by the following coupled wave equation

\[
\left( \frac{\partial^2 Q}{\partial t^2} \right)^* + 2\Gamma \left( \frac{\partial Q}{\partial t} \right)^* + (\beta^2 \nabla^2 + \omega_0^2)Q^* = N \frac{\partial \alpha}{\partial Q} E_2 E_1^* \nabla^2 E_2 - \frac{\varepsilon_0}{c^2} \frac{\partial^2 E_2}{\partial t^2} = - \frac{4\pi}{c^2} N \frac{\partial \alpha}{\partial Q} \frac{\partial^2 Q}{\partial t^2} Q^* E_1
\]

Here \( E_1 \) and \( E_2 \) are the electric fields of pump beam and Stokes beam. \( Q \) is defined earlier as the dynamical coordinate variable. The first equation is derived previously in the theory of coherent Raman scattering except a correction term \( \beta^2 \nabla^2 Q \) which corresponds to the propagation of the stimulated phonon, but this term does not have much effect in the process of scattering. The second equation is easily derived from Maxwell equation.

Solving the above coupled equations, we can get the signal field as following
For the third order susceptibility, we need to consider the symmetry involved in this process. In SRS, the polarization of the probe field can be either parallel or perpendicular to the pump field. Therefore the susceptibility involved here can be written as $\chi^{(3)}_{111}$ and $\chi^{(3)}_{222}$.

Next we want to compare the signal amplitude between SRS and spontaneous Raman. This comparison can be evaluated from the cross sections involved in these two processes. For SRS, we have

$$\frac{d^2\sigma_{\text{SRS}}}{d\Omega d\omega_2} = \frac{32\pi^2\hbar\omega_2 F(\omega_2)}{c^2 N} \text{Im} \chi^3_R$$

where the number density of molecules is defined as $N$ and $F(\omega_2)$ is defined as the spectral photon flux. For spontaneous Raman scattering

$$\frac{d^2\sigma_{\text{Spon}}}{d\Omega d\omega_2} = \frac{\hbar\omega_2^3}{\pi c^3 N} \text{Im} \chi^3_R$$

Comparing these two cases, we take the ratio of these equations

$$\frac{d^2\sigma_{\text{SRS}}}{d\sigma_{\text{Spon}}^1} = \frac{32\pi^3 c^2}{\omega_2^2} F(\omega_2)$$

From the above equations, we see that the Raman gain signal increases with smaller frequency (red shift) of the Stokes field. Moreover this gain is proportional to the cube of the imaginary part of the third order nonlinear susceptibility which is the resonant part. Therefore the lineshape should be similar to spontaneous Raman scattering process. Considering the phase matching condition, we find SRS is actually a self-matched process. This is a big advantage over CARS, which requires phase matching. This process can generate beams coherently with the probe beam so this technique is suitable to be used in the study of fluorescent molecules. More comprehensive comparison between CARS and SRS is summarized in Table 1.1.
Table 1.1. Comparison of CARS and SRS

<table>
<thead>
<tr>
<th>CARS</th>
<th>SRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parametric process</td>
<td>Energy transfer process</td>
</tr>
<tr>
<td>Complex vibrational spectra</td>
<td>Identical to spontaneous Raman spectra</td>
</tr>
<tr>
<td>Signal generated at new optical frequency</td>
<td>Signal at the same frequency as one excitation beam</td>
</tr>
<tr>
<td>Linear to quadratic concentration dependence</td>
<td>Linear concentration dependence</td>
</tr>
<tr>
<td>Sensitivity limited by non-resonant background</td>
<td>No non-resonant background</td>
</tr>
<tr>
<td>Phase matching required</td>
<td>Automatically phase matched</td>
</tr>
</tbody>
</table>

1.3.3 Raman-induced Kerr-effect (RIKE)

This technique utilizes the principles of the optical Kerr effect related to the field-induced birefringence. The birefringence induced by a strong pump beam passing though a nonlinear medium changes the polarization of a weaker probe beam. If we put a polarizer after the sample with the perpendicular polarization with the probe beam, the polarization change in probe beam can be measured as the transmitted intensity increase.

In the original implantation of SRS microscopy, parallel and linearly-polarized excitation fields were used, where $\chi^{(3)}_{1111}$ was measured (Figure 1.5). It is straightforward to also measure features of $\chi^{(3)}_{1221}$ by using linearly-polarized pump and Stokes beams with perpendicular polarization. In the SRL analog of RIKE, the emission is perpendicular to the original polarization of the pump beam, which we detect by blocking the transmitted pump beam with a cross-polarizer and measuring the polarization rotation due to the nonlinear interaction with the sample. Traditionally, two different beam geometries have been routinely used: one employs a linearly-polarized Stokes beam at a 45° angle with respect to pump beam (known as linear RIKE), the other uses a circularly-polarized Stokes beam (known as circular RIKE) (Figure 1.5). The RIKE
non-linear polarization at the pump frequency is proportional to $\chi_{1122}^{(3)} + \chi_{1212}^{(3)}$ for the linear RIKE and $i \cdot (\chi_{1122}^{(3)} - \chi_{1212}^{(3)})$ in case of the circularly RIKE, where $i$ indicates that the polarization is phase-shifted by 90° with respect to the phase of the pump beam (Levenson and Kano, 1982). Thus, the combination of SRS and RIKE microscopy can probe the distribution of all important tensor elements of the non-linear susceptibility in the sample.

![Figure 1.5 Polarization configuration for SRS and RIKE of the pump beam. The first two columns show the polarization of the excitation fields (pump and Stokes) and the third column the orientation of a polarizer in front of the detector, which is sensitive for the pump beam only. Configurations in which detection is along the polarization of the pump beam are referred to as SRS, and configurations in which detection is perpendicular to the polarization of the pump beam as RIKE. In isotropic samples, $\chi_{1111}^{(3)}$, $\chi_{1122}^{(3)}$, $\chi_{1212}^{(3)}$, and $\chi_{1221}^{(3)}$ are the nonvanishing elements of the third order susceptibility tensors, so only the four configurations shown here generate a signal. RIKE requires the Stokes beam to have polarizations along both polarization axes. One can distinguish between linear RIKE, in which both polarizations have the same phase, and circular RIKE, in which one of the polarizations is shifted by 90°. The fourth column indicates the specific tensor elements that are probed. Theoretically RIKE, in contrast to SRS, is a background-free technique as the emission is polarized perpendicular to the excitation light, which is blocked with a cross-polarizer. In practice, however, and especially in a microscopy configuration with a high numerical aperture (NA) objectives (Cheng, 2001), it is hard to suppress the excitation light sufficiently. It is thus useful to introduce a carefully controlled portion of the excitation light on purpose, e.g. by detuning either the cross-polarizer with respect to the excitation beams or the excitation beams.][1]
with respect to the cross-polarizer. Due to the coherent nature of RIKE, this portion of the transmitted excitation light interferes with the RIKE emission. Such approach is known as optical heterodyne detected RIKE (OHD-RIKE) (Heiman et al., 1976).

Optical heterodyne detection is a standard technique in spectroscopy. The general idea is that a small homodyne signal $\Delta E$ is amplified with a second, coherent electrical field at the same frequency $E_{LO}$, known as the local oscillator. Because of the coherent addition of the two fields, the overall detected intensity is proportional to

$$|E_{LO} + \Delta E|^2 = |E_{LO}|^2 + 2 \cdot \text{Re}[E_{LO}] \cdot \text{Re}[\Delta E] + 2 \cdot \text{Im}[E_{LO}] \cdot \text{Im}[\Delta E] + |\Delta E|^2$$

If $|E_{LO}| \gg |\Delta E|$, the contribution due to the homodyne signal $|\Delta E|^2$ is negligible compared to the mixing term $2 \cdot \text{Re}[E_{LO}] \cdot \text{Re}[\Delta E] + 2 \cdot \text{Im}[E_{LO}] \cdot \text{Im}[\Delta E]$. If heterodyne detection is further combined with a modulation transfer scheme, as used in SRS microscopy, the contribution of the local oscillator $|E_{LO}|^2$ is suppressed and only the mixing terms are detected. Depending on the phase of $E_{LO}$, the real and imaginary part of $\Delta E$ can be probed specifically because either $\text{Re}[E_{LO}]$ or $\text{Im}[E_{LO}]$ can be set equal to zero.

In CRS, the small homodyne signal $\Delta E$ is the radiation generated from the non-linear polarization $P^{(3)}(\omega_i)$. It turns out that $\Delta E$ is $90^\circ$ phase-shifted with respect to $P^{(3)}(\omega_i)$ due to the Gouy phase-shift from focus to far-field (Boyd, 1980; Saleh et al., 1991). Thus

$$\text{Re}[\Delta E(\omega_i)] \propto \text{Im}[\chi^{(3)}(\omega_4; \omega_1, \omega_2, \omega_3)] \cdot E(\omega_1) \cdot E(\omega_2) \cdot E(\omega_3)$$

$$\text{Im}[\Delta E(\omega_i)] \propto -\text{Re}[\chi^{(3)}(\omega_4; \omega_1, \omega_2, \omega_3)] \cdot E(\omega_1) \cdot E(\omega_2) \cdot E(\omega_3)$$

with $E(\omega_1), E(\omega_2)$, and $E(\omega_3)$ being real by definition. As such the signal in optically heterodyne detected CRS is proportional to
\[
(\text{Re}[E_{LO}] \cdot \text{Im}\chi^{(3)}(\omega_4;\omega_1,\omega_2,\omega_3) - \text{Im}[E_{LO}] \cdot \text{Re}\chi^{(3)}(\omega_4;\omega_1,\omega_2,\omega_3)) \cdot E(\omega_1) \cdot E(\omega_2) \cdot E(\omega_3).
\]

In OHD-RIKE some of the excitation beam is rotated to match the emission polarization, allowing us to provide a local oscillator with adjustable strength and phase. In contrast to SRS, in OHD-RIKE the local oscillator strength can thus be optimized and both the real and imaginary parts of the non-linear susceptibility tensor can be probed selectively.

In general chemical imaging aims at detecting the resonant response of the sample (i.e. the imaginary part of the non-linear response), which carries the chemically-specific information. Whereas in CARS microscopy, this weak resonant response can be overwhelmed by the non-resonant background, SRS has improved the detection limitation of label-free microscopy by overcoming this notorious background signal. However, another, much weaker, spurious background signal from cross-phase modulation (XPM) can be the limiting factor when pushing the sensitivity limit to low chemical concentrations (Ekvall et al., 2000; Freudiger et al., 2008).

XPM is detected in SRS microscopy because the modulated Stokes beam intensity causes a modulation of the refractive index in focus due to the Kerr effect. This results in a modulation of the divergence of the transmitted pump beam. If the pump beam, after passing through the focus, strikes any type of aperture (e.g. the edges of the collection optics), this divergence modulation is transformed into an amplitude modulation which is detected by the lock-in amplifier. As such, the modulated change of focusing properties can cause a spurious background signal in SRS microscopy. Using a condenser with numerical aperture (NA=1.4) higher than that of the excitation objective (N.A.=1.2) and a large area photodiode in order to collect all the light from the sample minimize this effect (Freudiger et al., 2008). However, in strongly scattering samples, this is not always possible and XPM cannot always be fully suppressed.

In OHD-RIKE microscopy, probing the resonant response (i.e. the imaginary part) of the sample,
the same process can also cause spurious background signal proportional to \( \text{Re}(\chi^{(3)}_{1122} \pm \chi^{(3)}_{1212}) \).

However, off vibrational resonance, \( \chi^{(3)}_{1122} = \chi^{(3)}_{1212} = \chi^{(3)}_{1221} = \frac{1}{3} \chi^{(3)}_{1111} \) according to Kleinmann symmetry (Levenson and Kano, 1982). Thus circular OHD-RIKE should be free of spurious background signal from XPM as \( \text{Re}(\chi^{(3)}_{1122} - \chi^{(3)}_{1212}) = 0 \).

In principle, this allows for a higher sensitivity than SRS, as laser noise scales with the spurious background signal introduced by XPM. However it turns out that OHD-RIKE microscopy suffers from similar limitations as P-CARS and I-CARS microscopy for the imaging of complex biological samples, which is the inherent loss of polarization and the inability to maintain a fixed phase relationship of emitted homodyne field and local oscillator in heterogeneous and potentially birefringent samples. As such, the theoretical sensitivity advantages of RIKE compared to SRS are difficult to realize in practice in microscopy.

## 1.4 Conclusion

Coherent Raman techniques CARS, SRS and RIKE are reviewed here. SRS is a unique contrast for microscopy of biological samples. It is a heterodyne detection scheme, thus overcomes the problems associated with homodyne-detected CARS, (such as the limited sensitivity due to the non-resonant background, spectral distortion, coherent image artifacts and non-linear concentration dependence) the homodyne field and local oscillator are intrinsically synchronized as they have the same optical frequency and polarization. Although OHD-RIKE might suppress cross phase modulation that still exists in SRS, the realization of the suppression in practice is very difficult to achieve, which also complicates the experimental implementation and compromises signal level. Therefore SRS remains to be the best option for coherent Raman imaging.
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Chapter 2

SRS imaging of Nucleic Acids in Live Cells

Imaging of nucleic acids is important for studying cellular processes such as cell division and apoptosis. A noninvasive label-free technique is attractive. Raman spectroscopy provides rich chemical information based on specific vibrational peaks. However, the signal from spontaneous Raman scattering is weak and long integration times are required, which drastically limits the imaging speed when used for microscopy. Coherent Raman scattering techniques, comprising coherent anti-Stokes Raman scattering (CARS) and stimulated Raman scattering (SRS) microscopy, overcome this problem by enhancing the signal level by up to five orders of magnitude. CARS microscopy suffers from a nonresonant background signal, which distorts Raman spectra and limits sensitivity. This makes CARS imaging of weak transitions in spectrally congested regions challenging. This is especially the case in the fingerprint region, where nucleic acids show characteristic peaks. The recently developed SRS microscopy is free from these limitations; excitation spectra are identical to those of spontaneous Raman and sensitivity is close to shot-noise limited. Herein we demonstrate the use of SRS imaging in the fingerprint region to map the distribution of nucleic acids in addition to proteins and lipids in single salivary gland cells of Drosophila larvae, and in single mammalian cells. This allows the imaging of DNA condensation associated with cell division and opens up possibilities of imaging such processes in vivo.
Contributions

The work in this chapter involved close collaboration with Dr. Maarteen Roeffers and Dr. Srinjan Basu. I, Dr. Roeffers and Prof. Xie conceived the idea and designed the experiments. I and Dr. Roeffers performed the imaging experiments and conducted image analysis. Dr. Basu prepared mammalian cells. Dr. Joseph R. Daniele prepared salivary gland cells of Drosophila Melanogaster. Dr. Dan Fu, Dr. Christian Freudiger and Dr. Gary Holtom helped with technical discussion.

2.1 Background

As discussed in Chapter 1, spontaneous Raman scattering has very weak signals, so a long integration time is required to achieve a good signal to noise ratio (SNR) (Kraft et al., 2009; Fujita and Smith, 2008; Swain and Stevens, 2007). This is not ideal for live cell imaging because biological dynamics generally occur at shorter time scales. Coherent Raman scattering techniques such as Coherent anti-Stokes Raman scattering (CARS) (Zumbusch and Xie, 1999; Evans et al., 2005; Evans and Xie, 2008; Rinia et al., 2006; Ganikhanov et al., 2006) and Stimulated Raman scattering (SRS) (Ploetz et al., 2007; Freudiger et al., 2008; Ozeki et al., 2009; Nandakumar et al., 2009; Saar et al., 2010) can increase the speed of Raman imaging by up to 5 orders of magnitude. However, CARS microscopy contains a nonresonant background which distorts the Raman spectra (Evans and Xie, 2008) and limits the sensitivity (Rinia et al., 2006). This is particularly problematic when imaging below 1800 cm\(^{-1}\), the vibrational fingerprint region, because this region has many neighboring peaks and these peaks have low intensities. Although CARS microspectroscopy with maximum entropy method (MEM) analyses has been used to circumvent this problem (Okuno et al., 2010), it is fair to say that CARS microscopy to date has focused predominantly on the chemical imaging of C-H vibrations (Evans and Xie, 2008). SRS
microscopy is free from the nonresonant background and spectral distortion and the signal is linearly proportional to the target molecule concentration and offers easy explanation of imaging contrast. SRS microscopy is particularly suited for imaging in the fingerprint region.

Imaging of nucleic acids, which have vibrations within the fingerprint region, has not been shown with SRS microscopy because of its much weaker signal than lipids. Nucleic acid distributions are important for studying cellular processes such as cell division or apoptosis. The ability to detect these processes is useful for screening chemicals during drug discovery and for monitoring the growth of engineered tissues (Notingher, 2006). In this study, we demonstrate SRS imaging of the distribution of nucleic acids in living cells in addition to lipids and proteins. We show live cell imaging of single polytene chromosomes within the salivary glands of the fruit fly (Drosophila melanogaster), as well as imaging of two mammalian cell lines: human embryonic kidney cells (HEK-293) and breast cancer cells (MCF-7).

2.2 Results and Discussion

2.2.1 Assignment of Raman Resonance Peaks

Lipid, protein and nucleic acids are major biochemical components of a cell. They all have specific Raman peaks, many of which are within the fingerprint region. The vibrational modes used in this study are listed in Table 2.1 (Thomas et al., 1977; Goodwin and Brahms, 1978; Benevides and Tohomas, 1983; Prescott et al., 1984; Savoie et al., 1985; Thomas, 1999; Parker, 1983; Gelder et al., 2007; Roeffaers et al., 2011). The Raman peaks for nucleic acids, protein and lipid are confirmed using a confocal laser Raman spectrometer (Labram HR800, Horiba Jobin Yvon).
Table 2.1 Raman peak assignment of different chemical bonds.

<table>
<thead>
<tr>
<th>Raman peaks [cm$^{-1}$]</th>
<th>Functional group</th>
<th>Chemical species</th>
</tr>
</thead>
<tbody>
<tr>
<td>783–790</td>
<td>symmetric phosphodiester stretch ring breathing modes of pyrimidine bases</td>
<td>nucleic acids</td>
</tr>
<tr>
<td>1090–1010</td>
<td>symmetric dioxy stretch of the phosphate backbone</td>
<td>nucleic acids</td>
</tr>
<tr>
<td></td>
<td>$\nu$ (C-C)</td>
<td>lipid</td>
</tr>
<tr>
<td>1655</td>
<td>amide I $\nu$ (C=O) $\nu$ (C=C)</td>
<td>protein</td>
</tr>
<tr>
<td></td>
<td></td>
<td>unsaturated lipid</td>
</tr>
<tr>
<td>1004</td>
<td>phenylalanine</td>
<td>protein</td>
</tr>
<tr>
<td></td>
<td></td>
<td>lipid</td>
</tr>
<tr>
<td>2845</td>
<td>$\nu$ (CH2)</td>
<td>lipid</td>
</tr>
</tbody>
</table>

Figure 2.1a shows the Raman spectrum of a deoxyribonucleic acid (DNA) fiber extracted from salmon testes. The peak at 785 cm$^{-1}$ originates from the superposition of the symmetric phosphodiester stretch and the ring breathing modes of the pyrimidine bases, and the peak at 1099 cm$^{-1}$ originates from the symmetric dioxy-stretch of the phosphate backbone (Goodwin and

Figure 2.1. Raman spectra of (a) DNA, (b) BSA and (c) Oleic Acid.
Brahms, 1978). Figure 2.1b shows the Raman spectrum of bovine serum albumin (BSA) powder which is a protein. The peak at 1004 cm\(^{-1}\) originates from the ring-breathing mode of phenylalanine in the protein (Roeffaers et al., 2011). Another peak at 1655 cm\(^{-1}\) originates from the Amide I band of the protein. Figure 2.1c shows the Raman spectrum of oleic acid which represents unsaturated lipid. The peak at 2845 cm\(^{-1}\) originates from paraffinic C-H vibrations. Another peak at 1655 cm\(^{-1}\) originates from the C=C vibrations of unsaturated lipids, which overlaps with the Amide I band of protein. The peak at 1084 cm\(^{-1}\) originates from the skeletal C-C vibrations which may interfere with the 1099 cm\(^{-1}\) peak of nucleic acids. These peaks are within the range of those observed previously (See Table 2.1).

2.2.2 SRS imaging of single polytene chromosomes in the salivary gland cells of Drosophila melanogaster

Since the Raman signal of nucleic acids is very weak compared to that of lipids and proteins, the first cellular system in this study is the salivary gland cells in Drosophila melanogaster larvae because of their unusually high DNA concentration: each cell contains 100-500 DNA copies.

Based on the spontaneous Raman spectra from these cells (Figure 2.1a), four peaks were selected for SRS imaging: 1) the peak at 2845 cm\(^{-1}\) attributed to the CH\(_2\) vibration in lipids, 2) the peak at 1655 cm\(^{-1}\) attributed to the amide I band of proteins and 3)&4) two peaks in the fingerprint region that are attributed to nucleic acids being the resonance at 785 cm\(^{-1}\) and 1090 cm\(^{-1}\) (See Table 2.1).
Figure 2.2 (a) Raman spectrum of a Drosophila cell (b)-(g) SRS images of a salivary gland cell from Drosophila melanogaster, via the stimulated Raman loss detection scheme. (b) Lipid specific image taken at 2845 cm$^{-1}$, (c) Amide I band at 1655 cm$^{-1}$ (d) nucleic acids at 785 cm$^{-1}$ and (e) 1090 cm$^{-1}$. (f) Multicolor image generated by combining images (b)-(e). (g) Nucleic acid map recorded at 785 cm$^{-1}$ via the stimulated Raman gain detection scheme. Scale bar is 20 µm. Each image has a size of 512 x 512 pixels.

Figure 2.2b-f shows the SRS imaging of salivary gland cells in Drosophila melanogaster larvae at different Raman resonances. The image at 2845 cm$^{-1}$ shows small lipid droplets that are visible as bright dots. The nucleus shows up as a dark zone due to its lack of lipids. The amide I channel measured at 1655 cm$^{-1}$ shows a more homogeneous distribution since both the nucleus and the cytoplasm contain a large amount of protein. However, the C=C vibration in unsaturated lipid also has contribution to this channel due to its Raman peak at 1655 cm$^{-1}$ (See Table 2.1). The bright dots in this channel mainly come from the lipid droplets in the cytoplasm.
The specific structure of the polytene DNA in the nucleus, which consists of multiple copies of tightly bound sister chromosomes, shows up at 785 cm$^{-1}$ and 1090 cm$^{-1}$. The typical banding structure called “puffing“ (Ashburner, 1972) is clearly resolved (Figure 2.3). The specific structure arises from transcriptionally-inactive, compacted regions of the chromosome called heterochromatin and gene-rich transcriptionally-active regions of the chromosome called euchromatin. Heterochromatin has higher DNA concentration compared to euchromatin.

![Figure 2.3](image.png)

Figure 2.3 The zoomed in image of a polytene chromosome where the typical banding pattern is observed. The arrows highlight euchromatin. The image is taken at 785 cm$^{-1}$, nucleic acid. Scale bar is 20 µm.

It is worth noting that the fingerprint region of Raman spectra consists of several closely packed vibrational resonances. It is also reflected in our SRS images. For example, the 1090 cm$^{-1}$ peak is amidst the abundant C-C vibrational resonance. This could explain the elevated signal in the lipid droplets in the cytoplasm. However, there is no contribution from C-C in 785 cm$^{-1}$, but there is still a background signal in the cytoplasm in this channel. This signal can, at least in part, be attributed to the presence of large amounts of RNA because of the similarity between DNA
and RNA Raman spectra.

One likely imaging artifact, cross phase modulation (XPM) (Ekvall et al., 2000; Freudiger et al., 2011), could also give rise to this signal, but we ruled out this possibility by comparing images taken with SRL and SRG detection schemes. XPM could contribute to the signal when the modulated Stokes beam intensity causes a modulation in the refractive index in focus due to the Kerr effect, therefore resulting in a modulation of the divergence of the transmitted pump beam. This divergence modulation can be transformed into amplitude modulation when the detection numerical aperture (NA) or the detector size is limited. In that case, it will be detected as a modulated loss in pump beam intensity. Obviously the signal size would depend on the detection geometry and becomes more significant when the detection NA is too small. In addition, the phase of the signal should be the same in both the SRL and the SRG detection configurations. Therefore XPM shows positive signal in SRL but negative signal in SRG. This allows us to distinguish XPM from SRS signal. This phenomenon is confirmed by placing a pinhole in front of the detector to reduce the collection NA and measuring the XPM signal from water (off resonance of the O-H stretching vibration at 2830 cm\(^{-1}\)) (Freudiger et al., 2011). By closing down the pinhole, the XPM signal increases in phase with the pump beam in SRL but out of phase with the Stokes beam in SRG.

Figure 2.2g shows the SRG images taken in salivary gland cells in Drosophila larvae. As discussed above, XPM should in principle show a negative signal in the SRG detection scheme. However, there is still positive background signal in the cytoplasm. We therefore conclude that the background in the cytoplasm comes mainly from the Raman signal of RNA and Raman background from other species, and not from XPM.
The merged image of the lipid, protein and nucleic acid channels (Figure 2.2f) shows a strong correlation between nucleic acids and protein resulting in a pink colored polytene chromosome in which proteins not only serve as organizational units, but also fulfill an important function in gene transcription and other nuclear processes.

2.2.3 Determining the cell cycle phase of mammalian cells using SRS imaging

Having demonstrated the detectability of single polytene chromosomes using SRS imaging, the technique was also applied to single mammalian cells that have much lower DNA concentration. Based on the spontaneous Raman spectra of HEK293 cells (Figure 2.1a), three peaks were selected at 2845 cm\(^{-1}\), 785 cm\(^{-1}\) and 1090 cm\(^{-1}\) for imaging lipids and nucleic acids (as in section 2.2.1). To image the protein distribution, a different peak was selected at 1004 cm\(^{-1}\), since there is interference at 1655 cm\(^{-1}\) from unsaturated lipid (as shown in Table 2.1). The peak at 1004 cm\(^{-1}\) is attributed to the ringbreathing mode of phenylalanine.
Figure 2.4 (a) Raman spectrum of a HEK-293 cell pellet. (b)-(f) SRS images of HEK-293 cells at (b) 2845 cm\(^{-1}\), primarily lipid (c) 1004 cm\(^{-1}\), phenylalanine (d) 785 cm\(^{-1}\), nucleic acid (e) 1090 cm\(^{-1}\), primarily nucleic acid. (f) multicolor overlay of (b),(c),(d). Scale bar is 20 µm.

Figure 2.4 shows the SRS biomolecular maps of HEK-293 cells. The same dark zone as shown before is observed in the nucleus at 2845 cm\(^{-1}\) (the lipid channel in Figure 2.4b) and lipid droplets are visible in the cytoplasm. The protein channel shows signal in both the nucleus and the cytoplasm (Figure 2.4c). Figure 9d-e show that we can detect nucleic acids, which are enriched in some cell nuclei. However cell-to-cell variation is observed. The signal level is 2-5 times lower than that in salivary gland cells.
Similar biomolecular maps are also observed in another mammalian cell line (MCF-7) (Figure 2.5).

Figure 2.5 SRS images of MCF-7 cells at (a) 2845 cm\(^{-1}\), primarily lipid (b) 1655 cm\(^{-1}\), primarily protein (c) 785 cm\(^{-1}\), nucleic acid, and (d) overlay of (a)-(c). SRS images of a few other MCF-7 cells at (e) 2845 cm\(^{-1}\), (f) 1655 cm\(^{-1}\), (g) 785 cm\(^{-1}\) and (h) overlay of (e)-(g). Scale bar is 20 µm.

The cell-to-cell variations observed in the nucleic acid channel are attributed to differences between metaphase cells from interphase cells. When the cell is in interphase (Figure 2.5a-d), there is increased signal in the nucleolus, a region within the nucleus with high levels of ribosomal RNA production and hence a higher nucleic acid concentration. It is also possible to observe when the cell is undergoing stages of cell division. For example, some cells show increased contrast within the nucleus (Figure 2.5d-e) because they are in prophase (the stage at which DNA condenses before cell division). Some cells show increased signal lining up along one axis of the nucleus (Figure 2.5g) and are in metaphase (the stage at which condensed chromosomes line up in the middle of the cell before they separate into daughter cells). Such information allows us to distinguish cells that are dividing from cells that are not.
Fluorescent staining of DNA using a live cell dye was used to confirm that the nucleic acid enrichment in the nucleus correlated with an enrichment of dye labeled DNA (Figure 2.6). Furthermore, the specificity of the signal was demonstrated by imaging 15 cm\(^{-1}\) away from the resonant peak (Figure 2.7).

Figure 2.6 (a) The SRS image of a MCF-7 cell at 1090 cm\(^{-1}\), primarily nucleic acid (subtracted from off-resonance image). (b) The two photon fluorescence image of a MCF-7 cell labeled with syto11 dye. Scale bar is 20 µm.

Figure 2.7 SRS images of HEK-293 at (a) 785 cm\(^{-1}\), (b) 770 cm\(^{-1}\). (c) The subtracted image of (a) from (b). Scale bar is 20 µm.
2.3 Methods and Materials

2.3.1 Imaging Instrumentation

SRS is implemented with high frequency modulation excitation and high frequency phase sensitive detection scheme (Figure 2.8). Two excitation beams with the frequency difference matching the vibrational frequency of targeted molecules are utilized. The Stokes beam is provided by a 1064 nm Nd:YVO$_4$ laser (picoTRAIN, High-Q, Germany) which delivers a 6 ps pulse train at a 76 MHz repetition rate. The pump beam is provided by the signal output of an optical parametric oscillator (OPO) (Levante Emerald, APE-Berlin, Berlin, Germany) synchronously pumped by the frequency doubled Nd:YVO$_4$ laser at 532 nm. The wavelength of the pump beam can be tuned between 680 nm and 1010 nm.

The pump beam and the modulated Stokes beam are spatially overlapped using a dichroic mirror (1064DCRB, Chroma Technology, Bellow Falls, Vermont) and also temporally overlapped by adjusting a manual delay stage.

After transmission through an upright Olympus laser-scanning microscope (BX61WI/FV300, Olympus, Pittsburgh, Pennsylvania), the excitation beams are focused onto the sample by a water immersion objective (UPlanApo/IR 60x/1.2 NA Olympus). A 1.45 NA oil immersion condenser is used to collect the transmitted light. A high NA condenser is used to reduce a potential artifact coming from cross phase modulation (XPM).
Figure 2.8 Experimental schematic of stimulated Raman loss (SRL) microscope. For SRG, the pump beam is modulated instead of the Stokes beam and an InGaAs photodetector is used instead of a silicon photodetector because of its better responsivity at 1064 nm.

In the SRS process, an increase in the intensity of the Stokes beam (stimulated Raman gain) occurs along with the decrease in the intensity of the pump beam (stimulated Raman loss). Since the intensity change is minute compared to the excitation beam intensity and can be buried within the laser noise, high frequency intensity modulation at 10.4 MHz is applied to one of the excitation beams so that the SRS signal can be separated from the laser noise, which occurs at much lower frequencies, using lock-in detection (SR844RF, Stanford Research Systems, Sunnyvale, California). In the stimulated Raman loss detection scheme (Figure 2.9a), the Stokes beam is modulated at 10.4 MHz and the transmitted pump beam is detected using a 1 cm² silicon photodiode with a reverse bias of 64 V to 128 V after filtering out the Stokes beam using a bandpass filter (CARS890/220M, Chroma Technology, Bellow Falls, Vermont). In contrast, in the stimulated Raman gain detection scheme (Figure 2.9b), the pump beam is modulated at 10.4
MHz and the transmitted Stokes beam is detected using a 4 mm$^2$ InGaAs photodetector with reversed bias of 10 V after filtering out the pump beam using a longpass filter (FEL1050, Thorlabs, Newton, New Jersey). Different detectors are chosen according to their wavelength-dependent responsivity.

![Detection scheme of SRL and SRG](image)

Figure 2.9 (a) Detection scheme of SRL. Stokes beam is modulated at 10.4 MHz at which the resulting amplitude modulation of the pump beam due to the stimulated Raman loss can be detected. (b) Detection scheme of SRG. Pump beam is modulated at 10.4 MHz at which the resulting amplitude modulation of the Stokes beam due to the stimulated Raman gain can be detected.

Most images were taken using a stimulated Raman loss (SRL) setup (Figure 2.9a) with a pixel dwell time of 40 $\mu$s or 120 $\mu$s depending on the signal strength. The imaging speed is mostly limited by the signal intensity. The pump beam intensity ranges from 40mW to 140mW and the Stokes beam intensity ranges from 60mW to 210mW depending on the signal strength of the target species. Figure 2.2g was taken using a stimulated Raman gain (SRG) setup, which was discussed in detail in section 2.2.2.
2.3.2 Sample Preparation

MCF7 and HEK-293 cell lines (ATCC) were maintained at 37°C in a humidified 5% CO2 air incubator. HEK-293 cells were cultured in DMEM (Invitrogen) supplemented with 10% fetal bovine serum (Sigma). MCF7 cells were cultured in MEM (Invitrogen) supplemented with 10% fetal bovine serum and 0.01 mg/ml insulin (Sigma). Cells were imaged in phenol red-free growth medium. Polytene chromosomes in Drosophila salivary glands were imaged directly in live fly larvae. The samples were placed between a mounting glass slide and a No.1 coverslip (VWR, Radnor, Pennsylvania) and sealed with nail polisher. The experiments were performed at room temperature.

2.3.3 Spontaneous Raman Spectroscopy

The spontaneous Raman spectra were acquired using a confocal laser Raman spectrometer (Labram HR800, Horiba Jobin Yvon) at room temperature. A 10 mW 633 nm HeNe laser was used to excite the sample through a 50x, 0.75 NA objective (MPlan N, Olympus). A polychromator with 600 lines/mm was used to disperse the light onto the CCD camera. The total data acquisition was performed during 40 seconds and the background was subtracted using the LabSpec software.

2.4. Conclusions

We have demonstrated that SRS microscopy can be used as a non-invasive label-free imaging tool for the quantitative mapping not only of protein and lipid distributions but also of the nucleic acids distribution. The SRS images of different cellular components have been shown in single salivary gland cells of Drosophila larvae, as well as in single HEK293 and MCF7 cells. We detected differences in the nucleic acid signal when comparing heterochromatin and euchromatin
within these cells. In the case of the fruit fly, we demonstrated that we can detect the banding pattern of polytene chromosomes that is known to arise from alternating regions of heterochromatin and euchromatin. In the case of mammalian cells, we determine whether or not a cell is dividing through the detection of a nucleolus present in non-dividing cells during interphase and the increased levels of DNA condensation that occur in dividing cells. In this study, we show that it is possible to detect cell division through imaging of DNA. This technique may be important in identifying cells undergoing cell division or apoptosis within living tissue, making it possible to study diseases such as cancer.
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Chapter 3

SRS Imaging of Biomolecules in Multiphasic Food Products

Many food products have multiphasic structures with complex distribution of different molecular content. The texture, quality and even the flavor of food is determined not only by the chemical composition but also by the way that different content molecules are organized at microscopic scale. Like in mayonnaise, an oil-in-water emulsion, the overall properties of the end product are determined not only the total fat/water ratio, but also by the distribution and the size of the lipid droplets. SRS has demonstrated fast label-free imaging capability in mapping the spatial distribution of different molecules. Without nonresonant background as in CARS, SRS generates identical spectra as of spontaneous Raman scattering. This enables SRS to specifically target different molecules with a linear dependence on concentration. Here we demonstrate SRS imaging on several types of solid or liquid multiphasic food products by targeting distinct vibrational modes of different molecules. Imaging based on different vibrational modes of the same molecule and the differentiation between saturated lipid versus nonsaturated lipid are also demonstrated. This approach brings new opportunities to quality screening processes in food production.

Contributions

The work in this chapter involved close collaboration with Dr. Maarteen Roeffers. Dr. Roeffers I, and Prof. Xie conceived the idea and designed the experiments. Dr. Roeffers and I performed the imaging experiments and conducted image analysis. Samples were provided by Dr. Marjolein van Ruijven, Dr. Gerard van Dalen and Dr. Chunhong Xiao from Unilever. Dr. Christian Freudiger and Dr. Brian Saar helped with the technical discussion.
3.1 Background

The sensorial properties of food such as texture and flavor are not only determined by the chemical composition within it but also by how different content molecules are arranged spatially and their interactions (Anguiler, 2005). Moreover, the shelf time or breakdown process during storage also has a structure dependence. Therefore visualizing the microstructure within food product is very important for modern food technology to preserve, transform or destroy the microstructures for engineering towards food with new properties. Optical microscopy is valuable for this purpose because it allows non-destructive imaging with a high spatiotemporal resolution. Fluorescence microscopy is currently the most widely used type of optical microscopy in biomedical research because of its sensitivity and molecular specificity (Pawley, 2006) and visualizing protein/lipid in butter and cheese has been demonstrated (Blonk and Aalst, 1993). However, fluorescence studies require staining or the use of fluorogenic reactants which is not always possible and may even perturb the system under investigation. Recently, significant research effort has been focused on the development of label-free microscopy with chemical contrast. Vibrational spectroscopy, based on infrared absorption or Raman scattering, gives access to a variety of intrinsic molecular signatures, avoiding the need for labeling. Unfortunately, the spatial resolution of infrared microscopy is poor because of the long wavelengths and the penetration into aqueous samples is limited by strong water absorption in the infrared. Raman spectroscopy with visible or near infrared wavelengths offers high resolution in aqueous samples, but the Raman scattering efficiency is extremely low, necessitating high laser power and long integration times to achieve good sensitivity. This limits the detailed observation of microscopic features.
The weak Raman signals can be strongly enhanced by using nonlinear coherent excitation. This makes it possible to image molecular distributions with submicron resolution and imaging speeds up to video rate by targeting isolated vibrational resonances. (Cheng and Xie, 2004; Evans and Xie, 2008). However, the existence of nonresonant background limits the sensitivity of CARS by overwhelming weak resonant signals and distorting the vibrational spectrum through interference. The well isolated CH$_2$-stretching mode of lipids at 2845 cm$^{-1}$ has been extensively utilized in CARS, but the spectral interference limits the applicability of CARS microscopy to target vibrational signatures in the densely populated fingerprint region. Some advanced CARS-based imaging techniques, like polarization sensitive CARS, (Cheng et al., 2001) time-resolved CARS (Volkmer et al., 2002), interferometric CARS, (Potma et al., 2006) and multiplex CARS (Chen et al., 2002; Vartiainen et al., 2006) have been developed to minimize the nonresonant background. However these techniques either sacrifice signal or require post-processing and do not allow the direct imaging of molecular distributions in complex materials. Raman scattering microscopy does not suffer from the non-resonant background (Freudiger et al., 2008). With the currently available lasers, it is possible to get direct access to a whole range of vibrational frequencies with SRS, including those in the fingerprint region. A major advantage of SRS compared to CARS is that it has the same spectral response as the spontaneous Raman signal even in congested spectral regions and hence enables selective imaging of the different biomolecules like lipids and proteins without the need for data processing. For this study we used different food products which commonly appear as complex multiphasic systems since many organics are not miscible with water (Langton et al., 1999). SRS microscopy is an effective label-free analytical tool to study the distribution and organization of the different constituents in such colloidal systems by specifically targeting the different vibrational modes of molecules at
submicron resolution. Saturated lipid and unsaturated lipid can also be distinctively mapped which cannot be achieved by other label free techniques.

3.2 Results and Discussion

3.2.1 SRS microspectroscopy in mayonnaise

One well known multiphasic food product is mayonnaise, which is an oil-in-water emulsion. The overall properties of the end product are determined not only by the total fat/water ratio, but also by the distribution and the size of the lipid droplets. (Langton et al., 1999; Sadeghijorabchi et al., 1991) The sample used in this study is a full-fat mayonnaise, which contains 77% lipids on a weight basis, of which the large majority (85%) is unsaturated.

First, a traditional spontaneous Raman spectrum was recorded with a total integration time of 40 seconds. Figure 3.1a shows this Raman spectrum of mayonnaise before and after correction for the inherent fluorescence background of the sample. Since mayonnaise largely consists of lipids, it is fairly easy to attribute the major peaks to specific chemical bonds and their vibrational modes (Keller et al., 1993). Most clearly recognizable is the strong Raman signal stemming from the C-H stretching in the region between 2800 – 3050 cm\(^{-1}\). A detailed analysis of this region shows that it consists of several (partially) overlapping bands (Figure 3.1b). In particular, the band around 2845 cm\(^{-1}\) originates from paraffinic C-H vibrations (\(\nu(CH_2)\)), the band centered at 2930 cm\(^{-1}\) originates from C-H vibrations in terminal methyl groups (\(\nu(CH_3)\)) and the peak at 3005 cm\(^{-1}\) is the result of C-H vibrations at unsaturated C=C bonds of the lipids (\(\nu(=C-H)\)) (Keller et al., 1993; Sadeghi-Jorabchi et al., 1991). Other very strong vibrational modes of C-H bonds appear in the fingerprint region(< 2000 cm\(^{-1}\)) (Figure 3.1a-d). The peaks at 1445 and 1300 cm\(^{-1}\) originate respectively from \(\delta(CH_2)\) scissoring and the in-phase methylene twisting mode. In addition to C-H bond vibrations, the 1750 cm\(^{-1}\) resonance results from the C=O
stretching ($\nu(C=O)$) of the ester groups present in glycerides, the $1655 \text{ cm}^{-1}$ peak can be attributed to $C=C$ vibrations ($\nu(C=C)$) of unsaturated lipids and the peak at $1080 \text{ cm}^{-1}$ can be linked to skeletal $C-C$ vibration ($\nu(C-C)$) of the lipids (Keller et al., 1993; Sadeghi-Jorabchi et al., 1991). All of these vibrational resonances show up as distinctive peaks that are directly related to the lipids in mayonnaise. The Raman spectrum of water ($\nu(O-H)$) is generally known to consist of a very broad peak centered around $3500 \text{ cm}^{-1}$ that extends almost into C-H region.

![Figure 3.1](image.png)

Figure 3.1 Comparison between spontaneous and stimulated Raman spectrum of a mayonnaise sample. (a) Spontaneous Raman spectrum before (top) and after (bottom) subtraction of the fluorescence background. (b)-(d) SRS spectrum (left) and spontaneous Raman spectrum (right) measured at different regions of the vibrational spectrum.

In the next step, we acquired SRS spectra of the same mayonnaise sample. A LabVIEW program was used to acquire the data points with approximately $1 \text{ cm}^{-1}$ per step by automated tuning of
the OPO’s Lyot filter and the acquisition time for every data point was 100 ms. Figure 3.1b-d compare the stimulated (left) and spontaneous Raman scattering (right) spectra for three different vibrational regions. These spectra clearly show that SRS does not suffer from the interference with the non resonant background like coherent anti-Stokes Raman scattering. Instead of the dispersive line shapes of CARS spectra, SRS spectra are identical to the spontaneous Raman spectra. Another major benefit of SRS is that it is not hindered by background fluorescence: no fluorescence background corrections had to be performed as was done for the spontaneous Raman spectrum in Figure 3.1. Due to the similarity in spectral response between SRS and spontaneous Raman scattering it is safe to use the well known, molecularly-specific vibrational frequency of a species of interest for coherent excitation. Since the SRS signal is linear with concentration, local variations in signal intensity can be directly related to differences in local concentration.

This approach was used to visualize the water and lipid distribution in mayonnaise (Figure 3.2a-f). Figure 3.2a-c show the lipid distribution based on the paraffinic CH$_2$ stretching (2845 cm$^{-1}$), the $^1$CH$_2$ scissoring (1445 cm$^{-1}$) and the in-phase methylene twisting mode (1303 cm$^{-1}$). All three images are representative for both unsaturated and saturated lipids and show, as expected, a similar distribution. In Figure 3.2d-e the distribution of unsaturated lipids is visualized by targeting the peaks at 3005 cm$^{-1}$ and at 1655 cm$^{-1}$. As expected for mayonnaise, the unsaturated and saturated lipids are co-localized within large lipid droplets which range in size from 1 to 15 $\mu$m in diameter. The inverse picture (Figure 3.2f) is obtained when recording the water distribution at 3250 cm$^{-1}$. The two complementary pictures nicely visualize the molecular distribution in this oil in water emulsion. These measurements show that with SRS microscopy we can selectively visualize the different components of a multiphase material like mayonnaise
without adding labels and with a time resolution that is more than three orders of magnitude faster than typical spontaneous Raman imaging.

Figure 3.2 SRS micrographs (52 x 52 µm²) of mayonnaise. (a)-(c) SRS images at different CH₂ vibrational resonances using: (a) 2845 cm⁻¹, (b) 1440 cm⁻¹ and (c) 1300 cm⁻¹. (d)-(e) SRS images of the unsaturated lipid distribution recorded at: (d) 3005 cm⁻¹ and (e) 1655 cm⁻¹. (f) Water distribution measured at 3250 cm⁻¹. Scale bar in the images is 20 µm.

3.2.2 SRS imaging of proteins, lipids and water in cheese and soy drinks

In general, food products have a more complex chemical composition. In addition to oil and water, significant amounts of proteins and carbohydrates are also often present. We for example examined cheese and a soy-based drink which contain significant amounts of proteins, lipids and water. In this particular semi hard Swiss cheese sample the listed content is 28 wt% lipids and 32 wt% proteins. Figure 3.3a shows the spontaneous Raman spectrum after correction for the
background. Noteworthy is the absence of the 3005 cm\(^{-1}\) resonance peak in the CH stretching region, which indicates that virtually the whole fat content of this cheese consists of saturated lipids. Due to the presence of large quantities of proteins in cheese compared to the mayonnaise, there is also a relative increase of the terminal methyl group (\(\nu(CH_3)\)) vibration at 2930 cm\(^{-1}\) with respect to that at 2845 cm\(^{-1}\) stemming from aliphatic \(\nu(CH_2)\) resonance. Furthermore, the aromatic amino acids in proteins like phenylalanine and tryptophan give rise to a new peak at 3060 cm\(^{-1}\), which is a signature for aromatic C-H vibrations. Because of these aromatic amino acids, there should be another very distinctive peak in the fingerprint region at 1004 cm\(^{-1}\) originating from the ring breathing mode of phenylalanine. Even though there are almost no unsaturated lipids present in this sample, there is still a very strong resonance at 1650 cm\(^{-1}\). This signal is generated by the \(\nu(C=O)\) in the amide bonds of proteins which occurs at the same frequency as C=C bonds of unsaturated lipids. When using the 1650 cm\(^{-1}\) peak for coherent Raman imaging, care must be taken to analyze the relatively contributions of lipids and proteins in this frequency range.

By using these different distinctive vibrational resonances, SRS allows selective visualization of the protein, lipid and water distribution. Figure 3.3b-d compares the SRS images of a 95 x 95 \(\mu m^2\) region taken for different C-H vibrations. The images taken at 2845 cm\(^{-1}\), specific for the lipid distribution (Figure 3.3b), and at 3060 cm\(^{-1}\), specific for the protein distribution (Figure 3.3c), show an inverse contrast indicating that this cheese consists of two well separated phases (Gunasekaran and Ding, 1999; Ribero et al., 2009). The image taken at the water tail (Figure 3.3d) at 3250 cm\(^{-1}\), shows the same distribution as the protein channel, suggesting that water and proteins make up one phase of the cheese material and lipids can be found in a separate phase.

To demonstrate that the broad water resonance cannot explain the contrast at 3060 cm\(^{-1}\), an SRS
spectrum was recorded to prove that in this case the signal measured at 3060 cm\(^{-1}\) is representative for the protein distribution. An overall spectrum was collected by scanning rapidly over the whole image area (95x95 µm\(^2\)) while recording the spectrum, approximately 1 cm\(^{-1}\) per 100 ms. This spectrum (Figure 3.3e) clearly shows the presence of a resonant peak at 3060 cm\(^{-1}\), specific for aromatic amino acids in proteins.

Figure 3.3 Vibrational characterization of biomolecules in cheese sample. (a) Spontaneous Raman spectrum. (b)-(d) SRS images of the distribution of (b) lipids (2845 cm\(^{-1}\)), (c) protein(3060 cm\(^{-1}\)), and (d) water(3250 cm\(^{-1}\)) (e) SRS spectrum of the whole area (red) and of the lipid phase (green). (f) SRS image of protein distribution by targeting the 1004 cm\(^{-1}\) ring breathing resonance of phenylalanine. (g) SRS micrograph measured at 1017 cm\(^{-1}\). (h) Comparison between the spontaneous Raman spectrum after fluorescence subtraction (red) and the SRS spectrum around 1004 cm\(^{-1}\) (i) Image obtained by subtracting the signal detected at 1004 cm\(^{-1}\) and 1017 cm\(^{-1}\). The scale bar in the SRS micrographs is 20 µm.
When focusing specifically on a fat globule, a small bump due to the presence of a small amount of unsaturated lipids can be resolved. Another useful vibrational resonance to specifically target the protein distribution is the phenylalanine peak at 1004 cm\(^{-1}\); Figure 3.3f shows the protein distribution as determined at this phenylalanine peak. This picture compares well to Figure 3.3c recorded at 3060 cm\(^{-1}\), however the zones where lipids are present show some residual intensity. This residual SRS intensity can be attributed to the multitude of vibrational resonances that are close by and partly overlapping. This becomes even more apparent when tuning the pump wavelength less than 2 nm away when recording at 1017 cm\(^{-1}\) (Figure 3.3g).

This picture clearly shows a vibrationally resonant signal which clearly has a different distribution than the one recorded at the phenylalanine peak. The presence of multiple vibrational resonances can also be seen as a broad offset of this phenylalanine peak in the SRS spectrum (Figure 3.3h). In contrast to the spontaneous Raman spectrum, where this peak is only weakly present, the SRS spectrum shows a significant resonance intensity. To minimize the contribution from nearby vibrational resonances, the signal obtained at 1017 cm\(^{-1}\) was subtracted from that at 1004 cm\(^{-1}\) (Figure 3.3i). This image shows a lipid phase that is virtually free of any protein content similar to that obtained at 3060 cm\(^{-1}\) (Figure 3.3c).

Since SRS microscopy allows fast image acquisition at one vibrational frequency and since tuning between the different bands can be performed reasonably fast, this approach can also be used to image biomolecular distributions in liquid samples like a commercial soy-based drink. The lipid distribution was determined by measuring the SRS signal at 2845 cm\(^{-1}\) (Figure 3.4a), the protein content was determined by targeting the phenylalanine peak (1004 cm\(^{-1}\), Figure 3.4b) and for the water distribution the SRS signal was measured at 3400 cm\(^{-1}\) (Figure 3.4c). These images and the combined multicolor image (Figure 3.4d) clearly show that this sample has a
more complex multiphasic structure. This colloidal system clearly consists of a continuous water phase in which the proteins and lipids are dispersed as separate phases.

Figure 3.4 SRS image of the distribution of (a) lipids, (b) protein and (c) water in a soy-based drink (54 x 40 µm² area). (d) Multicolor image showing the combined distribution of all three components. Scale bar is 20 µm.

3.3 Methods and Materials

3.3.1 Sample preparation

Three commercial food samples were used in this study: mayonnaise (Hellmann's® Real Mayonnaise, Unilever), cheese (Swiss Cheese, Trader Joe's) and soy-based drink (AdeZ, Unilever). 120 µm thick samples were prepared between two No.1 coverslides (VWR) by using a spacer made from double-sided adhesive sheets (SecureSeal SA-S-1L, Grace Bio-labs). All experiments were performed at room temperature.

3.3.2 Instrumentation
The imaging system is similar to what has been described in Section 2.3.1. The laser source of this microscopy setup is a 1064-nm Nd:YVO4 laser (picoTRAIN, High-Q, Watertown, Massachusetts) that delivers 6 ps pulses at a 76-MHz repetition rate. One part of the output is frequency doubled to 532 nm, which pumps an optical parametric oscillator (OPO) (Levante Emerald, APE-Berlin, Berlin, Germany). A second output directly provides the remaining part of the 1064-nm beam. The signal beam of the OPO is tunable between 680 and 1010 nm. In this SRS setup, the OPO output is used as the pump beam for the SRS experiment, which in combination with the 1064-nm output of the Nd:YVO4 laser (Stokes beam) probes the Raman shifts from >3500 to 500 cm\(^{-1}\). The idler beam of the OPO is blocked with filter (CARS 890/220m, Chroma Technology, Bellow Falls, Vermont). A home-built Pockel cell based on a pair of 2×2×10 mm rubidium titanyl phosphate crystals (Raicol Crystals, Ltd., Yehud, Israel) combined with a polarizer is used to modulate the Stokes beam intensity. The modulation frequency of 10.4 MHz is directly provided by the lock-in amplifier (SR844RF, Stanford Research Systems, Sunnyvale, California). The pump and Stokes beam are spatially overlapped using a dichroic mirror (1064 DCRB, Chroma Technology, Bellow Falls, Vermont), and a manual delay stage is used to overlap both pulse trains in time. These two spatially and temporally overlapped laser beams are directed into an upright Olympus laser-scanning microscope (BX61WI/FV300, Olympus, Pittsburgh, Pennsylvania) optimized for NIR transmission. The sample is illuminated through a 60×1.2-NA (Numerical Aperture) water objective (UPlanApo/IR, Olympus, Pittsburgh, Pennsylvania), and care is taken that the beam diameter matches the size of the back aperture of the objective. The transmitted light is collected with a 1.4-NA oil condenser (Nikon, Melville, New York), which is aligned for Koehler illumination. After passing a telescope, the transmitted light is spectrally filtered by a bandpass
filter (CARS890/220M, Chroma Technology, Bellow Falls, Vermont) and detected by a large-area photodiode (FDS1010, Thorlabs, Newton, New Jersey) with a reversed bias of 64 V. Before measuring the modulation transfer with a high-frequency lock-in amplifier (SR844RF, Stanford Research Systems, Sunnyvale, California), an electronic bandpass filter (BBP-10.7, Mini-Circuits, Brooklyn, New York) is used. The analog output of the lock-in amplifier is fed into the input of the microscope’s A/D-converter. Images were taken at 42μs/pixel or 11 s for a 512×512–pixel image. Recording of SRS spectra was performed using a home-built LabVIEW routine. This software automatically scans the output of the OPO over a 10–20 nm range by changing the orientation of the in-cavity Lyot filter and simultaneously records the SRS signal intensity directly from the analog output of the lock-in amplifier. Phase-matching temperature and cavity length of the OPO were set manually and remain unchanged during the tuning.

3.4 Conclusion

We have used SRS as a non-invasive tool to map distributions of specific biomolecules in food products at the submicron-scale. SRS microscopy combines high sensitivity resulting from the coherent excitation of molecular vibrations with easily interpretable contrast because its spectral response is identical to spontaneous Raman spectroscopy. This makes fast and quantitative imaging available using the well known vibrational frequencies throughout the whole vibrational spectrum. This contribution is focused on imaging lipids, proteins and water, using both the high wavenumber CH and OH stretching region as well as a number of fingerprint bands. It was recently shown that SRS microscopy also allows direct targeting of sugars like cellulose and more complex biopolymers like lignin in plant materials (Saar et al., 2010). Therefore, SRS microscopy is an ideal tool to study the biomolecular distribution in a wide range of research
areas based on the full information of Raman spectroscopy. As food microstructure gets more attention in the food processing or engineering industry, SRS will potentially bring new opportunities for these fields such as serving as a quality control or screening tool.
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Chapter 4

Histopathology Study on Human Brain Tissues Using Stimulated Raman Scattering Microscopy

With the emergence of more advanced medical imaging technologies such as MRI and CT, abnormalities in human body can be identified at earlier stage. However, in order to get a confirmative understanding of identified suspicious lesions, surgical biopsy with histology test is usually needed for the intra-operative consultation with pathologist. The traditional histology procedure requires multiple steps including freezing, sectioning and staining, which usually requires 30 minute for each round. In human brain, surgeons bear high risk upon decision making on surgical endpoints due to the complexity and importance of neuron network in this region, therefore an imaging guided probe without need for biopsy is in big demand. We here demonstrate that SRS imaging can provide the same pathology features compared with H&E staining on frozen sections of mouse and human brain tissue. The label-free imaging mechanism combined with intrinsic 3D sectioning capability potentially eliminates the need for biopsy, and with further technical development of handheld scanning probe coupled with fiber optics, imaging guided intra-operative pathological diagnosis may become possible in the near future.

Contributions

The work in this chapter involved close collaboration with Dr. Pedro Ciarlini and Dr. Geoff Young. I, Dr. Young, Dr. Ciarlini and Prof. Xie conceived the idea and designed the project. Dr. Ciarlini conducted sample preparation. I conducted imaging experiments as well as image analysis.
4.1 Background

4.1.1 Histopathology

Technological advancement in medical imaging has been driving the early stage clinical diagnosis. The emergence of Magnetic Resonance Imaging (MRI) has enabled medical doctors to noninvasively visualize abnormalities within patient bodies. However the spatial resolution of MRI is still low lacking extensive chemical contrast. Lesions such as tumor appear as shadows in the MRI images with different color compared to surrounding areas. However medical doctors cannot make conclusive diagnosis solely based on this feature since some post surgery inflammation (pseudoprogression) also appear as similar features in the MRI contrast (Hygino da Cruz et al., 2011). In order to conduct a more precise diagnosis, a surgery is usually scheduled for a biopsy, which is a process to remove pieces of tissue from the suspicious area. The appearance of neoplastic tissue is hard to distinguish from healthy tissue and a histology test is usually needed. The pathologists are called into the operation room to perform intra-operative consultation based on the histological result on the removed tissue. A quick diagnosis using frozen sections is usually conducted outside the operation room. The tissue is first embedded in the OCT (Optimal Cutting Temperature Compound) and placed into the cryostat microtome at -20°C. The OCT freezes into a white block at this temperature and is cut into thin slices using the microtome. The sliced tissue is mounted a glass slide and placed into H&E (Hemotoxylin and Eosin) stains. The stained tissue is then placed under light microscope and pathologists conduct diagnosis based on the features shown in the H&E stained slides. Pathologists then communicate with the surgeon about the diagnostic result as either non-tumor, benign or malignant tumor to help make further operative
decisions. This process usually takes 20–30 minutes each time. If malignant tumor is confirmed based on the pathology result, the surgeon usually goes back to the patient and remove additional tissue next to previous removal spot and the same pathology test procedure is repeated. Since it is risky to remove large areas of tissue from the human body especially like in brain, where a lot of neural connections exist and any destruction of this may cause mental dysfunction, repetitive process removing a small piece each time is needed to clear the tumor margin in the operation. This may take hours depending on the area of the tumor and the patient body needs to be exposed during the entire process with the general anesthesia in effect during the whole process as well. Making decisions on the surgical endpoint has been the major challenge in neurosurgical oncology given the complexity of infiltrated tumor and potential premature recurrence if the tumor is not cleared (Kalkanis et al., 2010; Nazzaro et al., 1990; Sughrue et al., 2010). In current neurosurgical practice, the ineffective surgical procedure rate is still very high (Albert et al., 1994).

Frozen section method is a fast approach providing pathological information in the intra-operative process but the quality is still low. More accurate pathology diagnosis is conducted by formalin fixed paraffin embedded tissue processing procedure which usually takes 2 days to get the result.

4.1.2 Why SRS imaging?

Stimulated Raman Scattering (SRS) microscopy can visualize the cell nuclei, cytoplasm without the need for any staining or labeling as described in Chapter 2. It can be used a noninvasive chemical analysis tool with its quantitative detectability of lipid, protein and nucleic acid concentration. Pathologists make diagnosis upon the H&E staining slides
mainly based on the cellularity, nucleus to cytoplasm ratio. These features can all be captured by SRS imaging (Ji et al., 2013; Freudiger et al. 2012). Based on the nonlinear optical process, SRS imaging has intrinsic 3D sectioning capability and the vertical resolution is much better than the sectioning resolution of a microtome (Saar et al., 2010; Horton et al., 2013). Therefore there is also no sectioning needed for this imaging modality.

Recently SRS imaging has reached video-rate imaging speed and can work in the epi-detection scheme (Saar et al., 2010), which brings new potential of future intro-operative diagnosis with SRS imaging modality incorporated to the endoscope (Saar et al., 2010). Moreover, the biosafety of utilized optical exposure can be well controlled (Fu et al., 2006; Nan et al., 2006). Therefore, real time pathology guided surgery without the need for biopsy may not be a dream in the near future. The surgical endpoints can be redefined based on the SRS images rather than the gross visual and textural indications that surgeons rely on at the moment (Nimsky et al., 2003; Stummer et al., 2006).

Here we first demonstrate the SRS imaging on frozen sections from brain tissue and have pathologists conduct blind reading upon the images. Traditional H&E staining images are also shown side by side for comparison.

### 4.2 Results

#### 4.2.1. SRS Imaging on Mouse Brain

SRS imaging was first conducted on the mouse brain sections for method validation and sample preparation testing. Two individual scans were performed on each area in the brain tissue with one excitation beam fixed at 1064nm and the other beam switching
between 816.7nm (corresponding to 2845 cm$^{-1}$) and 810.5nm (corresponding to 2930 cm$^{-1}$). Adjusting Lyot filter and the cavity length of the optical parametric oscillator (OPO), the tuning between the two wavelengths can be achieved in a few seconds. This was conducted automatically using Labview program and the sample stage was motorized to move to the next scanning area. Images were processed using ImageJ and pseudo-colors were assigned to each scanning wavelength. The green channel (Figure 4.1a) shows the SRS image taken at 2845 cm$^{-1}$, the blue channel (Figure 4.1b) shows the SRS image taken at 2930 cm$^{-1}$. The nuclei in Figure 4.1a appear darker than the surrounding extracellular areas due to the lack of lipid, but the intensity difference in Figure 4.1b is smaller. A linear combination method is utilized here to extract the lipid and protein distributions (Fu et al., 2012; Freudiger et al., 2012; Ji et al., 2013), color-coded and combine them in Figure 4.1c with green indicating the lipid and blue indicating the protein.

Different features can be observed in distinct regions of brain (Figure 4.1c-f). The cellular regions (Figure 4.1d) can be well differentiated from myelin-rich regions such as fiber tracts (Figure 4.1e) (Wang et al., 2005).
Figure 4.1 Multicolor SRS images of mouse brain (a) Lipid distribution taken at 2845 cm$^{-1}$, (b) Protein distribution taken at 2930 cm$^{-1}$, (c) Merged image of (a) and (b), (d)-(f) Zoomed in images of white, yellow and red box in (c). Scale bar: 50 µm.
4.2.2. SRS Imaging on Human Brain Frozen Section Tissues

Figure 4.2 shows the two color SRS image (b) and H&E staining (a) from a human brain frozen section. This section is from an area with Glioblastoma Multiforme (GBM), which is the most common and aggressive malignant primary brain tumor in human. The green channel represents the SRS signal taken at 2845 cm\(^{-1}\) reflecting the distribution of lipid content. The blue channel represents the SRS signal taken at 2930 cm\(^{-1}\) reflecting the distribution of protein content. Nuclei show up as blue color due to lack of lipid content. Tumor cells are apparent due to the high nuclear-to-cytoplasm ratio, which is consistent with H&E staining.

Figure 4.2 (a) H&E staining (b) SRS image of Glioblastoma Multiforme (GBM) from a human frozen section case. Scale bar is 25 µm.

In order to capture information from a bigger area of tissue without compromising the resolution, a tiling approach (Ji et al., 2013) was used. Fast laser switching between 2845 cm\(^{-1}\) and 2930 cm\(^{-1}\) was performed by Labview program automatically. The translational stage moved by the length of the field of view after image acquisition at
these two channels. The acquired images were reconstructed to create a composite image of the entire scanned area.

Figure 4.3 SRS (left) and H&E (right) images of Glioblastoma Multiforme at different scales.
Figure 4.4 Comparison between necrosis and tumor.

As seen in Figure 4.3, the SRS images are comparable to H&E staining images at
different scales, which mimics the procedures of switching to objectives with different magnification performed by pathologists during the diagnosis process.

In Figure 4.4, this case contains both regions of tumor and necrosis (dead tissue). The SRS images of these two regions are shown in (b) and (c), where different cellularity and nucleus-to-cytoplasm ration are observed. SRS has the capability to identify and differentiate tumor and necrosis. Especially for necrosis, the nuclear outlines are still visible in contrast to H&E. This additional detail helps pathologists to confirm their diagnosis on necrosis, which sometimes is difficult on regularly processed formalin-fixed H&E sections. The identification of necrosis has a significant importance in tumor grading. Sometimes tumors cannot be termed as glioblastomas (grade IV) because necrosis is not observed on H&E contrast. Therefore, SRS imaging can potentially help decrease the downgrading of grade IV gliomas.

4.3 Materials and Method

The SRS imaging setup is as described in Chapter 2. The imaging was performed in the transmission mode, in which the signal was collected after the sample plane. Tiling scan over the entire area of the tissues was performed with the scanning steps matching with the field of view of each scan. Image acquisition at two excitation condition was conducted before each translational step.

Sample preparation

Tissues were acquired from the tissue bank at Brigham and Women’s hospital according to DF/HCC Protocol 10-417. The acquired frozen tissue blocks were cut into thin slices using cryostat microtome into 10 µm and mounted on a glass slide. Embedding OCT was washed off the tissues using PBS to avoid potential interfering signal. The tissues were
then placed the 4% formalin and sent to Xie Lab in Harvard campus in Cambridge for SRS imaging.

Mouse tissue were cut into 5um and 10um using cryostat microtome and imaged using SRS imaging. Adjacent sections were put into formalin for 24 hours and imaged. There was no significant degradation being observed over time.

4.4 Discussion and Conclusion

It has been demonstrated that SRS imaging can be used as a diagnostic tool for brain tumor capturing all the information provided by histopathology gold standard H&E staining. According to WHO grading criteria, current diagnosis upon glioblastoma (grade IV tumor) is performed according to 5 major criteria: 1. Vascular proliferation 2. Increased cellularity 3. Nuclear atypia 4. High degree of Mitotic Activity 5. Necrosis (Brat et al., 2008). These features can be captured by SRS imaging by mapping the distribution lipid, protein and nucleic acids (Chapter 2). The combination of lipid and protein channel gives the nuclear shape due to the lack of lipid content in nuclei. Feature 2-4 can be graded based on the image contrast brought by lipid & protein channels, and can be further improved by mapping the nucleic acids concentration. Vascular proliferation can also be identified based on protein distribution.

SRS imaging may have bigger potential in the future compared to traditional histology diagnosis method because it generates the lipid contrast, which is missing in H&E staining. The lipid content is usually washed out for histology sample preparation purposes. Important regions of brain such as white matter rich in lipid are better captured by SRS imaging. Destruction of myelin sheath, which is fatty sheath composed of lipid coating the axons of nerves, leads to neural malfunction or even Alzheimer’s disease.
SRS imaging has the capability of analyzing the integrity of myelin sheath, providing indications to these neural diseases.

Several other techniques have also been used for histopathology in a label-free manner. Confocal reflection (Master and So, 2008), optical coherence tomography (OCT) (Tearney et al., 1997) and third harmonic generation (Witte et al., 2011) demonstrate some features of morphology but don’t generate multicolor chemical contrast. Second harmonic generation (SHG) and two-photon excited auto-fluorescence (TPAF) are limited to few specific molecules (Zipfel et al., 2003; Li et al., 2010; Campagnola et al., 2002). Infrared absorption also allows for multicolor imaging (Gremlich and Yan, 2001), but in the water-rich tissues the penetration depth and spatial resolution is limited due to the long wavelength (Meyer et al., 2011).

With further development on the miniaturization of SRS system, imaging guided intra-operative pathology diagnosis can be made. Surgeons can have a more reliable way of deciding on the surgical endpoints, which might significantly decrease the biopsy area maintaining the neural function in a much better way. Especially for the infiltrative tumor such as glioma, which infiltrates up to 4 cm from the tumor core (Silbergeld et al., 1997), SRS imaging is more useful in identifying mass lesion and more sparse infiltrating tumor cells. The priority for the surgery is to maximally reduce the mass lesion not to remove every infiltrating cell. However, in most of the glioblastoma surgeries, residual tumor is un purposely left in the surgical cavity even though it is safe to remove them (Orringer et al., 2012).

There are still some technical challenges to make SRS readily available for intra-operative diagnosis such as correction mechanism for motion and sampling efficiency.
over a large area of surgical cavity (Ji et al., 2013). A more quantitative sensitivity and specificity study needs to be conducted for proving clinical feasibility. SRS and CARS imaging with fiber laser source (Freudiger and Yang, 2014; Balu et al., 2010) have been demonstrated and there are continuing efforts upon endoscopy (Legare et al., 2006; Saar et al., 2011), which bring new possibilities of miniaturization of the system. However, more engineering efforts are needed on scanning and detection probe design.
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Chapter 5

Quantitative Chemical Imaging with Multiplex Stimulated Raman Scattering Microscopy

Previous demonstrations of Stimulated Raman Scattering Microscopy have been limited to single Raman band measurements. In this chapter, we present a novel modulation multiplexing approach that allows real-time detection of multiple species using the fast Fourier transform. Double modulation and double demodulation are employed to achieve high speed and high sensitivity. Combining the advantages of high-speed label-free imaging and the chemical fingerprinting power of Raman spectroscopy, multiplex SRS is a powerful and quantitative method for fast label-free chemical composition analysis in biological systems. We demonstrate the quantitative determination of chemical concentrations in a ternary mixture. Furthermore, two imaging applications are pursued: (1) quantitative determination of oil content as well as pigment and protein concentration in microalgaecultures; and (2) 3D high-resolution imaging of blood, lipids, and protein distribution in ex vivo mouse skin tissue. We believe that quantitative multiplex SRS imaging uniquely combines the advantage of fast label-free imaging with the fingerprinting capability of Raman spectroscopy and enables numerous applications in lipid biology as well as biomedical imaging.

Contributions

The work in this chapter involved close collaboration with Dr. Dan Fu. Dr. Fu and Prof. Xie conceived the idea and designed the project. Dr. Fu, Dr. Fa-Ke Lu and I conducted the experiments and image analysis. Dr. Christian Freudiger, Douglas Pernik and Dr. Gary Holtom facilitated with the technical support.
5.1 Background

Unlike CARS, SRS microscopy has straightforward image interpretation and quantification without the complications arising from non-resonant background and phase matching conditions. Consequently, not only is the signal to noise ratio (SNR) improved, but the Raman spectral fidelity is also preserved. Because SRS has a linear concentration dependence, it has the potential to become a powerful method for label-free quantitative determination of chemical concentrations of individual species in a multicomponent system.

A major limitation of the current implementation of SRS microscopy is that only a single Raman band can be probed at a time. To quantitatively measure multiple components with overlapping Raman bands, at least the same number of bands needs to be measured. However, as high sensitivity SRS imaging uses a high frequency lock-in detection scheme, the same spectral-resolved detection approach that is commonly employed in fluorescence and multiplex CARS detection is currently impractical to implement due to the difficulty of building a multichannel lock-in that works in the MHz frequency range (Cheng et al., 2002; Kano and Hamaguchi, 2005; Muller and Schins, 2002). Spectrally tailored excitation is an excellent way of circumventing this problem and can distinguish as many chemical components as the number of spectral elements (Freudiger et al., 2011). However, this technique is restricted to single species detection per imaging session and it requires all species to be externally calibrated before imaging.

Here we present a novel modulation multiplexing approach that allows multiple Raman bands to be measured simultaneously. Through either in situ calibration or external calibration, multispecies chemical mapping can be implemented at subcellular resolution with speeds at least 3 orders of magnitude faster than confocal Raman imaging.

5.2 Methods
5.2.1 Instrumentation for Multiplex SRS

Instrumentation for multiplex SRS is shown in Figure 5.1. In SRS, the bandwidth of the pump and Stokes lasers determines both the resolution and the spectral coverage. For synchronized picosecond lasers that are typically employed for SRS microscopy, the spectral resolution is usually <10 cm⁻¹ and only one band, corresponding to the frequency difference of the two lasers, is probed. To obtain large spectral bandwidth, a femtosecond Ti: sapphire laser (Coherent MIRA, 50 fs) is locked to a picosecond laser (HighQ Laser). This is achieved with an electronic synchronization unit from Coherent. The femtosecond laser output has a large FWHM spectral bandwidth of 240 cm⁻¹ near 815 nm. Using an eight channel acousto-optic tunable filter (AOTF, Crystal Technology), the laser spectrum can be divided into as many as eight wavelength bands (Treado et al., 1992). The spectral resolution of the AOTF is 2.2 nm (or 33 cm⁻¹). To reduce the effect of channel cross-talk, typically only three channels are used simultaneously in our experiments. The intensity of each wavelength band can be independently controlled and amplitude modulated using a home-built digital circuit driven by a single arbitrary function generator. We choose to modulate the three channels at 125 kHz, 100 kHz, and 75 kHz, respectively.

The key to the high sensitivity of SRS imaging is high frequency amplitude modulation, because solid state pulsed lasers have very low noise above 1 MHz. However, the modulation frequency of AOTF cannot go above 1 MHz. Therefore, we used a double-modulation technique with the picosecond beam (the Stokes beam) modulated at 20 MHz frequency using an electro-optical modulator (EOM) and the femtosecond beam (the pump beam) modulated at lower frequencies by the AOTF. On the detection side, only a single Si photodiode is needed and the signal is first demodulated at 20 MHz using a fast lock-in and then demodulated at lower
frequencies using a real-time digital Fourier transform. Because the digital demodulation is reasonably fast (>5 kHz), imaging can be performed using a galvo-scanner at sub-minute time scale.

Figure 5.1 (A) Schematic diagram of multiplex SRS setup. HWP: half-wave plate; QWP: quarter-wave plate; EOM: electro-optical modulator; PBS: polarizing beamsplitter; DM: dichroic mirror; PMT: photomultiplier tube; LIA: lock-in amplifier. (B) Workflow of the multiplex Raman encoding and decoding process. (C) Example AOTF filtered spectrum using three channel modulation. Each shaded region corresponds to one channel modulated at a particular frequency.

We use an upright laser scanning microscope (Olympus FV300) for our solution measurement and imaging applications. The pump beam is detected in the transmission geometry. Signal from a 7.6 mm$^2$ silicon photodiode (Advanced Photonix) is fed into a homebuilt fast lock-in amplifier after passing through a 20MHz bandpass filter (BBP-21.4, Minicircuits) (Saar et al., 2010). The output from the lock-in amplifier is then digitized with a data acquisition card (DAQ, NI PCI-
A dual-core PC is used to perform real-time Fourier-transform on the streaming data from DAQ and extracts the amplitude components of signals at three different modulation frequencies.

### 5.2.2 Chemometrics Analysis

The chemometrics analysis is quite straightforward (Anton, 2005). Assume we have three chemical components \( r, g, \) and \( b \) in the sample. At any location in the sample, we measured SRS signal in three channels simultaneously (1, 2 and 3), we have the following equation:

\[
\begin{align*}
S_1 &= C_r \sigma_{r1} p_1 + C_g \sigma_{g1} p_1 + C_b \sigma_{b1} p_1 \\
S_2 &= C_r \sigma_{r2} p_2 + C_g \sigma_{g2} p_2 + C_b \sigma_{b2} p_2 \\
S_3 &= C_r \sigma_{r3} p_3 + C_g \sigma_{g3} p_3 + C_b \sigma_{b3} p_3 
\end{align*}
\]

where \( S \) represents total SRS signal in one channel, \( C \) represents concentration, \( \sigma \) represents SRS cross-sections, \( p \) represents pump power. We neglected probe power and detection efficiency in equation (1) because they are the same for the three Raman bands. In any particular experiment, the power \( p_1, p_2, \) and \( p_3 \) are fixed (roughly equal for the three channels) and therefore can be bundled together with the Raman cross-section \( \sigma \) to construct a calibration matrix, \( T \), using the measured values from pure solutions:

\[
T = \begin{bmatrix}
\sigma_{r1} p_1 & \sigma_{g1} p_1 & \sigma_{b1} p_1 \\
\sigma_{r2} p_2 & \sigma_{g2} p_2 & \sigma_{b2} p_2 \\
\sigma_{r3} p_3 & \sigma_{g3} p_3 & \sigma_{b3} p_3 
\end{bmatrix}
\]

With pure solutions with known concentrations for each species \( r, g \) or \( b \), it is easy to determine each column of the calibration matrix \( T \) by dividing the three channels SRS signals with the concentration of that species. After we obtained calibration matrix \( T \), we can calculate the SRS
signal in three channels for any combination of mixtures. Equivalently, from the measured SRS signals in the three channels, we can calculate the concentration of the three species in a mixture using the inverse matrix:

$$
\begin{bmatrix}
C_r^i \\
C_g^i \\
C_b^i
\end{bmatrix} = T^{-1}
\begin{bmatrix}
S_1^i \\
S_2^i \\
S_3^i
\end{bmatrix}
$$

(3)

The inverse matrix exists as long as the SRS cross-sections of any two species are not identical, which is typically the case in our experiments. This spectral unmixing can be done for every single pixel location in an inhomogeneous sample, thus allowing reconstruction of quantitative chemical maps for each individual chemical component. Because SRS is a nonlinear optical process, it has inherent optical sectioning similar to two photon fluorescence microscopy. Therefore, three dimensional high resolution chemical mapping can be performed as demonstrated in the skin imaging.

5.3 Results and Discussion

5.3.1 Quantification of Chemical Concentrations in Ternary Solution

We first demonstrate the quantitative determination of chemical concentrations of a ternary solution system. Mixtures of three chemicals: oleic acid, cholesterol, and cyclohexane, with significant Raman band overlap in the CH stretching region, are dissolved in deuterated chloroform. A total of 9 binary and 3 ternary mixtures were prepared. We chose three Raman peaks to probe (2850, 2900, and 2960 cm\(^{-1}\)) based on their spontaneous Raman spectra (shown in Figure 5.2A). The power in each channel was 16 mW and the Stokes power was 76 mW at the objective focus. Standard linear algebra operation is used to calculate the binary and
ternary mixture concentrations based on measurements on single species. A ternary plot of the calculated concentrations is shown in Figure 5.2B.

Figure 5.2 (A) Spontaneous Raman spectra of oleic acid, cholesterol, and cyclohexane. The red, blue and green lines indicate the location of the three Raman bands used for multiplex SRS imaging. (B) Ternary plot of the calculated concentrations of three component mixture based on multiplex SRS measurement on three Raman bands. (C) Spontaneous Raman spectra of melamine, PMMA, and polystyrene beads. (D) Raw composite image of three SRS images: red represents image at 2950 cm\(^{-1}\), blue represents image at 3000 cm\(^{-1}\) and green represents image at 3050 cm\(^{-1}\). (E) Calibration bar graph of the normalized Raman intensities of each kind of bead at the designated three Raman band. (F) Reconstructed Raman image (red: PMMA, blue: melamine, and green: polystyrene).

We can see that the concentrations of most solutions are correctly inferred. The residual errors we see in the ternary plot are largely caused by femtosecond laser spectral drift during measurement, synchronization timing jitter, and the inaccuracy of matrix calibration due to the
cross-talk of the three channels caused by AOTF diffraction sidelobes. The measurement accuracy can be significantly improved if timing-jitter and cross-talk can be eliminated with better modulation technology.

We note that the multiplex data acquisition can be carried out at a rate > 5 kHz, at least two orders of magnitude faster than either conventional Raman imaging or multiplex CARS imaging. Moreover, for spatially segregated samples, calibration can be obtained in situ using the three channel images. To demonstrate this capability, we imaged mixtures of three different polymer beads embedded in agarose gel: 2 µm polystyrene (PS), 1-10 µm polymethyl methacrylate (PMMA) and 2 µm melamine. Three images (512×512 pixels with 200 µs pixel dwell time) are generated simultaneously.

Figure 5.2 (D) shows the composite image of three channels at 2950, 3000 and 3050 cm\(^{-1}\), represented in red, blue and green color respectively. The red and blue channels exhibit small differences, due to the similar Raman spectra of melamine and PMMA. To distinguish them clearly, we first constructed the calibration matrix using in situ imaging data from three different kinds of beads and then applied the inverse matrix to the three channel image. Figure 5.2 (E) shows the normalized matrix value for the three different kinds of beads in bar graph. It agrees very well with that of spontaneous Raman spectra of the three species shown in Figure 5.2(C). The calculated concentration images are recompiled into a RGB composite image with each color showing one species (Figure 5.2 (F)). Different beads are now readily distinguished.

### 5.3.2 Multiplex SRS Imaging on Microalgae

In the first application, we demonstrate the use of multiplex SRS for studying microalgae biochemical composition, especially lipid content. The need for renewable energy sources has sparked growing interest in green algae oil production (Li et al., 2008; Mata et al., 2010). The
lipids (mainly triglyceride) stored in the microalgae could be converted into biodiesel efficiently. Various methods have been employed to evaluate the genetic and environmental factors that affect the oil producing capability of microalgae, but all have significant drawbacks. Fluorescent probes face problems such as nonspecific labeling, inaccuracy in quantification, photobleaching and phototoxicity (Elle et al., 2010). Traditional biochemical methods such as chromatography and mass spectrometry cannot analyze single cells and do not allow continuous in situ monitoring of oil accumulation. Most recently, Raman microspectroscopy has been used to study algal lipid composition but with very low throughput (Wu et al., 2011). CARS and SRS are excellent label-free alternatives to investigate lipid content because lipids are usually concentrated in droplets and have very strong Raman signal (Nan et al., 2006; Wang et al., 2011), but chlorophyll and carotenoids (both are referred to as pigment from here on), which are abundant in green algae, have strong two-color two-photon absorption (TPA) that interferes with Raman imaging. In addition, it is important to quantitatively separate protein from lipids, which is not possible with single Raman band imaging. TPA is a related nonlinear optical process that generates modulation signal in this pump-probe type imaging experiment, but it has much broader spectra response compared to Raman (Fu et al., 2007). With our new multiplex SRS approach, three channels can be used to separate pigment TPA, lipids SRS and protein SRS. Microalgae cultures were imaged at three different bands: 2780, 2850, and 2940 cm\(^{-1}\). TPA contributes to all three channels due to its broad spectra response. At 2780 cm\(^{-1}\), protein and lipid signals are almost negligible. At 2850 cm\(^{-1}\), lipids have large Raman signal, and at 2940 cm\(^{-1}\), both lipids and protein have strong Raman signals. We calibrated the signal distribution in three channels from protein and lipids using two prepared samples: one is 30% bovine serum albumin solution and the other is oleic acid liquid (Sigma). For pigment calibration we used the obtained
experimental images, similar to the calibration process used in the bead imaging. Cell cultures of *Botryococcus Braunii* microalgae are grown in modified bold 3N medium (both from UTEX). We compared two different lighting conditions: under continuous illumination versus a 12:12-h light: dark cycle. The optical power is lowered to 22 mW for the pump (all three channels) and 40 mW for the Stokes in order to minimize photodamage due to TPA. Figures 5.3(A) shows an example raw composite image of the SRS+TPA signal of microalgae. We can see that the pigment signal dominates all three channels, but is mostly located at the periphery of the cell in a clamshell shape, whereas lipid droplets are concentrated in the center of the cell. After spectra unmixing, the image clearly distinguishes the three major components (Figure 5.3(B)).

Figure 5.3 Multiplex SRS imaging of microalgal cells under different illumination conditions. (A) Raw composite images of microalgal cells at three bands: 2780 cm\(^{-1}\) (red), 2850 cm\(^{-1}\) (green) and 2940 cm\(^{-1}\) (blue); (B) corresponding unmixed images: chlorophyll and carotenoids (red), lipids (green) and protein (blue); (C) bar graph of cell averaged concentration of pigment, lipids and protein for the two different samples. Scale bar: 10 µm.

We took a total of 15 frames for each sample (see Figure 5.4). With thresholding methods, the sizes of the cells were calculated. The average cell size for continuous illumination sample is much larger than that of 12:12h light: dark cycle sample lighting (Figure 5.4).
Figure 5.4 High resolution chemical image (15 frames mosaiced together, each frame is 512*512 pixels) of microalgae (A) grown under continuous lighting and (B) grown under 12:12h light: dark cycle. Red: chlorophyll and carotenoids; green: lipids; blue: protein.
It is known that algal cells under intense illumination could attain higher biomass compared with
cells that had been adapted to low-level irradiance (Banerjee et al., 2002). To be more
quantitative, we compared the cell averaged biomass for the two different types. Figure 5.3(C)
shows the bar graph of the result. There is an increase in cellular concentration for all three
components when microalgae are grown under continuous illumination. In particular, pigment
increases by 95%, lipids by 68% and protein by 56%. The oil content can be gauged by the
fraction of lipids mass in the total cell mass. We used the ratio of lipids to protein as a semi-
quantitative measure of oil content. Clearly under continuous lighting, the lipids/protein ratio in
the cell increases. This result is corroborated by other studies (Darzins et al., 2008; Fabregas et
al., 2002). Interestingly, the pigment content increases the most. This is probably due to the
adaptation of algal cells to light to increase photosynthetic activities.

5.3.3 Multiplex SRS Imaging of Mouse Skin

In the second application, we show that multiplex SRS could be used to study complicated
biological samples where calibration of individual components is not easily available. In those
cases, it is useful to use the spatial features of a sample to create pseudo-basis sets (assuming
selected spatial locations have only one of the three major components) and use the images
themselves to construct the calibration matrix. Consequently, the calculated images may not
reflect the relative concentrations of each individual chemical component, but should still reflect
the contributions of the major components. To demonstrate this, we imaged the 3D structure of
mouse skin tissue. Skin has very complicated structure and compositions, providing both barrier
and transport functions. These functions are intimately associated with vasculature and lipids. As
discussed previously, the 2850 cm\(^{-1}\) channel mainly has contribution from lipids, while the 2940
cm\(^{-1}\) channel has contributions from both lipids and proteins (Saar et al., 2010). The 2780 cm\(^{-1}\)
channel is off Raman resonance and provides contrast for two-color TPA of hemoglobin, a key species that allows visualization of blood vessels (Fu et al., 2008; Fu et al., 2007). By using an independent channel to characterize the contribution from blood, together with lipids and protein SRS signals, we can disentangle major biochemical composition of different skin layers. The calibration matrix is obtained by picking specific regions with features corresponding to protein layer, blood vessels and subcutaneous fat layers based on raw composite images at different imaging depth. After reconstruction, Figure 5.5 shows spectrally separated blood (red), lipids (green) and protein (blue) images at increasing imaging depths with 6 µm depth increment.

Figure 5.5 Multiplex SRS z stack images of freshly excised mouse ear skin: red - blood contrast, green - lipid contrast, and blue - protein contrast. Each image is 512×512 pixels.

Qualitatively, we can observe spatially distinctive features for blood vessels at a depth of around 15-30 µm. The lipid layer on the surface and the fat layer in the hypodermis can be clearly identified. We can also see that in the epidermis, there are many large cell nuclei (with characteristic low lipid concentration), and some have visible nucleoli as marked by higher protein content. Within the fat cell layer, some fat cells are surrounded by large numbers of much smaller lipid droplets. Those exquisite features are indications of the high sensitivity and spatial
resolution of our multiplex SRS method. This capability offers the potential of label-free real-time digital pathology.

5.4 Conclusion

In conclusion, we present multiplex SRS imaging using a novel modulation multiplex approach. Double modulation and double demodulation are employed to achieve high speed and high sensitivity. Combining the advantage of high speed label-free imaging and the chemical fingerprinting power of Raman spectroscopy, multiplex SRS is a powerful and quantitative method for fast label-free chemical composition analysis in biological systems. Absorption and fluorescence, which are typically major deterrents for spontaneous Raman based applications, did not cause problems in our measurements. In fact, we can use the TPA of pigments or hemoglobin as an independent parameter to evaluate the growth condition of algal cells and visualizing blood vessels, respectively. The speed of multiplex SRS is currently limited by the modulation speed of AOTF, but can be further improved by two orders of magnitude (500 kHz) with other technologies such as a multichannel acousto-optical modulator. Using such a modulator, the sensitivity and measurement accuracy could also be significantly improved as a result of better resolution (possibly <15 cm\(^{-1}\)) and larger number of channels (up to eight or sixteen, depending on models). The number of components that can be analyzed increases linearly with the number of spectral channels.

Our demonstrated applications are focused on the C-H stretching region because C-H stretching offers strong SRS signal and it is critical to have multiplex SRS for discriminating different species in this strongly congested vibrational region. Eight-channel or sixteen-channel SRS could enable quantification of different lipid species such as triglycerides and cholesterol esters. Extending multiplex modulation to the fingerprint region is straightforward by tuning the
Ti: sapphire laser to >900 nm. The SNR of multiplex SRS is only slightly degraded in comparison to narrowband SRS due to cross-talk. Therefore, all previous coherent Raman applications demonstrated in the fingerprint region can be better implemented by multiplex SRS with better chemical specificity and quantitative multi-component analysis. It is worth mentioning that there is a delicate balance between laser bandwidth, number of spectral channels and spectra information. Ideally the larger the spectral bandwidth and the number of channels, the better selectivity can be achieved. However, the laser power at each individual band is going to be limited, resulting in corresponding degradation of SNR. With proper design, we believe that multiplex SRS has enormous potential as a label-free chemical imaging approach for studying complex systems. It will find important applications in lipid biology studies and biomedical imaging.
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Part II (Chapter 6-7)

Single Cell Transcriptome Analysis of Mouse Retina

Functional studies on nervous systems are essential for our understanding of human sensation, memory and behavior. Retina system is relatively well defined compared to other nervous systems due to its laminated structure. Retinal cells transmit electrical signal through several layers and eventually pass on to the central neurons connected to the brain. The wiring of retinal cells is extremely important and regulates different functions of the system. There has been extensive study on the electrophysiology aspect on this system. Molecular profiling is needed for the better understanding of the wiring mechanism.

Recently Multiple Annealing Looping Based Amplification Cycles (MALBAC) is developed, which enables the whole genome amplification of a single cell (Zong et al., 2012). Combined with reverse transcription reaction prior to this procedure, a whole transcriptome amplification method is also developed (Chapman et al., 2015). This technique is superior to other single cell transcriptome techniques with its high reproducibility rate and low dropout rate. This enables us to get the transcriptome information in each individual retinal cell for the classification of different cell populations as well as previously undefined subpopulations.

In Chapter 6, we demonstrate the capability of MALBAC-RNA-seq for classifying different retinal cell populations (photoreceptors and retinal ganglion cells) and subpopulations (different direction selective retinal ganglion cells) using principal component analysis and hierarchical clustering of the amplified single cell transcriptome data.

In Chapter 7, we use a similar approach to solve an unclear wiring problem in the movement
direction sensing function by identifying the molecular divergence of ON-OFF starburst amacrine cell (SAC) sublaminae. We identified two distinct clusters of SACs based on their single cell transcriptome data and reported differentially expressed genes. The *in situ* immunostaining results have demonstrated the strong correlation of this clustering result and the ON-OFF functional difference with more follow-up functional study to be continued by Dr. Yirong Peng in Prof. Joshua Sanes’ lab, who is the major collaborator on this project.

**Contributions**

This part of the thesis involved close collaboration with Dr. Yirong Peng in Prof. Joshua Sanes’ group.

In Chapter 6: Single cell transcriptome analysis of photoreceptor and retinal ganglion cells in mouse, I, Dr. Yirong Peng, Prof. Xie and Prof. Sanes conceived the idea and designed the experiments. I and Dr. Yirong Peng conducted the experiments (Dr. Yirong Peng conducted mouse retina dissection and FACS sorting. I conducted single cell transcriptome amplification based on MALBAC technique, purification, quality control using qPCR and library preparation for sequencing.) Alec R. Chapman, I and Dr. Yirong Peng analyzed data.

In Chapter 7: Decoding the molecular divergence of the ON-OFF retinal circuit, Dr. Yirong Peng, I, Prof. Sanes and Prof. Xie conceived the idea and designed the experiments. I and Dr. Yirong Peng conducted the experiments (I conducted single cell transcriptome amplification based on MALBAC technique, purification, quality control using qPCR and library preparation for sequencing, Dr. Yirong Peng conducted mouse retina dissection, FACS sorting and immunostaining experiments.) Dr. Yirong Peng and I analyzed the data. Alec R. Chapman and Guangyu Zhou helped with some analysis.
Chapter 6

Single Cell Transcriptome Analysis of Photoreceptor and Retinal Ganglion Cells in Mouse

6.1 Background

6.1.1 Overview of Retina System

Understanding the nervous system in mammals is a long-standing question involving billions of neurons with complicated wiring mechanism. The circuit wiring mechanism is very important for the understanding of mammals’ cognition, memory and behaviors, yet still very little is known due to limited technological approaches. Retina system, one part of the central nervous system, is as complex as other parts, but its features of regular laminar structure, compactness and easy physical accessibility give scientists great opportunities to study the circuit formation (Sanes and Zipursky, 2010). The visual information input consists of multidimensional features such as color, shape and motion and it is encoded and sent to the brain in a parallel processing fashion (Nassi and Callaway, 2009). The complex visual input in the function of a light pattern (position, wavelength and time) is first projected to the outer layer of retina as a 2D photoreceptor array and converted into electrochemical signal being passed through several hundred micrometers of retina to the brain (Rodieck, 1998). There are at least 80 different neuron cell populations, which are characterized based on anatomical structure and physiological response. It is also considered that there are 20 distinct circuits in the retina comprising a dozen parallel pathways at least signaled to the central brain for post processing (Dacey, 2004). The relevant information is further extracted and integrated by the visual cortex and a unified and coherent perception is generated.
Retina is organized in a laminar structure with three separate nuclear layers containing cell bodies without synapses (Sanes and Zipursky, 2010). There are 6 major cell types in these retinal layers: photoreceptors in the outer nuclear layer; interneurons (horizontal, bipolar and amacrine cells) and Muller glia cells in the inner nuclear layer; retinal ganglion cells or RGCs and some amacrines in the ganglion cell layer (Masland, 2001; Wassle, 2004). In between these nuclear layers are two plexiform layers containing synapses without cell bodies (Figure 6.1). This is a simplified view of the retina structure. In real systems, each major cell type is further divided into multiple subtypes based on physiological, structural and molecular differences. The plexiform layers can also be further divided into sublaminae.

Figure 6.1 Mammalian retina structure (Sanes and Zipursky, 2010)

Retinal ganglion cells (around 1.5 million in human retina) are very essential, forming the optic nerve and connecting the eye to the brain (Nassi and Callaway, 2009). As the retinal output, the ganglion cell arrangement needs to be very compact due to the anatomical bottleneck of the optic
nerve. Therefore mammalian visual systems incorporate the strategy of reducing the features of visual input to a smaller dimension of specialized and parallel output channels. There are at least 17 different ganglion cell types with each type tiling the retina and conveying different aspects of the visual input in parallel to the brain simultaneously (Dacey, 2004). One important feature studied more in detail in our work is the perception to motion direction. The ganglion cells responsible for this feature are termed as direction-selective ganglion cells (DSGCs) (Barlow and Levick, 1965). There are four types of DSGCs with each type responding to motion in each of the four cardinal directions (ventral, dorsal, temporal and nasal). Each type of oODSGCs responds robustly with maximum number of spikes in the electrophysiology tests when the visual stimulus is moving in their preferred direction, and responds minimally (with minimal firing activity) to the opposite (or null) direction (Wei and Feller, 2011). In our following study, Drd4-GFP (nasal-preferring) (Huberman, et al., 2009) and Hb9-GFP (temporal-preferring) (Trenholm, et al., 2011) subsets are used under investigation.

6.1.2 Whole Transcriptome Amplification and Sequencing of Single Cells

Molecular signature is becoming more crucial for the understanding of circuit formation in retina. Classifying the recognition molecules can give more indication to the connectivity between cells. Currently classification is incomplete and molecular markers are not available for some subtypes. Therefore a technique to read out the genetic profile of an individual cell is needed. Currently technologies such as fluorescence in situ hybridization (FISH) (Raj et al., 2006; Taniguchi et al., 2010; Topalidou et al., 2011), Quantitative reverse-transcription polymerase chain reaction (qRT-PCR) (Bengtsson et al., 2005; Diehn et al., 2009; Guo et al., 2010; Sanchez-Freire et al., 2012; Warren et al., 2007) and microarray (Brown and Botstein, 1999; DeRisi et al., 1997) can help identify specific mRNA targets in cells and tissues. However
the throughput is still very low and inefficient for a large number of genetic targets. Therefore a whole transcriptome sequencing technique is needed for both higher accuracy and wider dynamic range. Moreover, the stochasticity of mRNA expression leads to cell-to-cell variation. Therefore single cell transcriptome measurement is highly demanded. However, the mRNA amount in a single cell is much lower than the sequencing analysis threshold. Therefore amplification of single cell RNA is required and there are several techniques developed towards this goal.

PCR has been widely used to amplify molecules into bigger amount (Saiki et al., 1988), but the bias/unevenness is big due to the kinetic variations in the first several PCR amplification cycles (Shiroguchi et al., 2012). The first demonstrated single-cell transcriptome sequencing technique is based on a PCR amplification scheme using the terminal transferase before the second strand synthesis (Tang et al., 2010; Tang et al., 2009). This technique has amplification bias towards 3’ ends and short transcripts. Moreover, the efficiency is limited due to multiple steps before making a full amplicon. Later techniques were developed based on a reverse transcriptase with template-switching activity (Islam et al., 2011, 2012; Picelli et al., 2013; Ramskold et al., 2012). Transcriptome profiling of human embryos (Xue et al., 2013) and mouse bone-marrow-derived dendritic cells (Shalek et al., 2013) were demonstrated using these techniques. Although the coverage is improved, the low amplification reproducibility is still a problem especially for genes with low expression levels. Cel-seq was later developed using in-vitro transcription (IVT) in stead of PCR (Hashimshony et al., 2012) enabling multiplex amplification but the bias on 3’ end of the transcripts is still significant.

Recently, multiple annealing and looping-based amplification cycles (MALBAC) method has been developed for single cell whole genome amplification (Zong et al., 2012). This technique is
based on a quasi-linear instead of exponential amplification approach, which enables it to reduce the amplification bias significantly compared to previous whole genome amplification techniques base on MDA (Dean et al., 2001). Based on this genome amplification method, a single-cell transcriptome amplification method was developed and termed as MALBAC-RNA amplification (Chapman et al., 2015).

The amplification scheme is presented in Figure 6.2, individual cells are placed into separate PCR tubes preloaded with cell lysis buffer. After performing cell lysis at 70°C for 90 seconds, mRNA is reverse transcribed to complimentary DNAs (cDNAs). Oligo (dT) primer is used in the reverse transcription step to extract mRNA transcripts from other functional RNAs.

![Figure 6.2 Single cell MALBAC-RNA amplification scheme (Chapman et al., 2015)](image)

The cDNA synthesis is then followed by further amplification steps similar to MALBAC-DNA (Zong et al., 2012). A 34-nucleotide sequence primer is used for the first amplification step combining the 27-nucleotide sequence in the poly-T primer together with 7 random nucleotides. These primers are considered to randomly/evenly hybridize to the template cDNA at 4°C.
Second strand cDNA synthesis starts when temperature is increased to 65°C. Deep VentR (exo-) DNA polymerase with strand displacement activity is used, allowing the primers to displace the downstream primers as it proceeds along the template and generating longer synthesized products. Each newly synthesized cDNA contains a 27-nucleotide tag at its 3’ end while reaching the end of the extension on the template, which is complementary to its 5’ end. The cDNAs leave the template as the temperature is increased to 95°C and the two ends of the amplified products hybridize together at 58°C to form a loop with a small spatial dimension avoiding the further amplification based on these products. This ensures all the following rounds of amplification to be based on the original template instead of the synthesized products from the previous rounds, which leads the amplification to a close-to-linear process with less bias. The first round of amplification contains a total of 10 cycles to generate enough amplicons for the following PCR step (19 cycles of PCR amplification using primers with the same 27-base common sequence). The final yield of cDNA amounts to 100ng to 1ug depending on the original mRNA amount.

MALBAC-RNA-Seq demonstrates high reproducibility and sensitivity, especially for low abundant genes (Chapman et al., 2015). This is essential for our study on the retina system as some cells of interest such as photoreceptors are relatively smaller with fewer transcripts. Therefore we plan to use MALBAC-RNA-Seq to acquire the whole transcriptome information of individual retinal cells and perform functional studies on them. We first plan to test the feasibility of this approach by applying it on known cell populations and checking if the distinct populations can be differentiated.

6.2 Methods and Materials

6.2.1 Experimental Workflow

The experimental workflow is demonstrated in Figure 6.3. The transgenic mouse (Hb9 or Drd4)
at postnatal day 6 (P6) or day 15 (P15) was sacrificed and each retina was dissociated separately using papain. After the dissociation, the cell density was checked before it was suspended in MEM and sent to flow cytometer for single cell isolation (details discussed in 6.2.2). The individual cells were isolated into 0.2mL PCR tubes each of which is filled with 5 microliter aliquot of cell lysis buffer. We then performed reverse transcription and MALBAC amplification on the isolated cells in separated tubes as described in 6.1.2. The amplified cDNAs were purified and tested with gel electrophoresis and qPCR on marker genes for quality control. We conducted library preparation only on those good quality samples and we pooled the samples with distinct barcodes together and sent it to Illumina high throughput sequencers.

![Experimental workflow diagram](image)

**Figure 6.3 Experimental workflow**

6.2.2 Fluorescence-activated Cell Sorting

We isolated Hb9 photoreceptor cells, retinal ganglion cells (RGC) and Drd4 retinal ganglion
cells at age P6 and P15 using fluorescence-activated cell sorting (Figure 6.4). The cells were isolated based on size (FSC channel), granularity (SSC channel), singularity (pulse width channel) GFP signal (FL1 channel) and Thy1 expression (FL4 channel). Thy1 expression is read out by the PE/Cy7 conjugated to the antibody of Thy1. In the transgenic mouse line Hb9::eGFP, only photoreceptors and RGCs express GFP. The RGCs were further selected based on Thy1+ expression and photoreceptors were isolated based on Thy1- FACS gating. In the transgenic mouse with GFP expressed under the control dopamine receptor 4 promoter (Drd4-EGFP) (Gong et al., 2003), GFP+ cells are found to be only present in the ganglion cell layer (Huberman et al., 2009). Therefore Drd4 RGC cells were isolated based on GFP+ and Thy1+ for double confirmation.

Table 6.1 Summary of the cell types for FACS

<table>
<thead>
<tr>
<th>Cell types labeled</th>
<th>Mouse line</th>
<th>FACS purification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cone photoreceptors</td>
<td>Hb9::GFP</td>
<td>GFP+ and anti-Thy1.2-</td>
</tr>
<tr>
<td>ooDSGCs (Ventral)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ooDSGCs (Nasal)</td>
<td>Drd4::GFP</td>
<td>GFP+ and anti-Thy1.2+</td>
</tr>
</tbody>
</table>
Figure 6.4 Gating panels on FACS, fluorescence-activated cell sorting. (a)-(d) Hb9 photoreceptors. (e)-(h) Hb9 retinal ganglion cells. (i)-(l) Drd4 retinal ganglion cells. FSC: forward scattering channel; SSC: side scattering channel; FL1: GFP; FL4: PE/Cy7. The first column represents the size and granularity of all sorted events. The gate in the second column selects the single cell events only. The gate in the third column selects out GFP-positive cells. The gate in the fourth column selects out Thy1-positive cells (RGCs) or Thy1-negative cells (photoreceptors).

6.2.3 MALBAC-RNA Amplification

We followed the single cell transcriptome amplification protocol based on MALBAC described in (Chapman et al., 2015). We lysed the isolated cells using detergent IGEPAL CA-630. This detergent does not interfere with the subsequent reverse transcriptional process so there is no need to remove it after the lysis step. For the reverse transcription step, we used Superscript III, which has been reported to potentially generate full length cDNAs of 10 kilobases (Kurimoto, et al., 2006; Tang et al., 2009; Taniguchi et al., 2009). We then conducted 10 cycles of MALBAC
using deep vent (exo-) DNA Polymerase, which has strand displacement function. After that, we conducted 19 cycles of PCR amplification. Amplified cDNA products were purified with Zymo DNA Clean & Concentrator-5 and eluted into 30uL EB buffer. These amplified DNA products were directly used for standard Illumina HiSeq library preparation.

6.2.4 Quantitative PCR

The qPCR were performed by 7500 Fast real time PCR system (Applied Biosystems, MA, USA). Each 20uL reaction comprised of 10mL qPCR Master Mix 2x, 0.4uL Rox dye 50X (Thermo Scientific), 0.2uL primer (100uM) and 1uL purified cDNA amplicons and 8.4uL DEPC treated water. The PCR procedure comprised a 10 min 95°C hot start followed by 40 cycles of amplification (95°C denaturation for 15s and 60°C annealing/extension for 1min).

6.2.5 Data Analysis

The sequencing output reads were aligned to the mm9 reference genome using Tophat 2.0.4 (Kim et al., 2013). We used Cufflinks 2.0.1 to estimate FPKM values (Trapnell et al., 2013). Principal-component analysis (PCA) and hierarchical clustering analysis were performed in R and Matlab. Differential gene analysis was performed using CuffDiff (Trapnell et al., 2013) and the gene expression heat map on these genes was performed in Matlab and R.

6.3 Results and Discussion

Photoreceptors and ganglion cells are located in two distinct layers spaced by another nuclear layer and two plexiform layers. The functions and morphology are also very different and they do not connect to each other directly. Therefore the difference in their molecular profiles is considered to be bigger than that between other cell types/subtypes in the retina. We first test the feasibility of our techniques on these two cell types and perform blind clustering analysis based on the acquired transcriptome data. We also include the two subtypes of direction selective
ganglion cells (DSGCs): Hb9 RGC responding to motion in ventral direction and Drd4 RGC responding to motion in nasal direction.

40 individual cells of photoreceptors and retina ganglion cells in two age groups of postnatal day 5 and day 15 were included in the analysis. After acquiring the amplified cDNA using MALBAC-RNA-Seq, qPCR (quantitative PCR) was performed for home keeping gene Gapdh and marker genes for each type (Thy1 for RGCs and Arr3 for photoreceptor cells). Figure 6.5a shows the immunostaining results confirming the marker gene expression in photoreceptor cells (Arr3) and RGCs (Thy1). The co-localization of GFP and Arr3 in photoreceptor cells, GFP and Thy1 in RGCs were observed. Figure 6.5b shows the relative Ct count (compared to home keeping gene Gapdh) for maker genes of photoreceptor (Arr3) and maker gene of ganglion cells (Thy1).

Figure 6.5 (a) Immunostaining results of Hb9 photoreceptor cells and retina ganglion cells; (b) Relative Ct number for Thy1 and Arr3 (subtracted by the Ct number of Gapdh) based on qPCR results of amplified cDNAs.
As we can see here, most of the retinal ganglion cells have high Ct number in Arr3 (low gene expression level) while photoreceptor cells have low Ct numbers (high gene expression level) for these genes, which is consistent with the immunostaining results (Figure 6.5a). On the other hand, Thy1 is highly expressed in ganglion cells but not photoreceptor cells. The qPCR result serves as one quality control method combined with Qubit for the yield checking and gel electrophoresis for the length distribution checking.

The cells passing the quality control were prepared as sequencing library and sent to the Illumina Hi-Seq 2500. The cluster density plot of the sequencing data is shown in Figure 6.6.

![Figure 6.6 Cluster density plot of the sequencing data of individual cells](image)

The cluster density can be understood as a smoothed representation of a histogram. It is based on
the Kernel density estimation, a non-parametric way to estimate the probability density function of a random variable. This graph indicates the sequence data quality. All samples cluster in similar ranges, indicating no weird sequenced samples.

The FPKM of marker genes are plotted in Figure 6.7. Photoreceptor cells exhibit high FPKM value in Arr3 and low value in Thy1, which is opposite with retinal ganglion cells. The results are consistent with qPCR result shown in Figure 6.5b.

Figure 6.7 FPKM values of Thy1 and Arr3 across sequenced samples

The heat map on the expression level of more known marker genes and control genes is shown in Figure 6.8. The results are mostly consistent with previous reported discoveries, reassuring our data quality. Opn1sw (opsin1, cone pigment, short-wave-sensitive) and opn1mw (opsin 1, medium-wave-sensitive) responsible for color vision are specifically expressed only in photoreceptors.

A principle component analysis was performed on all the genes detected across all the measured samples as shown in Figure 6.9. PCA helps visualization by compressing multi-dimensional information in the data set (m cells each with n genes give m x n dimension data set) down to two or three dimensions. Data points represented by eigen values (magnitude) and an
eigen vectors (direction) are projected onto an axis to give the largest variance along the line. This axis is indicated as the principal component one. Principle component two, orthogonal to the first principal component, is the axis upon which the next largest variance is achieved. The distance between the data points indicates the degree of genetic difference between samples. As we see here in Figure 6.9, photoreceptors cluster nicely together, which are separated from ganglion cells belonging to another cluster. Furthermore, age difference is also exhibited as distinct clusters of P5 and P15 photoreceptor cells. The two subtypes of ganglion cells are also clustered at different locations on the PCA plot.

Figure 6.8 Heat map of the expression level of previously reported maker genes.
Figure 6.9 Principle component analysis of Hb9 cone photoreceptors and Hb9/Drd4 RGCs.

Hierarchical clustering result across all genes detected is shown in Figure 6.10. A complete linkage method with Euclidean distance calculation was used for this hierarchical clustering. The distance between two clusters is defined by the maximum distance between their individual components. Two nearest clusters were merged into a new one at each stage of the clustering process and this is repeated until the entire data set was agglomerated into a single cluster at the end. As we seen in Figure 6.10, photoreceptors and RGCs belong to two separate clusters with longest distance. One layer below that the age dependent clustering in photoreceptors and that subtype dependent clustering in RGCs was observed with a single outlier of Drd4 RGC mixed in the other subtype cluster.
The gene expression difference in photoreceptor cells and RGCs are further demonstrated in the heat map shown as Figure 6.11. The transcriptional regulator CRX was identified as a photoreceptor –specific retinopathy gene (Chen et al., 1997; Furukawa et al., 1997; Freund et al., 1997) and it was reported to be essential for terminal differentiation of rods and cones and enhance the expression of photoreceptor-specific genes (Mitton et al., 2000; Hennig et al., 2008). As seen in Figure 6.11, CRX is specifically expressed in photoreceptors not in RGCs, which is consistent with previous report.
More differential gene analysis was conducted between Hb9 RGCs and Drd4 RGCs (Figure 6.12). Matrix metalloprotease 17 (Mm17), cell surface-associated enzyme (Sohail et al., 2008), was reported to be specifically expressed in Drd4 RGCs (Kay et al., 2011). This is further confirmed by our result demonstrated in Figure 6.12 where Mm17 is highly expressed in Drd4 RGCs but very lowly expressed in Hb9 RGCs. Cdh11 and several other genes also exhibit similar pattern and further in situ validation is needed. On the other hand, the expression levels of genes such as Rab15 and Scn2b are higher in Hb9 RGCs than in Drd4 RGCs. Whether these genes can be used as the Hb9 RGC markers needs further investigation.
6.4 Conclusion

In this chapter, we demonstrated that single cell transcriptome analysis using MALBAC-RNA-Seq method could well distinguish photoreceptors and retinal ganglion cells in the principle component analysis and hierarchical clustering analysis. The identified differentially expressed genes are consistent with previous validated reports and there are also newly reported genes which could potentially contribute to the future study on the function and age development of photoreceptor and retinal ganglion cells. Furthermore, the closely related retina ganglion cell subtypes Hb9 (responsive to ventral movement) and Drd4 (responsive to nasal movement) can also be distinguished using this approach. Single cell genetic profiles of these two RGC subtypes are uncovered for the first time and this information will be valuable for the future study of motion direction selective circuits.
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Chapter 7

Decoding the Molecular Divergence in the ON-OFF Retinal Circuit

Motion detection is an important functional feature of visual processing. Wiring mechanism of ON-OFF direction-selective retina ganglion cells (ooDSCGs) and inhibitory starburst amacrine cells (SACs) is crucial for the understanding of direction-selective response of retina to motion stimuli. There are two subtypes of SACs responding distinctively to the onset (ON subtype) and cessation (OFF subtype) of the visual stimulus, which also correlates with their connectivity with the bistratified ooDSCGs and their cell body localizations. Understanding the development of the regulatory network by ON-OFF SACs is crucial for uncovering the direction selection network but little is known about the molecular difference between these two subtypes due to the limitation in current available technologies. Here we perform single cell transcriptome analysis of SACs using MALBAC-RNA-seq approach to uncover the difference in the genetic profiles of ON versus OFF SACs. We classify two distinctive groups of SACs using principal component analysis and k-mean clustering method. We report the significant differential genes between these two clusters and validate in situ the ON-layer specific expression of Sox9 and OFF-layer specific expression of Calretinin using immunostaining method. The decreasing expression gap in Sox9 between ON and OFF subtypes with age is also observed in the transcriptome data analysis as well as in immunostaining results.
7.1 Background

In Chapter 6, the direction selectivity in retina in response to motion stimuli was mentioned and we will discuss more in detail in this chapter. It was first found fifty years ago that certain types of ganglion cells in rabbit retina responded selectively to a preferred motion direction (Barlow and Levick, 1965). There are two types of direction-selective ganglion cells in mammalian retina. One is an ON-OFF type responding to both dark and bright objects moving in a preferred direction at a broad range of speeds. Four subtypes exist with each one preferring one direction out of four cardinal axis (Barlow and Levick, 1965; Oyster, 1968). Another one is the ON type responding to slowly moving objects with 3 subtypes (Barlow and Levick, 1965; Oyster, 1968). Here we focus our discussion on the ON-OFF type ganglion cells, referred as ooDSGCs.

As shown in Figure 7.1, the dendrites of ooDSGCs extend to two sublaminae (termed as ON sublamina and OFF sublamina) within the plexiform layer of the retina (Amthor et al., 1984; Yang and Masland, 1994). They are in contact with and receive signal from two major interneuron cell types: glutamatergic biopolar cells and GABAergic starburst amacrine cells. The bipolar cells are further divided into two subtypes (ON/OFF subtype): the ON type bipolar cells depolarize with bright stimuli while the OFF type ones depolarize with dark stimuli. Each subtype connects to the corresponding layer of ooDSGC dendrites and transmits excitatory signals from photoreceptors (Famiglietti, 2002; Masland, 2001; Wassle, 2004). The bipolar cells also connect to starburst amacrine cells and transmit excitatory signal to them and the starburst amacrine cells are also categorized into two subtypes depending on their functions which correlates with
Figure 7.1 Wiring diagram of direction selection circuit. R: rod photoreceptor cell; C: cone photoreceptor cell; BC: bipolar cell; SAC: starburst amacrine cell; ooDSGC: On-off direction selective ganglion cell.

their localization of cell bodies and dendritic connectivity with bipolar cells and ooDSGCs (Chalupa and Gunhan, 2004). The ON type starburst amacrine cells receives excitatory signal from ON type bipolar cells and then transmits inhibitory signal to the dendrites of ooDSGCs in the ON sublamina. Similar relationship holds for OFF type starburst amacrine cells with OFF type bipolar cells and OFF sublamina of ooDSGC dendrites (Bloomfield, 1992, 1996; Huberman et al., 2009; Kay et al., 2011; Peters and Masland, 1996; Stacy and Wong, 2003; Taylor and Wassle, 1995). It has been found that bipolar cells differentiate after the beginning of ooDSGC stratification, suggesting that starburst amacrine cells (SAC) might have the function of mediating the early stratification of ooDSGC due to the earlier development before bipolar cells (Chalupa and Gunhan, 2004; Wong, 2003). Moreover, it was found that antagonizing Ach
synapses does not block direction selectivity (Ariel and Daw, 1982; Chiao and Masland, 2002; He and Masland, 1997; Kittila and Massey, 1997; Masland and Ames, 1976), while antagonizing GABA_A does (Ariel and Daw, 1982; Caldwell et al., 1978; He and Masland, 1997; Kittila and Massey, 1995). This indicates that the inhibition plays a key role in the direction selectivity function (Ariel and Daw, 1982; Briggman et al., 2011; Caldwell et al., 1978; Euler et al., 2002; He and Masland, 1997; Kittila and Massey, 1995; Wei et al., 2011; Yonehara et al., 2011). Therefore, starburst amacrine cell as the major inhibitory interneuron plays the key role in the direction selectivity function. This hypothesis was further confirmed by two experimental studies observing the loss of direction selectivity function upon ablating starburst amacrine cells using toxins (Amthor et al., 2002; Yoshida et al., 2001).

Although it was indicated in some studies that visual experience is essential to the morphological and physiological maturation of retina (Fosser et al., 2005; Guenther et al., 2004; Lee et al., 2006; Lee et al., 2005; Lee et al., 2007; Lee et al., 2008; Tian and Copenhagen, 2001, 2003; Zhang et al., 2005). The independence of visual experience on the establishment of direction selectivity in the retina was reported (Elstrott et al., 2008) and some signaling pathway in the mouse retina such as P2X2-purinoceptor is considered to be programmed intrinsically (Kaneda et al., 2010).

The molecular mechanisms for the development of ON versus OFF starburst amacrine cells is not well understood. P2X2-purinoceptor was found to develop selectively in the OFF pathway(Kaneda et al., 2004), but it happens only after postnatal week 5-6 (Kaneda et al., 2010). At early developmental stage, P2X2-purinoceptor was developed in both ON and OFF pathways.
It was observed that the ON-OFF layer formation of starburst amacrine cells happens at postnatal day 5 (as shown in Figure 7.2), the transcriptional events at this time point is a great interest for our study. Therefore P2X2 cannot be used as a marker for ON versus OFF layer for our further study on the early development of SAC circuit. It was later reported that the transmembrane protein semaphoring 6A is only expressed in the ON layer of SAC from postnatal day 9 (Sun et al., 2013). However repeated experiments showed that it was expressed in both layers without significant difference.
Therefore currently there is no reliable biomarker to differentiate ON versus OFF layer of starburst amacrine cells, making it impossible to enrich each subpopulation for further study. The approach of using laser capture microdissection incurs cell damage due to the frozen sectioning process and optical damage from the laser (Espina et al., 2006). Fluorescence in situ sequencing (FISSEQ) of RNA (Lee et al., 2015) was recently developed, which enables the gene profiling in specified location in tissue. However the current detectability is limited to 200-400 mRNA molecules. ON and OFF starburst amacrine cells are considered to be very close to each other in terms of the genetic profiles potentially with only a small fraction of genes differentially expressed between the two subtypes, therefore larger coverage over the transcriptome is desired.

With similar approach described in Chapter 6, we use Fluorescence-activated Cell Sorting (FACS) technique to isolate single starburst amacrine cells and then utilize the MALBAC-RNA-Seq method to amplify the mRNA for sequencing. Clustering analysis is performed based on the transcriptome data of each cell, followed by differential gene analysis to identify potential candidate marker genes. We use immunostaining method to validate the differentially expressed genes in situ.

### 7.2 Methods and Materials

ChAT-Cre mouse line (crossed with YFP reporter line) (Rossi et al., 2011) was sacrificed at postnatal day 6 (P6) and day 14 (P14). The retina was dissociated with papain and single cells were isolated using Fluorescence-activated Cell Sorting (FACS) based on GFP and antibody of Vc1.1 conjugated to vChAT (SAC marker). Figure 7.3a shows the immunostaining results of dissociated cell body (the first column) and in situ at the ON-OFF SAC laminae (the second column). GFP and ChAT/vChAT co-expression is confirmed in these immunostaining results. Figure 7.3b shows the gating panel in fluorescence-activated cell sorting (FACS). The cells were
isolated based on size (FSC channel), granularity (SSC channel), singularity (pulse width channel) GFP signal (FL1 channel) and ChAT/vChAT expression (FL4 channel). ChAT/vChAT expression is read out by conjugated antibody Vc1.1. The downstream workflow is very similar with what has been described in 6.2 with reverse transcription, MALBAC amplification, purification, quality control, library preparation and sequencing.

Figure 7.3 (a) Immunostaining results of dissociated SAC cells (left) and on-off SAC laminae in situ (right). Scale bar: 10 µm. (b) Gating panels on FACS, fluorescence-activated cell sorting. FSC: forward scattering channel; SSC: side scattering channel; FL1: GFP; FL4: Vc1.1. The upper left panel represents the size and granularity of all sorted events. Single cell events are gated in the upper right panel. GFP positive cells are gated in the lower left panel selects. The gate in the lower right panel selects out ChAT positive cells.

The number of genes detected per cell depends on the read number per cell. It first increases with higher mapped reads and saturates at 1~2 million mapped reads (Figure 7.4). We pooled 48 cells in each Hi-Seq lane of 200 million read capacity, around 170 million read was used efficiently and the mapping rate is around 70%. On average each cell can get ~2 million mapped reads,
which is enough for optimizing the number of the genes detected.

Figure 7.4 Number of genes detected depending on mapped reads. The samples include all the SACs, photoreceptors and RGCs (Chapter 6).

7.3 Results and Discussion

For our initial study, the transcriptome of 48 starburst amacrine cells were acquired and principle component analysis (PCA) was performed upon the whole transcriptome of these 48 cells (Figure 7.5). We observed clusters biased by the batch difference (samples collection conducted on different mice at different ages at postnatal day 5, 6, 7), which might come from the intrinsic genetic profile difference among different individual mouse or developmental difference among different ages. Since the transcriptome difference between ON versus OFF SACs was possibly overridden by the batch difference, more careful study was conducted upon minimizing the batch difference among all the sampled cells.
We minimized the batch difference by collecting cells from a single eye of one male mouse at postnatal day 6 and did the same procedure for the sample collection at postnatal day 14. The cells from each batch were amplified simultaneously with same procedure and same reagent aliquots. The following purification and library preparation was also conducted in an unbiased way among samples. Minimal bias brought by batch difference or experimental procedures was guaranteed following these principles. Furthermore, the initial screening of qualified cells for further analysis was conducted by the hierarchical clustering of all sequenced samples for the SAC marker genes and control genes (Figure S7.1) and PCA/hierarchical clustering analysis on the whole transcriptome of the remaining samples (Figure S7.2). 44 P6-SACs and 39 P14-SACs remained for further analysis.

P6-SACs were analyzed separately from P14 SACs. The PCA of these 44 cells demonstrates two clusters in the 2D and 3D plot (Figure 7.6). The clustering marked in (b) was conducted using k-
means method. Although there are 5 outliers not included in any one of the two clusters, most of the cells can be classified in one cluster.

Figure 7.6 Principle component analysis (PCA) of P6-SACs (a) 3D (b) 2D.

Same analysis was conducted on P14-SACs (Figure 7.7). Two clusters are also observed in 2D and 3D plots but the two clusters are closer than those in P6-SACs, which might be due to the convergence of expression pattern at later development stage.

Figure 7.7 Principle component analysis (PCA) of P14-SACs (a) 3D (b) 2D.

After pulling all the SACs (P6 & P14) together, the clustering structure still maintains, indicating
that the difference between the two clusters is bigger than that between two ages (Figure 7.8).

Figure 7.8 Principle component analysis (PCA) of all P6 and P14 SACs (a) 3D, P6 SACs in red, P14 SACs in green/blue (b) 2D.

Differential analysis on gene expressions were conducted for P6 SACs and P14 SACs separately using Cuffdiff. There are 761 genes in the significant differential gene list in P6-SACs and 339 genes in the significant differential gene list in P14-SACs (Figure 7.9). 189 of these genes are in the significant differential gene lists in both P6-SAC and P14-SAC.

Figure 7.9 Significant differential genes in P6 and P14 SACs
Figure 7.10 Heat map of expression levels in 100 top listed significant differential genes across all SACs
The heat map of the expression level in top 100 listed genes across SACs is shown in Figure 7.10 and the functional classification of these differential genes is listed in Table 7.1, where 9 transmembrane proteins are identified (these genes need close attention due to its relatedness with the cell-to-cell connectivity).

Table 7.1 Functional classification of top 100 listed significant differential genes.

<table>
<thead>
<tr>
<th>Transmembrane protein</th>
<th>Lrrc4c, Faim2, Igsf8, synaptophysin, Amigo2, Tex2, Ctnn1, Tmx4, Calb2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matricellular protein</td>
<td>Sparcl1, vcan, Tpbg, Atxn1, Sv2a, Gpm6a, Smarca2, Col25a1</td>
</tr>
<tr>
<td>Zinc finger protein</td>
<td>Zmat4</td>
</tr>
<tr>
<td>Enzyme</td>
<td>Ppp2r5a, Prkca, Aldoc, Camk2a, Ppm1l, Ptpro, Dusp1, Plk2, Prkce, Pdp1, Gadd1, Dusp3, Hmgcr, Atp2b2, Hipk3, Aldoa, Tpp1, Hipk1, Pgm2l1, Atp6v1g1, Nme7, Camk2n1, Atp1b1, Jhd1m1d</td>
</tr>
<tr>
<td>Channel</td>
<td>Slc24a4, Kcnip2, Kcnj9, Slc12a5(KCC2), Kenc2, Asic2, Slc24a3, Scn2b</td>
</tr>
<tr>
<td>Cytoskeleton genes</td>
<td>Nefh, Tppp, Efd2, Capza2, Mtmr11</td>
</tr>
<tr>
<td>ligand, antigen</td>
<td>Cxcl14, Igfbp7, cd24a</td>
</tr>
<tr>
<td>X-chromosome gene</td>
<td>Magee1 (ncRNA), Magee1, Xist</td>
</tr>
<tr>
<td>Y-chromosome gene</td>
<td>Eif2s3y (ncRNA)</td>
</tr>
<tr>
<td>Nuclear receptor</td>
<td>Prickle1, Trp53inp2</td>
</tr>
<tr>
<td>cytoplasmic gene</td>
<td>Rgs8, Rhobtb2, Rab9b, Grb2</td>
</tr>
<tr>
<td>Unknown</td>
<td>Plekhd1, BC048943, 2810011L19Rik, Fam210b, Ppargc1b, Picalm, Prr24, 5730409E04Rik, Nap115, 2900097C17Rik, Mmd, Impact, 5430417L22Rik</td>
</tr>
</tbody>
</table>
To test if the clustering result corresponds to the ON-OFF SAC sublamina difference as we hypothesized, the *in situ* validation on individual differential gene candidate is needed. Sox9 was in the significant gene list in P6-SAC group but not in P14-SAC group. The expression level in P6-SAC and P14-SAC in the two identified clusters is shown in Figure 7.11.

![Figure 7.11 Violin plot of Sox9 expression level in two clusters at Postnatal day 6 (P6, left) and day 14 (P14, right).](image)

Immunohistochemistry analysis was performed for the observation of co-localization of Sox9, GFP (labeling all SACs) and vChAT (vesicular acetylcholine transporter). ChAT is the enzyme responsible for synthesizing acetylcholine and acetylcholine is produced only by starburst amacrine cells, so the localization of vChAT indicates the location of SAC. In Figure 7.12, the expression of Sox9, which is highly expressed in one cluster of sequenced samples but lowly expressed in the other one, is shown in the red channel (c, c’, c’’). The distributions of GFP and vChAT are shown is in (a, a’, a’’) and (b, b’, b’’). Indicated by the arrows in (c), (d), (a’)-(d’), Sox9 and GFP/vChAT exhibit selective overlap in the cell body staining only in the ON sublamina of inner plexiform layer. Therefore Sox9 can potentially be used as an ON-OFF sublamina marker gene for early development stage before eye opening.
Figure 7.12 Immunostaining results of P6 ChATCre, STPY15. a. GFP; b. vChAT; c. Sox9; d. Merged image. a’-d’: zoomed-in images of the cells at the on layer. a’’-d’’: zoomed-in images of the cells at the off layer. As seen here, Sox9 is only expressed in on layer.

More age points were investigated for Sox9. Figure 7.13 shows the co-localization of Sox 9 and GFP/vChAT across 4 age points (P1, P5, P10, P16). Similar observation can be still made in P1 before the ON-OFF sublamina is segregated and the SAC dendrites are intermingled and the co-localization of Sox9 with vChAT in cell bodies is mostly observed close to the ganglion cell layer (GCL) rather than the inner nuclear layer (INL).

For P10 and P16, same conclusion can be drawn that Sox9 is specifically expressed in the ON sublamina, however the expression difference between the two sublaminae decreases with age. Same trend is observed in the sequencing data, where P14 shows smaller difference in the expression level of Sox9 between two clusters compared to P6. As we see the expression level of
Sox9 converges between ON versus OFF sublamina as the mice get older in their development stage, we hypothesize that Sox 9 is crucial in determining the cell fate of SAC at early developmental stage.

**Figure 7.13** Immunostaining results across 4 age points (P1, P5, P10, P16). Scale bar: 20 µm.

This hypothesis can also be supported by the report that GABA is released by SAC to neighboring SACs during the first postnatal week (Zheng et al., 2004) and report on the ooDSGCs forming GABAergic synapses with SACs well before eye opening around postnatal day 12 (Lee et al., 2010; Wei et al., 2011).

Opposite observation can be made in Calretinin, which is highly expressed in the cluster 2 (where Sox9 shows low expression level) and demonstrates low expression level in cluster 1 (where Sox9 shows high expression level). The violin plot of the Calretinin expression in two
groups at P6 and P14 is shown in Figure 7.14.

![Figure 7.14 Violin plot of Calretinin expression level in two clusters at Postnatal day 6 (P6, left) and day 14 (P14, right)](image)

This is further confirmed by the *in situ* validation using immunostaining method. Figure 7.15 shows the co-expression of GFP (a, a’, a’’) and Calretini (b, b’, b’’) at postnatal day 6 mouse retina. As seen here, Calretinin and GFP exhibit selective overlap in the cell body staining only in the OFF sublamina of inner plexiform layer, where Sox9 demonstrates low expression. This result is consistent with the sequencing data. Combining the opposite observation of Sox9 and Calretinin in both sequencing results and immunostaining results, the corresponding relationship of defined cluster 1 to ON-SAC and cluster 2 to OFF-SAC is justified.
Figure 7.15 Immunostaining results of P6-ChATCre,STPY15. a. GFP; b. Calretinin; c. Merged image. a’-c’: zoomed-in images of the cells at the off layer. a’’-c’’: zoomed-in images of the cells at the on layer. As seen here, Calretinin is only expressed in Off sublamina. Scale bar: 20 µm.

More validation is underway on the identified differentially expressed genes. Figure 7.16 shows several candidates demonstrating great potential. Vcan, C24a, Ppro and Eif2s3y are potentially ON-SAC specific genes, whereas Lcc4c, Sparcl1, Kcnj9 and Calb2 are potentially OFF-SAC specific genes.
Figure 7.16 Violin plot of more differentially expressed genes
6.5 Conclusion

Starburst amacrine cells, the inhibitory inter-neurons essential for direction selectivity function, have been classified into two groups using single cell transcriptome analysis. 761 significant differential genes in P6-SACs and 339 significant differential genes in P14-SACs have been identified, 189 of which are in the significant differential gene lists in both P6-SAC and P14-SAC. One significant differential gene between these two clusters Sox9 has been validated \textit{in situ} to be mainly expressed in the ON-SACs. Another identified differential gene Calretinin with expression pattern opposite to Sox9 has been validated \textit{in situ} to be mainly expressed in the OFF-SACs. Moreover, the ON versus OFF difference in the Sox9 expression decreases with age based on the \textit{in situ} immunostaining results at four different age points, which is consistent with the observation based on the sequencing results. The clustering result by far correlates with the ON-OFF function difference and more validation is needed on the newly identified differential genes. This opens up more opportunities for the functional studies on the ON-OFF direction selective circuit in retina.
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Appendix

Supplementary Figures

Figure S7.1 Clustering of 96 SACs based on marker genes and control genes of SACs. There are several key marker genes missing in 11 SACs, which may due to the sample processing problems or mixture of other cell types. These 11 cells were screened out for the following analysis.

Figure S7.2 (a) Principle Component Analysis (PCA) (b) Hierarchical clustering of the transcriptome of the remaining 85 SACs. S50 and S70 (marked in red) are far away from most of the cells on the PCA plot as well as in hierarchical clustering analysis. These two cells were screened out for the following analysis.
Figure S7.3 Hierarchical clustering of all SACs, RGCs and photoreceptors.

Figure S7.4 Principle component analysis of all SACs, RGCs and photoreceptors.
Figure S7.5 Heat map of the marker genes for SACs, RGCs and photoreceptor cones.