Real-time 4D Ultrasound Mosaicing and Visualization
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Abstract. Intra-cardiac 3D ultrasound imaging has enabled new minimally invasive procedures. Its narrow field of view, however, limits its efficacy in guiding beating heart procedures where geometrically complex and spatially extended moving anatomic structures are often involved. In this paper, we present a system that performs electrocardiograph gated 4D mosaicing and visualization of 3DUS volumes. Real-time operation is enabled by GPU implementation. The method is validated on phantom and porcine heart data.
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1 Introduction

Beating heart procedures eliminate the need for cardiopulmonary bypass and its associated morbidities [1], and allow the surgeon to evaluate the procedure under physiologic loading conditions. Real-time 3D ultrasound (3DUS) imaging is often the imaging modality of choice for guiding these procedures. 3DUS is non-invasive, inexpensive, able to see through the blood, and can provide real-time diagnostic information of the anatomical region of interest. 3DUS also mitigates the difficulties in spatial perception associated with traditional 2DUS [2].

Intra-cardiac procedures often involve geometrically complex and spatially extended moving anatomic structures. Real-time visual feedback of the moving structures is critical to the success of these procedures. In order to realize the potential of 3DUS in guiding such procedures, two challenges must be addressed: high noise and narrow field of view. These limitations can be mitigated with a real-time panoramic view of the region of interest.

Electrocardiograph (ECG) gating is commonly used in the 4D reconstruction of a time-series of 3DUS volumes. Efforts have been reported in the reconstruction of gated 4DUS by mosaicing tracked 2DUS imaging [3][4][5]. In this case, 2DUS frames are acquired at the same point in the motion cycle of the target and composited into 3D volumes first, which then are assembled into a time series for sequential display.

With the arrival of real-time 3DUS machines, 3DUS volumes can be obtained directly and they offer improved spatial information compared to 2DUS, especially for geometrically complex targets with rapid motion. Brekke et al developed an algorithm that assembles ECG gated 3D cardiac ultrasound sub volumes into a symmetric pyramidal without using image registration [6]. They reported decreased
geometric distortions compared to the non-stitched 3D volume. One major limitation of such a system is that it requires acquiring sub volumes at specific azimuth and elevation angles, and as a result, users have limited control over probe placement and orientation. Kutter et al presented a multi-modal 3DUS registration and mosaicing approach by incorporating information from co-registered CT [7]. However, CT data is not always available for clinical cases, especially for the non-intervention cases. In addition, pre-operative CT data usually does not accurately represent the real-time state of a patient’s condition.

In this paper, we present the first system that performs freehand real-time 4DUS reconstruction and visualization based on streaming 3DUS data and ECG gating. The freehand capability is important as it allows clinicians to optimize the ultrasound acquisition geometry. Volume registration is performed through tracking the 3DUS probe using an electromagnetic (EM) tracking system. This method is similar to the reconstruction of 2D images as previously described, with a key difference being that the data throughput is one or two orders of magnitudes higher in 3D imaging. We address this issue by leveraging the parallel computing power of graphic cards. The computation of the volume mosaicing and rendering are done using a parallel implementation. In this paper, we begin with a description of the system setup, and then present our 4D reconstruction process, followed by results and discussions.

2 System Configuration

The system consists of three major hardware components: a GPU enabled computer (Dell Alienware Aurora, Intel Core i7 processor at 2.67GHz, 6GB RAM, NVIDIA GTX260 graphics cards), a 3DUS scanner (Philips SONOS 7500 with x4 probe imaging at 8cm depth and 28Hz) that can stream 3DUS images to the PC, and an EM tracking system (trackStar 3D Guidance System, Ascension Technology). The EM sensor is rigidly mounted to the 3DUS probe, and through a calibration process, we obtain the transformation between the ultrasound volume and the EM coordinates.

2.1 Mosaicing Process

The software application is implemented in C/C++, using multi-threading for data acquisition, CUDA (driver v.3.1.3.) for parallel computing, and OpenGL for visualization. At run time, in addition to the main thread, there are three threads running in parallel on the CPU: 3DUS volume streaming, EM tracking streaming, ECG waveform streaming. ECG phase time stamping is used for the acquisition of 3DUS volumes, which in turn are sent to the GPU, along with the EM tracking coordinates. The computations of volume registration, mosaicing and ray-casting are performed on the GPU. In order to perform mosaicing, we first calculate the transformation matrix between the input volume and the reference volume. The transformation matrix is determined by the EM tracker’s outputs and the calibration matrix between the 3DUS coordinate system and the EM tracker’s coordinate system. Fig. 1 illustrates the data flow between CPU and GPU.
Since the volume registration and compositing is a highly parallelizable process, we developed CUDA kernels to facilitate the computation. On the GPU, the transformation matrix is mapped to constant memory, and both the input and reference 3DUS data are mapped to CUDA 3D textures. Image registration uses trilinear interpolation, after which the registered volume and the reference volume are composited and the 3D texture that holds the reference frame is updated to the composite volume. There are a number of ways for compositing; we currently use the maximum intensity at the overlapping locations, because it eliminates the need to mask the void in the composite volume. To minimize computationally expensive memory transfer between host and device, the composite volume is sent to the ray-casting kernel directly through device-to-device memory copy for rendering.

![Data flow between CPU and GPU](image)

**Fig. 1.** Data flow between CPU and GPU

### 2.2 ECG Gating

Cardiac synchronization limits artifacts due to motion of the heart, thus enabling clear visualization across the phases of the cardiac cycle. The ECG R wave peak is typically used for this purpose as it can be readily identified in the ECG signal. The interval between R wave peaks, the RR interval, defines one cardiac cycle for gating. In our study, we perform R wave peak detection in real-time and divide an RR interval into a user-specified number $N$ of equally spaced bins.

The user first chooses a location to image and sets it as the reference frame. $N$ bins of gated data are collected at this location and saved as the reference volumes. The subsequent volumes acquired are added to the final mosaiced volume by being registered into the corresponding reference volume with the matching bin number, as above. To acquire these volumes, the user moves the probe to a desired location and triggers the data acquisition at that location. The mosaicing is performed immediately and can be visualized at real time. The final time-series consists of $N$ mosaiced volumes. Fig. 2 illustrates this process.
3 Experimental Validation

3.1 Methods and Results

We use phantom data in a water tank to develop and test the system. The phantom consists of horizontal, vertical and diagonal strings suspended across a rigid frame with a dimension of 8 x 6 cm (Fig. 3A). A string phantom provides an easy means to validate the mosaicing result by confirming the mosaiced colinearity of the segments from each input volume. The phantom is suspended in the water tank with one side connected rigidly to a cam device. The cam device simulates the cyclic motion of the mitral annulus (Fig. 3B). A signal from the cam device simulates the output of an ECG monitor. Fig. 4 (A) shows one mosaiced result of the string phantom, and (B) – (E) are four of the 3DUS volumes used in the creation of the mosaiced volume. It is evident that the mosaiced volume provides a wider field of view. The input volume has a dimension of 128 x 48 x 208 voxels, and the dimension of the mosaiced volume is 320 x 144 x 210 voxels. On average, the time used to perform every two volume registration and stitching on the GPU is 25 ms on the system described above. The time to mosaic 8 bins is 175 ms. This mosaicing process is applied to each bin of the motion cycle (Fig. 5).

![Fig. 2. 4DUS data mosaicing with ECG gating](image)

![Fig. 3. Experiment setup. (A) Water tank with string phantom. The red dot indicates a fiducial point in subsequent figures. (B) Periodic motion trajectory.](image)
We then conducted experiments using a porcine heart in a water tank. As with the string phantom, the heart is mounted on a plastic frame which is rigidly connected to the cam device. The heart (Fig. 6) is positioned sideways, with the top and bottom portions sectioned and removed, allowing water to flow through the heart, which causes the valves to open and close periodically. The ultrasound probe is positioned adjacent to the heart at the region where the right atrium and tricuspid valve are located (Fig. 6 (D)).

Fig. 6 (E) is the result of mosaicing 18 3DUS volumes at each of $N=8$ time bins, using a total of 144 volumes. The red arrow indicates the tricuspid valve, which is open at 0% RR interval and closed at 50% RR interval. This periodic motion can be seen clearly in the visualization loop of the complete time series. This highlights the value of the visual feedback for real-time intra-cardiac procedural guidance.

![Fig. 4](image1)

**Fig. 4** (A) One mosaiced result. (B)-(E) Four of the input volumes.

![Fig. 5](image2)

**Fig. 5.** Mosaiced results at different RR intervals. The red dot is the fiducial point on the string phantom. The red dotted line indicates the mid line of the cross section. The varying distance between the fiducial point and the mid line is the result of the motion of the phantom.
Fig. 6. (A) Porcine heart [8]. The sectioned portion B and C are removed. (D) Imaging section. (E) Two Input volumes (left) Mosaicing results at 0% and 50% RR interval (right)

3.2 Validation

We use the string phantom to validate the co-linearity of the mosaiced line segments. For a mosaiced line, we first identify the line segment from the reference frame since it is the segment that the other segments are registered to. This line segment is used as the centroid of the mosaiced line. We then calculate the number of non-trivial voxels around the centroid at a given radius. We expect to see that most of the contributing voxels are around the centroid, and the number of contributing voxels falls off quickly when the radius increases. Fig. 7 is a plot of the percentage of the contributing voxels vs. radius from the centroid. The width of the mosaiced line is roughly 4 voxels, which equals the width of the line segment in the reference frame.

Fig. 7. Co-linearity of mosaiced line segments
4 Discussion

We have developed the first real-time freehand 4D mosaicing and visualization system using ECG gated 3DUS streaming data. 3DUS streaming provides a much higher data rate than 2DUS based 3D reconstruction. This allows faster updates of the mosaiced image, but requires parallel computation. Although present 3DUS machines have a lower spatial resolution than the best 2DUS machines, 3DUS resolution is improving rapidly. For example, newer machines (e.g. the Philips iE33 scanner) have 2-3 times the spatial resolution of the machine used in this study.

4.1 Temporal Resolution and Imaging Time

There is a tradeoff between imaging time to build or update the mosaic and time resolution (i.e. the number of time bins $N$). Temporal resolution is particularly important for accurately capturing the motion of fast-moving structures such as cardiac valves. For example, the peak velocity of the mitral valve annulus has been estimated as $v = 210$ mm/s [9], so assuming a typical RR interval of $T_{RR} = 1$ s and with number of bins $N = 10$, the spatial blur within one time bin can be as high as $dx = v (T_{RR}/N) = 21$ mm. This shows that high temporal resolution reduces the effect of spatial blurring.

On the other hand, higher temporal resolution will result in longer data acquisition and processing time and higher demand on computer memory size. In addition, the current 3DUS streaming is at approximately 30 Hz, which limits the data acquisition to 30 volumes per second.

4.2 Real-time Overlay

One of the important features that this system offers is a “big picture” view of a large section of the heart, combined with a “fovea” real-time view of the smaller region where the procedure is performed. The mosaiced time series can be viewed as a map in the background, which can be extremely useful to the user for navigating to a specific location and for planning subsequent surgical steps. The specific location at which the catheter or instrument is working is then automatically overlayed on the mosaiced times series in real-time. Any region of the mosaic can be updated by simply moving the probe to view that region, and the real-time view follows the instrumentation. Color coding of real-time versus previously mosaiced data can inform the clinician of which regions represent the current versus historical images. This allows for simple and reliable control of the image acquisition and display process.
5 Conclusion

In this paper, we presented a system for real-time 4DUS mosaicing and visualization. The system integrates EM tracking systems and GPU implementation for real-time registration and mosaicing of high data rate 3DUS images. ECG time stamping provides synchronization with heart motion. Temporal resolution can be controlled by the user, and real-time data is continuously overlayed on the mosaic. The system merges previously-acquired wide-area data with real-time focal data, facilitating navigation and procedure execution with a simple user interface.
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