More accurate and efficient bath spectral densities from super-resolution

Thomas Markovich,1 Samuel M. Blau,1 John Parkhill,2 Christoph Kreisbeck,1 Jacob N. Sanders,1 Xavier Andrade,1 and Alán Aspuru-Guzik1

1Department of Chemistry and Chemical Biology, Harvard University, Cambridge, MA 02138, USA
2Department of Chemistry, The University of Notre Dame, South Bend, IN 46556, USA

Quantum transport and other phenomena are typically modeled by coupling the system of interest to an environment, or bath, held at thermal equilibrium. Realistic bath models are at least as challenging to construct as models for the quantum systems themselves, since they must incorporate many degrees of freedom that interact with the system on a wide range of timescales. Owing to computational limitations, the environment is often modeled with simple functional forms, with a few parameters fit to experiment to yield semi-quantitative results. Growing computational resources have enabled the construction of more realistic bath models from molecular dynamics (MD) simulations. In this paper, we develop a numerical technique to construct these atomistic bath models with better accuracy and decreased cost. We apply a novel signal processing technique, known as super-resolution, combined with a dictionary of physically-motivated bath modes to derive spectral densities from MD simulations. Our approach reduces the required simulation time and provides a more accurate spectral density than can be obtained via standard Fourier transform methods. Moreover, the spectral density is provided as a convenient closed-form expression which yields an analytic time-dependent bath kernel. Exciton dynamics of the Fenna-Matthews-Olsen light-harvesting complex are simulated with a second order time-convolutionless master equation, and spectral densities constructed via super-resolution are shown to reproduce the dynamics using only a quarter of the amount of MD data.

I. INTRODUCTION

Irreversible processes such as solvation, energy transfer, and chemical binding have received renewed interest in recent years. Because these processes involve large systems with many degrees of freedom, the typical approach to studying these processes is the open quantum systems formalism, in which the degrees of freedom are partitioned into a system of interest and a bath held at thermal equilibrium. It is commonly assumed that the system only couples weakly to the bath, making the precise nature of the bath a secondary concern in the physical theory. For example, in studying the energy transfer dynamics in a system of chromophores embedded in a protein framework, each chromophore is individually coupled to many thousands of atoms in the protein, but the system-bath formalism dramatically simplifies all of these couplings in order to make the dynamics tractable. Renewed interest in the strong and intermediate coupling region, relevant for energy transfer in the exciton dynamics of light-harvesting complexes, has lead to various studies on the precise influence of the bath on the higher systems. Higher order phonon processes, non-Markovian effects and structures in the exciton-phonon coupling change the energy transfer. Thus, details in the bath are relevant and need to be taken into account in realistic simulations. Accordingly, our goal in this paper is to apply a recent signal-processing technique known as super-resolution to obtain realistic atomistic models of environments containing thousands of atoms at feasible computational expense. With these atomistic bath models in hand, one can begin to evaluate the importance of a realistic bath model in a physical theory.

In the approach to open quantum systems employed in this work, we model the bath by an ensemble of non-interacting harmonic oscillators. The central mathematical object of such a model is the spectral density, \( J(\omega) \), which gives the frequency-dependent strength of system-bath coupling. The spectral density can be understood as the density of bath oscillator states at each frequency. Owing to computational limitations, most studies of open quantum systems assume an extremely simple functional form for the spectral density, such as a single broad peak covering all relevant excitonic transitions of the system. With the goal of providing more physically accurate bath models and dynamics, Valleau et al. has previously obtained atomistic spectral densities for the Fenna-Matthews-Olsen (FMO) complex from combined Molecular Dynamics (MD) and Time-Dependent Density Functional Theory (TDDFT) simulations. However, the difficulty of this more realistic approach is the high computational cost of running expensive TDDFT calculations at every step in an MD simulation. In order to obtain a spectral density of sufficient resolution, the MD-TDDFT simulation must be run for over 40 picoseconds (ps), which may become computationally intractable for larger systems.

To make progress, we first observe that a typical vibrational bath is not an arbitrary function but rather a relatively sparse collection of damped harmonic oscillators. Sparsity enables us to apply a novel numerical technique known as super-resolution in order to reconstruct the spectral density from much shorter MD-TDDFT simulations. Super-resolution has been applied to a broad range of scientific problems, including image and video
Compressed sensing [37], image denoising [38], astronomy [39], microscopy [40], and medical imaging [41]. To our knowledge, this paper is the first application of super-resolution to quantum dynamics. Super-resolution provides a provably convergent algorithm for the reconstruction of signals from limited time-domain measurements using a total variation minimization procedure. Super-resolution is related to compressed sensing [42–52]. Compressed sensing is a technique designed to recover sparse signals from randomly-sampled data by minimizing the $L_1$ norm of an underdetermined system of linear equations. Compressed sensing works by finding the sparsest signals consistent with the undersampled data. By minimizing the $L_1$-norm of the signal, compressed sensing can result in spurious signals as it emphasizes the sparsity of the solution only. Super-resolution is a numerical method that shares the spirit of compressed sensing. The difference between superresolution and compressed sensing stems from both the choice of objective function and sampling technique. It was developed to recover sparse signals from nonrandomly undersampled data. By minimizing the $L_1$-norm of the function in addition to the $L_1$ norm of the function itself, super-resolution allows for smoother solutions to the sampling problem [54–56].

Because of the ample experimental and theoretical data to compare against [3, 8, 11, 13, 16, 18, 21, 22, 24, 27, 31, 32, 57, 65], we apply super-resolution to the FMO light-harvesting complex of C. tepidum but emphasize that this technique is broadly applicable. While this paper focuses on a vibrational bath which perturbs the energies of molecular electronic states, the techniques we introduce are generic for any model of a bath which is based on time-correlation functions.

II. SUPER-RESOLUTION OF SPECTRAL DENSITIES

In this section, we briefly review the procedure for simulating the dynamics of open quantum systems and computing spectral densities from combined MD-TDDFT simulations. We then apply the theory of superresolution to accelerate and improve the accuracy of these computations. Computing spectral densities from atomistic calculations, rather than from semi-empirical functional forms, enables the inclusion of molecular vibrations and other physical effects (such as solvation effects) to produce a more realistic bath model [32]. Super-resolution, in turn, brings the construction of these atomistic bath models into the realm of computational feasibility.

Armed with our more realistic bath model, we will employ a second-order time-convolutionless master equation (TCL-2) to simulate the dynamics of FMO monomer, allowing us to evaluate the physical impact of different approximations to the spectral density. TCL-2 includes non-Markovian effects up to second order in the system-bath coupling. By comparing TCL-2 with exact methods like the hierarchical equations of motion (HEOM) [60] we show that most of the relevant effects of the structured spectral density of the FMO complex are captured by TCL-2. Here we use TCL-2, since it is numerically more treatable than HEOM, in particular for structured spectral densities where HEOM becomes cumbersome and requires a high performance GPU implementation [17, 31, 67]. We employ the equation of motion [1, 7, 9, 24, 62, 68–74]:

$$\frac{d\rho(t)}{dt} = -\frac{i}{\hbar}[H_1, \rho(t)]$$

$$-\frac{1}{\hbar^2} \sum_n \int_0^t d\tau D_n(t-\tau)[H_{1n}(t),[H_{1n}(\tau),\rho(t)]]$$

$$D_n(t) = \int_0^\infty d\omega J_n(\omega) \left[ \cosh\left(\frac{\hbar\omega\beta}{2}\right) \cos(\omega t) - i \sin(\omega t) \right]$$

where $H$ is the system Hamiltonian, $\rho$ is the system density matrix, $D$ is our bath kernel, the subscript $f$ indicates that we are in the interaction picture, the summation runs over all sites, and $J(\omega)$ is the spectral density computed via super-resolution [17, 63, 64, 72, 76]. The bath kernel is heavily dependent on our spectral density, causing it to play a central role in our dynamics. Therefore, a more physical bath picture should provide more physically intuitive dynamics.

In our atomistic bath model, molecular vibrations in the environment (e.g., a protein framework or solvation effects) create fluctuations in the energy gaps between the ground and excited states of the system (e.g., a set of chromophores). These time-dependent energy gaps are computed from TDDFT calculations run on each of the chromophores at each step of the MD simulation. The key object in the computation of spectral densities is the correlation function of the energy gap time series,

$$C(t) = Tr_\beta [\hat{\Delta}(t)\hat{\Delta}(0)\rho_\beta],$$

where $\hat{\Delta}(t)$ is the time-dependent energy gap between the ground and the first excited state of the system (as calculated with TDDFT), $\rho_\beta$ is the density matrix of the bath at thermal equilibrium, and $C(t)$ is the correlation function obtained after tracing over all the modes of the bath. We discretize this equation by using an unbiased autocorrelation function,

$$C_k = \frac{1}{N-k} \sum_{i=1}^{N-k} (\Delta_i - \bar{\Delta})(\Delta_{i+k} - \bar{\Delta}),$$

where $\bar{\Delta}$ is the mean energy gap and $i$ and $k$ denote discrete time indices. Note that $C_k$ involves comparing energy gaps that are $k$ time steps apart ($\Delta_i$ and $\Delta_{i+k}$), and $N - k$ is the total number of included comparisons. The frequency-dependent spectral density, $J(\omega)$, is
typically obtained by computing the Fourier transform of
the correlation function [32]. From the definition of \( C_k \)
above, it is easy to check that the correlation function is
real and symmetric \( \left( C_k = C_{N-k} \right) \), which implies that
the Fourier transform should be real and symmetric as well.
Because quantum mechanical spectral densities must in-
stead be antisymmetric and obey detailed balance, it is
necessary to introduce a prefactor that enforces these two
properties. Many choices are possible [77], but Valleeau
et al. have previously shown that a harmonic prefactor,
\( \beta \omega / 2 \), produces the most physical temperature de-
pendence [32]. With this choice, the spectral density be-
comes the cosine transform
\[
J(\omega) = \frac{\beta \hbar \omega}{2} \int_{-\infty}^{\infty} \cos(\omega t) C(t) dt, \tag{II.5}
\]
which characterizes the frequency-dependent coupling
strength of the system to all of the nuclear vibrational
modes.

The standard approach to performing this integral is the
fast Fourier transform. Unfortunately, the fast Fourier
transform requires sampling on a uniform grid at the
Shannon sampling rate. This means that a relatively long
time series, \( C(t) \), must be computed in order to
obtain good resolution of the spectral density in the
frequency domain [33, 78]. Given the computational cost
of MD simulations, and the even greater expense of run-
ing TDDFT calculations on top of these simulations, any
method which can reduce the required length of the
time series \( C(t) \) unplugs the computational bottleneck in
deriving physically-accurate atomistic spectral densities.
That is our main goal in this paper.

While reducing the amount of time required to repro-
duce \( J(\omega) \) we also choose a basis of functions which has a
convenient physical form. When decomposed into a basis of
damped cosines,
\[
g_{ij}(t) = e^{-\gamma_i t} \cos(\Omega_j t), \tag{II.6}
\]
the function \( C(t) \) is smooth and sparse. This allows for
the use of the machinery of super-resolution.

To apply the super-resolution method, we discretize in
time and cast our task as an inversion problem
\[
C_k = \lambda_{ij} e^{-\gamma_i t} \cos(\Omega_j t_k), \tag{II.7}
\]
where we seek the basis expansion coefficients \( \lambda_{ij} \)
and have assumed Einstein summation convention over re-
peted indices. This can be rewritten as
\[
C_k = A_{ijk} \lambda_{ij}, \tag{II.8}
\]
where
\[
A_{ijk} = e^{-\gamma_i t} \cos(\Omega_j t_k) \tag{II.9}
\]
is a matrix of damped cosines, and \( \lambda_{ij} \) is the set of basis
coefficients we seek to recover.

The central idea of super-resolution is that the spar-
sity of \( \lambda_{ij} \) enables its full recovery even when the sys-
tem \( C_k = A_{ijk} \lambda_{ij} \) is underdetermined, which is to say
the number of time samples \( C_k \) is significantly smaller
than the number of total expansion coefficients \( \lambda_{ij} \) we
seek to recover. Hence, we can recover the expansion
coefficients on a dense grid of frequencies \( \Omega_j \) and damp-
ing coefficients \( \gamma_i \) from fewer time samples \( C_k \). Of
the many possible solutions to our underdetermined system,
super-resolution simply selects a balance between the
smoothest and sparsest (with an emphasis on smooth-
ness) set of basis expansion coefficients. Formally, this is
done by finding the vector \( \lambda_{ij} \) that minimizes
\[
\arg \min_{\lambda_{ij}} \{ ||\nabla \lambda_{ij}||_1 + \mu ||\lambda_{ij}||_1 \}
\]
subject to \( ||A_{ijk} \lambda_{ij} - C_k||_2 < \eta, \tag{II.10}\)
where the subscript 1 represents the \( L_1 \) norm (sum of
absolute values), \( \mu \) represents a sparsity penalty, \( \nabla \lambda_{ij} \)
represents the total variation norm, and \( \eta \) represents the
solution tolerance. By minimizing \( ||\nabla \lambda_{ij}||_1 \), or total vari-
ation term, we are enforcing smoothness in the time do-
main on the reconstructed signal. This throws out the
“peaky” solutions that can appear with compressed sens-
ing [74, 80]. The total variation norm also provides us with
a provably exact technique for recovering peak posi-
tion at the expense of peak amplitude [54], which solves
one of the issues seen previously with compressed sens-
ing [73].

Recovering the expansion coefficients \( \lambda_{ij} \) in this
manner by solving an underdetermined matrix inversion
problem takes advantage of the natural sparsity of the
problem and, as we will see in the next section, enables
the construction of a well-resolved spectral density with
far less time-domain data. Even more attractive, with
the \( \lambda_{ij} \) coefficients in hand, it is possible to construct an
analytical representation of the spectral density by tak-
ing the cosine transform of the basis functions \( g_{ij}(t) \) and
applying the appropriate prefactors:
\[
J(\omega) = \frac{\lambda_{ij}}{\sqrt{\pi}} \left( \frac{\beta \hbar \omega \gamma_i}{\gamma_i^2 + (\omega - \Omega_j)^2} + \frac{\beta \hbar \omega \gamma_i}{\gamma_i^2 + (\omega + \Omega_j)^2} \right), \tag{II.11}\]
where the Einstein summation convention has again been
assumed. This is an analytical representation of the spec-
tral density in Drude-Lorentz form, and it explicitly pro-
vides the oscillation frequencies which characterize the
system-bath coupling. We note that the Drude-Lorentz
basis naturally provides us with a width parameter, \( \gamma \),
that can be understood as the lifetime of oscillations in
the bath. This is seen by examining the time dependent
formula, Eq. (II.7), where this \( \gamma \) parameter determines
the strength of damping. It is important to note that
in the limit as \( \gamma \to 0 \), we recover the cosine basis in the
time domain and a Dirac delta distribution in the
frequency domain. By using this super-resolution tech-
nique in concert with the Drude-Lorentz basis, we see
that we can recover a small set of peaks with physically-
relevant information. Additionally, the parameters that characterize the Drude-Lorentz spectral densities can be input directly into both TCL-2 and HEOM without any additional parameter fitting or numerical integration.

III. NUMERICAL METHODS

We employ the proposed Drude-Lorentz super-resolution method described above and apply it to a monomer of the Fenna-Matthews-Olsen (FMO) photosynthetic energy transfer complex of the green-sulfur bacterium *C. tepidum*. The FMO monomer is a system of seven chlorophyll molecules which are excitonically coupled to each other, as well as to the vibrations of the atoms in the protein framework. It functions as a molecular excitonic wire, passing excitons from the light harvesting antenna complex to the reaction center, where a biochemical cascade is initiated.

To create spectral densities for the FMO complex, we use the MD-TDDFT results of Shim et al. [62]. The calculations were done in an isothermal-isobaric ensemble at 77 K using the AMBER force field [81, 82]. These calculations began with a 2 ns equilibration before performing the production computations. The production steps ran for a total of 40 picoseconds with a 2 femtosecond timestep, and the optical gap was calculated for each fragment every 4 femtoseconds using TDDFT with the BLYP [83–85] functional in the 3-21G basis set in Q-Chem [86].

To perform super-resolution numerically, we require an algorithm which minimizes the total variation norm to solve the minimization problem described by eq. (11.10). In our implementation, we use the two step iterative shrinkage thresholding (TwIST) algorithm [53, 54], which combines computational efficiency with strong convergence. To construct the measurement matrix $A$ described in eq. (11.9), we must select a grid of possible frequencies ($\{\Omega_j\}$) and linewidths ($\{\gamma_i\}$). In our implementation, we use a grid of frequencies ranging from 0 to 2000 cm$^{-1}$ in 2 cm$^{-1}$ intervals, and a grid of linewidths ranging from 0 to 160 cm$^{-1}$ in 6 cm$^{-1}$ intervals. We assume that our calculations are converged when $\eta < 10^{-7}$ (in eq. (11.10)), or the solution vector remains constant for 100 iterations. Finally, we perform an $L_2$ minimization of $A_{ijk} \lambda_{ij} - C_k$ while freezing the recovered nonzero basis functions, allowing us to further minimize the error. We refer to this procedure as debiasing because it partly removes the bias towards sparsity and smoothness introduced by the $L_1$ minimization. This debiasing procedure reduces our solution tolerance to $\eta < 10^{-9}$, allowing convergence to a better solution. It is important to note that, in general, the super-resolution technique is robust to an over-complete basis.

IV. RESULTS

Fig. 1 shows the results of employing the Drude-Lorentz super-resolution method to recover the spectral density for site 1 of FMO. The figure compares Drude-Lorentz super-resolution with 10 ps of MD to a standard fast Fourier transform approach with both 10 and 40 ps of MD. We take the fast Fourier transform with 40 ps of MD as our standard for comparison. By comparing the two methods with 10 ps of MD, it is clear that super-resolution resolves more features of the spectral density than the standard fast Fourier transform from the same amount of time-domain data. Moreover, super-resolution captures most of the features of the fast Fourier transform with the full 40 ps of MD: we see the expected CO stretch at 1600 cm$^{-1}$, which we attribute to the amides in the protein scaffold, as well as all of the other major peaks in the spectral density. We attribute a significant amount of the error in our spectral density reconstruction to the fact that the truncated MD series does not explore the phase space as thoroughly in only 10 ps.

The Drude-Lorentz basis also provides significant sparsity gains in comparison to the cosine basis: we require only 56 Drude-Lorentz peaks to create the spectral density given in Fig. 1 whereas. This sparsity provides a significant computational advantage for excitonic propagation in both hierarchical equations of motion (HEOM) [66] and second order time-convolutionless master equation (TCL-2) approaches because the propagations scale factorially and linearly, respectively, as a function of the number of peaks included. In the excitonically accessible regime of 0-540 cm$^{-1}$, we recover only 20 Drude-Lorentz peaks, and six of them have amplitudes that are two orders of magnitude smaller than...
the rest. These Drude-Lorentz peaks can be entered directly into master equation simulations, including HEOM codes, without the need to perform any intermediate fitting. In summary, super-resolution yields a well-resolved spectral density using less time-domain data than is required by the standard fast Fourier transform approach and precludes the need for additional fitting.

As mentioned above, the TCL-2 propagation of the exciton dynamics of the FMO complex, with the Hamiltonian coming from [58], was carried out using the Drude-Lorentz spectral densities obtained from super-resolution. We propagated 1 ps of dynamics and obtained the populations of sites 1-3, as well as the coherence between sites 1 and 3.

Fig. 2 shows the coherence between excitonic eigenstates 1 and 3 as a function of time. Compared to the 40 ps fast Fourier transform, we see that the 10 ps Drude-Lorentz super-resolution more faithfully reproduces the coherence dynamics than the 10 ps fast Fourier transform, both in terms of the oscillation frequency and the overall damping. The fast Fourier transform with 10 ps of MD data introduces serious overdamping as well as a significant shift in oscillation frequency. In contrast, the Drude-Lorentz expansion with 10 ps of MD data introduces only a small shift in oscillation frequency, resulting in more accurate coherence dynamics overall. We attribute most of the discrepancies to slight relative differences in the reorganization of each site between spectral densities constructed with 10 and 40 ps of MD data. It appears that while the oscillations are extremely sensitive to the relative reorganization energies between the sites, the damping is more dependent on the fine structure of the spectral densities. The Drude-Lorentz super-resolution (10 ps MD-TDDFT data) reproduces the coherence lifetimes obtained by fast Fourier transform recovered using all 40 ps of MD-TDDFT data – representing a factor of four improvement.

The contrast between the two approximation techniques becomes even more significant when we simulate dynamics beginning with an exciton fully localized on site 1. In Fig. 3, we have plotted the populations of the first three sites as a function of time. The Drude-Lorentz expansion with 10 ps of MD yields good qualitative agreement with our standard of comparison whereas the fast Fourier transform. The fast Fourier transform on 10 ps overestimates population transfer to site 3 at short times and grows much more quickly from there, whereas the Drude-Lorentz expansion slightly under predicts the population transfer at long times. We attribute these errors in the asymptotic behavior to slight differences in the reorganization energies for the spectral densities of each of the sites, since each site is embedded in a different environment, the reorganization process of the individual pigments is different. This sensitivity affects overall dissipation and even small changes in the spectral density of the Drude-Lorentz expansion (10 ps) when compared to the standard of comparison affects energy relaxation. Beyond that, the Drude-Lorentz expansion is capable of reproducing the oscillations at 0.2 and 0.4 ps in the data for sites 1 and 2 whereas the fast Fourier transform reproduces them less faithfully. In summary, the Drude-Lorentz super-resolution technique provides us with much more physical behavior.

V. CONCLUSIONS

We have shown that the Drude-Lorentz super-resolution method provides significant computational advantages for the construction of atomistic bath models. In particular, the super-resolution calculations require only 10 ps of MD-TDDFT simulations to obtain reasonable atomistic spectral densities and system dynamics; this is one quarter the amount of data needed in standard fast Fourier transform-based calculations. Ultimately, this will permit the use of more physically accurate calculations or larger systems. Given the computational expense of running TDDFT calculations at every MD simulation step, we believe that the super-resolution method will enable the treatment of larger systems than previously possible.

One of the most significant advantages of our super-resolution method is the decomposition of these atomistic spectral densities into a naturally-sparse basis of Drude-Lorentz oscillators. This makes it easy to perform fast master equation simulations within either the TCL-2 or HEOM formalisms by exploiting analytic integrals of the spectral density. Beyond this, we also directly extract physically-important parameters such as the coherence lifetimes of all the oscillators in the bath. In the future, it is easy to imagine turning this technique on its head.
Figure 3: Comparison of the populations for sites 1-3 as a function of time and technique for spectral density recovery. Compared to the fast Fourier transform at 40 ps, the 10 ps Drude-Lorentz decomposition recovers the overall shape and provides much more faithful dynamics than the equivalently-sampled fast Fourier transform at 10 ps.
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