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Abstract

Monad comprehensions are by now a mainstay of functional programming languages. In this paper we develop a theory of semantic optimization for monad comprehensions that goes beyond rewriting using the monad laws. A monad-with-zero comprehension
\[ \text{do } x \leftarrow X; \ y \leftarrow Y; \ \text{if } P(x, y) \ \text{then return } F(x, y) \ \text{else zero} \]
can be rewritten, so as to minimize the number of \( \leftarrow \) bindings, using constraints that are known to hold of \( X \) and \( Y \). The soundness of this technique varies from monad to monad, and we characterize its soundness for monads expressible in functional programming languages by generalizing classical results from relational database theory. This technique allows the optimization of a wide class of languages, ranging from large-scale data-parallel languages such as DryadLINQ and Data Parallel Haskell to probabilistic languages such as IBAL and functional-logical languages like Curry.

1 Introduction

Languages and systems such as MapReduceMerge [39], Ferry [21], Data Parallel Haskell [9], DyadLINQ [27], PIG [34], Fortress [3] and SciDB [11] are proliferating as Moore’s law drives the cost of computing ever lower and the size of data ever larger. Like their predecessors SQL, NESL [7], and Kleisli [38], these declarative, collection-oriented languages and systems lift programming to the level of abstract collections such as sets, bags, lists, and trees. And as the database community discovered long ago, the sheer size of the data processed by these systems demands sophisticated optimization [30]. Simply choosing the right order to iterate over several collections can mean the difference between a query than halts in a few seconds vs a few days. At this scale, the particular properties of the data at hand become important [17].

Although these languages vary in the kinds of queries and collections they support, large fragments of these languages can be formalized in a uniform way using monads (to model collections) and comprehensions (to model queries) [20, 8]. Although monads have seen great success in providing structure to functional programs [37], sophisticated reasoning about monads using a priori semantic information has traditionally belonged to the realm of database theory. For example, in relational query processing, data integrity constraints capture such semantic information as keys, functional dependencies, inclusions, and join decompositions. These constraints are used as additional rewrite rules during optimization, a process known as semantic optimization [1, 36, 13].

For example [11], consider a query over a relation (set of records) \( \text{Movies} \) with fields title, director, and actor:

\[
\text{for } (m_1 \text{ in Movies}) \ (m_2 \text{ in Movies}) \\
\text{where } m_1.\text{title} = m_2.\text{title} \\
\text{return } (m_1.\text{director}, m_2.\text{actor})
\]

This query returns (a set of) tuples \((d, a)\) where \( a \) acted in a movie directed by \( d \). A naive implementation of this query will require a join. However, when \( \text{Movies} \) satisfies the the functional dependency \( \text{title} \rightarrow \text{director} \) (meaning that if \((\text{director} : d, \text{title} : t, \text{actor} : a)\) and \((\text{director} : d', \text{title} : t', \text{actor} : a')\) are records in
Movies such that \( t = t' \), then \( d = d' \)), this query is equivalent to

\[
\text{for } (m \text{ in } Movies) \\
\text{return } (m.\text{director}, m.\text{actor})
\]

which can be evaluated without a join. (Note that if Movies did not satisfy the functional dependency, the equivalence would not necessarily hold.)

Of course, knowing that the functional dependency holds, a programmer might simply write the optimized query to begin with. But constraints are not always known at compile time, such as when collections are indexed on-the-fly. Moreover, people are not always the programmers: information integration systems such as Midas [5] and Clio [22] automatically generate large amounts of code. The significant, potentially order-of-magnitude speed-ups enabled by semantic optimization are well-documented in the literature and applied in commercial databases such as DB2 [24]. Our goal in this paper is to introduce semantic optimization to programming languages more generally.

Our \textit{for} – \textit{where} – \textit{return} notation is defined in terms of an arbitrary monad, and the soundness of semantic optimization varies from monad to monad. For example, this equivalence does not hold for lists or bags. Nevertheless, we see semantic optimization as useful not only for large-scale collection processing, but for other computations which can be modeled, at least in part, using monad comprehensions, such as functional-logic programming in Curry [4] and Daedalus [23], as well as probabilistic programming in Haskell [15] and IBAL [35].

**Contributions**

The key to semantic optimization lies in a classical rewriting system from relational database theory, known as the \textit{chase} [12, 2]. The primary contribution of this paper is to define, axiomatically, the monads for which the chase is sound. We are not the first to do so [36], but we are the first to do so in a way accessible to a functional programming audience. A consequence of our functional programming perspective is a catalog of additional monads for which the chase is sound – the probability monad [15] being chief among them. It is likely that entirely new optimization strategies for probabilistic languages can be developed based on the soundness of the chase.

**Related Work**

Semantic optimization (which conditionally preserves semantics, subject to constraints) complements non-semantic optimization (which always preserves semantics). Relational algebra has a well-developed theory of non-semantic optimization by minimizing detailed cost models [17], and cost models for monad comprehensions have also been developed [28]. Inductive datatypes (and to a lesser extent, function types [32]) and monads as found in functional programming have a well-developed theory of non-semantic optimization by fold-fusion and deforestation [31, 19, 20, 33, 6, 26]. More recently, practical advances in theorem proving have sparked renewed interest in the duality between program verification and semantic optimization [25].

**Outline**

We begin by giving an overview of monads from a functional programming perspective in Section 2. We then use monad comprehensions to define queries in Section 3 and constraints in Section 4. In Section 5 we describe the chase, and give sufficient conditions for it to be terminating and sound. We then use the chase to optimize queries in Section 6. In these sections, our running example is intuitively interpreted in the set monad, but in Section 7 we re-examine our example in the probability monad.
2 Monads

In functional programming, a monad consists of a type-constructor $M$ and two operations, $\text{return} : t \rightarrow M t$ and $\text{bind} : M t \rightarrow (t \rightarrow M t') \rightarrow M t'$, such that the following three laws hold:

\[
\begin{align*}
\text{bind} (\text{return} \ x) \ f & = fx \\
\text{bind} \ m \ \text{return} & = m \\
\text{bind} (\text{bind} \ m \ f) \ g & = \text{bind} \ m \ (\lambda x. \ \text{bind} \ (fx) \ g)
\end{align*}
\]

A monad with zero has another operation, $\text{zero} : M t$, such that two additional laws hold:

\[
\begin{align*}
\text{bind} \ \text{zero} \ f & = \text{zero} \\
\text{bind} \ m \ (\lambda x. \ \text{zero}) & = \text{zero}
\end{align*}
\]

2.1 Examples

Monads with zeros are often used to model collections. For example, consider lists and sets in Haskell, in so-called “insert presentation”

\[
\begin{align*}
data \ \text{Ins} \ a & = \text{Nil} \mid \text{Cons} \ a \ (\text{Ins} \ a) \\
\text{-- list monad} \\
\text{instance MonadZero Ins where} \\
\text{return} \ x & = \text{Cons} \ x \ \text{Nil} \\
\text{bind} \ x \ f & = \text{append} \ (\text{map} \ f \ x) \\
\text{zero} & = \text{Nil}
\end{align*}
\]

\[
\begin{align*}
data \ \text{Un} & = \text{Empty} \mid \text{Singleton} \ a \mid \text{Union} \ (\text{Un} \ a) \ (\text{Un} \ a) \\
\text{-- set monad} \\
\text{instance MonadZero Ins where} \\
\text{return} \ x & = \text{Cons} \ x \ \text{Nil} \\
\text{bind} \ x \ f & = \text{union} \ (\text{map} \ f \ x) \\
\text{zero} & = \text{Nil}
\end{align*}
\]

Monads are not tied to particular representations. For example, the list and set monad can also be defined using so-called “union presentation”:

\[
\begin{align*}
data \ \text{Un} & = \text{Empty} \mid \text{Singleton} \ a \mid \text{Union} \ (\text{Un} \ a) \ (\text{Un} \ a) \\
\text{-- list monad} \\
\text{instance MonadZero Ins where} \\
\text{return} \ x & = \text{Cons} \ x \ \text{Nil} \\
\text{bind} \ x \ f & = \text{append} \ (\text{map} \ f \ x) \\
\text{zero} & = \text{Nil}
\end{align*}
\]

Monads are by now an important subject in their own right. We refer the reader to [20, 37] for more details.

2.2 Notation

Monads are often used with so-called do-notation, which in Haskell looks like:
do x <- X
c  
bind X (\x -> c)

Haskell programmers typically first encounter do-notation with Haskell’s IO monad, as in the following program which outputs “Hello World”:

```haskell
main = do putStr "Hello"
       putStrLn "World"
```

Also popular is monad comprehension notation, which works for monads with zero, such as lists and sets:

```
[c | x <- X, P]
```

```haskell
d x <- X
   if P then return c else zero
```

For example,
```
x | x <- 1..10 , isEven x
```

```
[2, 4, 6, 8, 10]
```

To emphasize the connection with database theory, we will use for − where − return notation, which we define in the next section. Regardless of the choice of notation, monad comprehensions can be normalized using the monad laws, as described in [20]. An interesting direction for future work would be to use a weaker structure, such as applicative functors, in place of monads in our theory.

3 Queries

We will be focusing on comprehensions which are syntactically conjunctive queries. We will assume we are working in a strongly-normalizing typed λ-calculus with first-class records, such as [18]. We will write \( (l_1 : e_1, \ldots, l_N : e_N) \) to indicate a record with labels \( l_1, \ldots, l_N \) and corresponding projections \( e_1, \ldots, e_N \). We will assume records contain unique labels and are equated up-to label permutation. For the most part, the specifics of our ambient language will not matter. We will abbreviate (potentially 0-length) vectors of variables \( x_1, \ldots, x_N \) as \( \overrightarrow{x} \). Fix a monad with zero \( M \) and let \( X : M \overrightarrow{x} \). We will write \( P(\overrightarrow{x}) \) to indicate a conjunction of predicates over the variables \( \overrightarrow{x} \). A tableau (plural: tableaux) has the form:

**Definition 1 (Tableau)**

```
for (x in X)
  where P(\overrightarrow{x})
```

The \( (x \text{ in } X) \) are called *generators*, and the \( X \) are called *roots*. A query is a tableau and an expression \( R(\overrightarrow{x}) \):

**Definition 2 (Query)**

```
for (x in X)
  where P(\overrightarrow{x})
  return R(\overrightarrow{x})
```

A query is interpreted as a monad comprehension:
Definition 3 (Query Semantics)

\[
do \quad x_1 \leftarrow X_1 \\
\ldots \\
x_N \leftarrow X_N \\
\text{if } P(x_1, \ldots, x_N) \\
\text{then return } R(x_1, \ldots, x_N) \\
\text{else zero}
\]

For example, the query from the introduction:

\[
\text{for } (m_1 \text{ in } Movies) (m_2 \text{ in } Movies) \\
\text{where } m_1.\text{title} = m_2.\text{title} \\
\text{return } (m_1.\text{director}, m_2.\text{actor})
\]

is interpreted as:

\[
do \quad m_1 \leftarrow Movies \\
m_2 \leftarrow Movies \\
\text{if } m_1.\text{title} = m_2.\text{title} \\
\text{then return } (m_1.\text{director}, m_2.\text{actor}) \\
\text{else zero}
\]

which de-sugars into

\[
\text{bind } Movies (\lambda m_1. \\
\text{bind } Movies (\lambda m_2. \\
\text{if } m_1.\text{title} = m_2.\text{title} \\
\text{then return } (m_1.\text{director}, m_2.\text{actor}) \\
\text{else zero )})
\]

and, in the set-monad, this becomes

\[
\text{union } (\text{map } Movies (\lambda m_1. \\
(\text{union } (\text{map } Movies (\lambda m_2. \\
\text{if } m_1.\text{title} = m_2.\text{title} \\
\text{then Cons } (m_1.\text{director}, m_2.\text{actor}) \Nil \\
\text{else } \Nil )))
\)
\]

A query can also naturally be interpreted as a function over its roots (here, Movies). In this case, to evaluate a query we require values for the roots (here, we require a particular relation Movies). We will write \(q(I)\) to indicate a query \(q\) evaluated at \(I\). The \(I\) is usually called an instance. Our example query can thus also be regarded as the function:

\[
\lambda Movies. \ do \quad m_1 \leftarrow Movies \\
m_2 \leftarrow Movies \\
\text{if } m_1.\text{title} = m_2.\text{title} \\
\text{then return } (m_1.\text{director}, m_2.\text{actor}) \\
\text{else zero}
\]
Extensions

Many extensions to conjunctive queries have been studied in the literature. Two stand out as particularly important:

- It is possible to allow generators to be dependent; for example:

  \[
  \text{for} \ (g \ \text{in} \ \text{Groups}) \ (\text{person} \ \text{in} \ g) \ \ldots
  \]

  This allows for nested values; for example, nested relations [36].

- It is possible to interpret queries in monad algebras, rather than monads [30]. A monad algebra is an operation of type \( M t \to (t \to t') \to t' \) obeying certain equations. This more general type (relative to bind) allows for aggregation operations; for example, it is possible to write a query to count the number of elements in a list, which is impossible in our system.

We will ignore these extensions for now, but it is likely that our results will hold in these more general settings.

4 Constraints

We are interested in reasoning about monad comprehensions under constraints, so as to exploit the constraints found in, for example, large-scale collection processing and functional logic programming. In this section we formally define the class of constraints we are using; in the next section we show how queries can be rewritten by them (a process referred to as the chase); in the section after that, we show how the chase can be used to optimize queries.

4.1 Embedded Dependencies

Our constraints take the form of pairs of tableaux, which define so-called embedded, implicational dependencies [1]. Intuitively, one tableaux is universally quantified, and the other existentially:

**Definition 4 (Embedded Dependency)**

\[
\text{forall} \ (x \ \text{in} \ X) \\
\text{where} \ P(x) \\
\text{exists} \ (y \ \text{in} \ Y) \\
\text{where} \ B(x, y)
\]

The functional dependency from our example is written:

\[
\text{forall} \ (x \ \text{in} \ \text{Movies}) \ (y \ \text{in} \ \text{Movies}) \\
\text{where} \ x.\text{title} = y.\text{title}, \\
\text{exists} \\
\text{where} \ x.\text{director} = y.\text{director}
\]

Unlike conjunctive queries, which have a straightforward interpretation in a monad with zero, the meaning of an embedded dependency is less clear. We will give the meaning of a constraint \( C \) using a pair of queries called the front and back of \( C \). We write \( \mathcal{L}(\vec{x}) \) to indicate a record capturing the variables \( \vec{x} \); e.g., \((x_1 : x_1, \ldots, x_N : x_N)\).

**Definition 5 (Front)**

\[
\text{for} \ (x \ \text{in} \ X) \\
\text{where} \ P(x) \\
\text{return} \ \mathcal{L}(x)
\]
Definition 6 (Back)

\[
\text{for } (x \in X) \ (y \in Y) \\
\text{where } P(x) \land B(x, y) \\
\text{return } L(x)
\]

We will write \( I \models C \) to indicate that constraint \( C \) holds of instance \( I \).

Definition 7 (Satisfaction) \( I \models C \) when

\[
\text{front}(C)(I) = \text{back}(C)(I)
\]

We will write \( \text{front}(R, C) \) and \( \text{back}(R, C) \) to indicate the queries \( \text{front}(C) \) and \( \text{back}(C) \) but whose \text{return} clauses are \( R \). Continuing with our example, our functional dependency holds of a particular instance \( Movies \) when

\[
\text{for } (x \in Movies) \ (y \in Movies) \\
\text{where } x.\text{title} = y.\text{title}, \\
\text{return } (x : x, y : y)
\]

For example, in this instance:

<table>
<thead>
<tr>
<th>title</th>
<th>director</th>
<th>actor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>D</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>D</td>
<td>B</td>
</tr>
</tbody>
</table>

the constraint holds because both sides evaluate to (omitting some record labels to save space):

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T, D, A)</td>
<td>(T, D, A)</td>
</tr>
<tr>
<td>(T, D, A)</td>
<td>(T, D, B)</td>
</tr>
<tr>
<td>(T, D, B)</td>
<td>(T, D, A)</td>
</tr>
<tr>
<td>(T, D, B)</td>
<td>(T, D, B)</td>
</tr>
</tbody>
</table>

whereas in this instance:

<table>
<thead>
<tr>
<th>title</th>
<th>director</th>
<th>actor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>D_1</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>D_2</td>
<td>B</td>
</tr>
</tbody>
</table>

the constraint does not hold because the left-hand side evaluates to:

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T, D_1, A)</td>
<td>(T, D_1, A)</td>
</tr>
<tr>
<td>(T, D_1, A)</td>
<td>(T, D_2, B)</td>
</tr>
<tr>
<td>(T, D_2, B)</td>
<td>(T, D_1, A)</td>
</tr>
<tr>
<td>(T, D_2, B)</td>
<td>(T, D_2, B)</td>
</tr>
</tbody>
</table>

which is not equivalent to the right-hand side:

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T, D_1, A)</td>
<td>(T, D_1, A)</td>
</tr>
<tr>
<td>(T, D_2, B)</td>
<td>(T, D_2, B)</td>
</tr>
</tbody>
</table>
5 The Chase

The chase is a confluent rewriting system that allows queries to be rewritten using constraints [1]. In this section we define the chase and characterize when it is sound and when it terminates. In the next section we show how to use it to optimize queries.

5.1 Homomorphisms

A homomorphism between queries, \( h : Q_1 \to Q_2 \)

\[
Q_1 ::= \text{for } (v_1 \text{ in } V_1) \\
\quad \text{where } P_1(v_1) \\
\quad \text{return } R_1(v_1)
\]

\[\to\]

\[
Q_2 ::= \text{for } (v_2 \text{ in } V_2) \\
\quad \text{where } P_2(v_2) \\
\quad \text{return } R_2(v_2)
\]

is a substitution mapping the for-bound variables of \( Q_1 \) (namely, \( \overrightarrow{v_1} \)) to the for-bound variables of \( Q_2 \) (namely, \( \overrightarrow{v_2} \)) that preserves the structure of \( Q_1 \) in the sense that

**Definition 8 (Homomorphism).**

- Each \( h(v_1) \text{ in } V_1 \) appears in \( \overrightarrow{v_2} \text{ in } V_2 \) (that is, the image of each generator in \( Q_1 \) is found in the generators of \( Q_2 \)).
- \( P_1(h(\overrightarrow{v_1})) \) is entailed by \( P_2(\overrightarrow{v_2}) \) (that is, the images of the conjuncts in \( Q_1 \) are a consequence of the conjuncts in \( Q_2 \)).
- \( R_1(h(\overrightarrow{v_1})) = R_2(\overrightarrow{v_2}) \), under the equalities in \( P_2 \) (that is, the return clauses are equivalent).

For arbitrary predicates \( P_1 \) and \( P_2 \) and arbitrary expressions \( R_1 \) and \( R_2 \), finding homomorphisms is undecidable. However, when the queries are path-conjunctive – that is, when \( P_1, P_2 \) are conjunctions of equalities between paths of the form \( v.l \) and \( R_1 \) and \( R_2 \) are records built from paths – finding homomorphisms is NP-hard. Moreover, in this case there are practical, sound heuristics [13] based on pruning the search space of substitutions to remove candidates that are “obviously wrong” based on a partial variable assignment. In this paper, all our examples are path conjunctive.

For example, consider our Movies query (call it \( Q_1 \)):

\[
Q_1 ::= \text{for } (m_1 \text{ in Movies}) (m_2 \text{ in Movies}) \\
\quad \text{where } m_1.\text{title} = m_2.\text{title} \\
\quad \text{return } (m_1.\text{director}, m_2.\text{actor})
\]

and also the smaller query (call it \( Q_2 \)) which we will later optimize \( Q_1 \) into:

\[
Q_2 ::= \text{for } (m \text{ in Movies}) \\
\quad \text{return } (m.\text{director}, m.\text{actor})
\]

There is a homomorphism \( h : Q_1 \to Q_2 \); namely, the substitution \( m_1 \mapsto m, m_2 \mapsto m \). To check this, we first apply \( h \) to \( Q_1 \):

\[
h(Q_1) ::= \text{for } (m \text{ in Movies}) (m \text{ in Movies}) \\
\quad \text{where } m.\text{title} = m.\text{title} \\
\quad \text{return } (m.\text{director}, m.\text{actor})
\]
In \( h(Q_1) \) each generator (\( m \) in \( \text{Movies} \)) appears in \( Q_2 \). Moreover, the \textbf{where} clause of \( h(Q_1) \) is a tautology and hence is entailed by the (empty) \textbf{where} clause of \( Q_2 \). Finally, the two \textbf{return} clauses are equal. As such, the substitution \( m_1 \mapsto m, m_2 \mapsto m \) is a homomorphism.

In the set monad, homomorphisms are useful because the existence of a homomorphism \( A \to B \) implies that for every \( I, B(I) \subseteq A(I) \). Indeed, it is easy to see in this example that \( Q_2(I) \subseteq Q_1(I) \) for any \( I \). Later we will make use of a similar property for arbitrary monads to show that the chase is sound.

At this point it is instructive to check that there is no homomorphism \( Q_2 \to Q_1 \). There are only two candidate substitutions: \( m \mapsto m_1 \) and \( m \mapsto m_2 \). Neither of these works because neither of the images of \( Q_2 \)'s \textbf{return} clause (either \textbf{return} \((m_1, \text{director}, m_1, \text{actor})\) or \textbf{return} \((m_2, \text{director}, m_2, \text{actor})\)) is equivalent to \( Q_1 \)'s \textbf{return} clause \((\text{return} \,(m_1, \text{director}, m_2, \text{actor}))\), even under the equality in \( Q_1 \) \((m_1, \text{title} = m_2, \text{title})\). Because there are not homomorphisms in both directions, these two queries are not equivalent. Indeed, consider the instance:

\[
\begin{array}{ccc}
title & \text{director} & \text{actor} \\
T & D_1 & A \\
T & D_2 & B \\
\end{array}
\]

\( Q_1 \) evaluates to

\[
\begin{array}{ccc}
\text{director} & \text{actor} \\
D_1 & A \\
D_1 & B \\
D_2 & A \\
D_2 & B \\
\end{array}
\]

but \( Q_2 \) evaluates to:

\[
\begin{array}{ccc}
\text{director} & \text{actor} \\
D_1 & A \\
D_2 & B \\
\end{array}
\]

5.2 The Chase

Now we can define the \textit{chase}. Let

\[
C ::= \text{forall } \overline{(x \text{ in } X)} \text{ where } P(\overline{x}) \text{ exists } \overline{(y \text{ in } Y)} \text{ where } B(\overline{x}, \overline{y})
\]

\[
Q ::= \text{for } \overline{(v \text{ in } V)} \text{ where } O(\overline{v}) \text{ return } R(\overline{v})
\]

and suppose there exists a homomorphism \( h : \text{front}(R, C) \to Q \). Then a \textbf{chase step} is to rewrite \( Q \) into \( \text{chase}(Q, C) \) by adding the image of the existential part of \( C \):

\textbf{Definition 9 (Chase Step)}

\[
\text{chase}(Q, C) ::= \text{for } \overline{(v \text{ in } V)} \overline{(y \text{ in } Y)} \text{ where } O(\overline{v}) \land B(h(\overline{x}), \overline{y}) \text{ return } R(\overline{v})
\]
The chase itself is to repeatedly rewrite \( Q \) by looking for homomorphisms from \( C \):

\[
Q \leadsto \text{chase}(Q, C) \leadsto \text{chase}(\text{chase}(Q, C), C) \leadsto \ldots
\]

The chase will converge to a unique fixed point \([13]\), provided that 1) \( C \) is acyclic and 2) we do not take a chase step when there is a homomorphism extending \( h \) from \( \text{chase}(Q, C) \) to \( Q \). The definition of acyclicity is somewhat technical, so we defer it until the end of the section. The chase extends straightforwardly to sets of constraints.

Continuing with our \( Movies \) example, we can see that there is a homomorphism \( x \mapsto m_1, y \mapsto m_2 \) from the front of our constraint:

\[
\begin{align*}
\text{forall} & \ (x \in \text{Movies}) \ (y \in \text{Movies}) \\
& \text{where} \ x.\text{title} = y.\text{title}, \\
& \text{exists} \\
& \text{where} \ x.\text{director} = y.\text{director}
\end{align*}
\]

to our original query:

\[
\begin{align*}
\text{for} & \ (m_1 \in \text{Movies}) \ (m_2 \in \text{Movies}) \\
& \text{where} \ m_1.\text{title} = m_2.\text{title} \\
& \text{return} \ (m_1.\text{director}, m_2.\text{actor})
\end{align*}
\]

Hence, the chase applies, and \( \text{chase}(Q, C) \) is:

\[
\begin{align*}
\text{for} & \ (m_1 \in \text{Movies}) \ (m_2 \in \text{Movies}) \\
& \text{where} \ m_1.\text{title} = m_2.\text{title} \land m_1.\text{director} = m_2.\text{director} \\
& \text{return} \ (m_1.\text{director}, m_2.\text{actor})
\end{align*}
\]

At this point, we stop taking chase steps, because we have that \( \text{chase}(\text{chase}(Q, C), C) = \text{chase}(Q, C) \) and hence there is a homomorphism \( \text{chase}(\text{chase}(Q, C), C) \rightarrow \text{chase}(Q, C) \). Note that in general, it is not enough to check for the syntactic equality of \( \text{chase}(Q, C) \) and \( Q \) to stop the chase, as queries can be equivalent without being syntactically equal. Hence, we must use homomorphisms to detect that the chase has converged.

### 5.3 Soundness

It is well-known that the chase is not sound for arbitrary monads, and it is not sound for the list and bag monads in particular \([36]\). Intuitively, the chase adds generators to a query, and adding generators to list and bag comprehensions can add additional tuples to the result; in the set monad, these extra tuples disappear by idempotency. For example, in the list monad, our functional dependency \( \text{title} \rightarrow \text{director} \) still holds on this instance:

<table>
<thead>
<tr>
<th>title</th>
<th>director</th>
<th>actor</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>D</td>
<td>A</td>
</tr>
<tr>
<td>T</td>
<td>D</td>
<td>B</td>
</tr>
</tbody>
</table>

but our original and optimized queries are not equivalent; they result in, respectively,

\[
\begin{align*}
D & \ A \\
D & \ B
\end{align*}
\]

and

\[
\begin{align*}
D & \ A \\
D & \ B
\end{align*}
\]
Theorem 1 The chase is sound under the following conditions:

- **Commutativity.** We require the ability to permute generators as we please.

\[
\begin{align*}
\text{for } (u \text{ in } U)(v \text{ in } V) \\
X(\overrightarrow{u}, \overrightarrow{v}) \\
= \\
\text{for } (v \text{ in } V)(u \text{ in } U) \\
X(\overrightarrow{u}, \overrightarrow{v})
\end{align*}
\]

- **Logicality.** We require that \( \exists \) behave “as it should” with respect to \( \text{for} \). Suppose \( (a \text{ in } V) \subseteq (u \text{ in } U) \). Then

\[
\begin{align*}
\text{for } (u \text{ in } U) \\
\text{where } P(\overrightarrow{u}) \\
\text{return } E(\overrightarrow{u}) \\
= \\
\text{for } (u \text{ in } U) \\
\text{where } P(\overrightarrow{u}) \land \\
\quad \exists (v \text{ in } V) \text{ where } \overrightarrow{v} = \overrightarrow{a} \\
\text{return } E(\overrightarrow{u})
\end{align*}
\]

- **Idempotency.** We require that when \( \overrightarrow{a} \notin fV(E) \),

\[
\begin{align*}
\text{if exists } (a \text{ in } A) \\
\text{where } P(\overrightarrow{a}) \\
\text{then return } E \\
\text{else zero} \\
= \\
\text{for } (a \text{ in } A) \\
\text{where } P(\overrightarrow{a}) \\
\text{return } E
\end{align*}
\]

- **Distinguishability.** We require that \( \text{zero} \) be distinguished from \( \text{return} \).

\[
\text{return } x \neq \text{zero}
\]

- **Uniformity** We require that \( \text{front}(C) = \text{back}(C) \) implies \( \text{front}(R, C) = \text{back}(R, C) \) for any \( R \). That is,

\[
\begin{align*}
\text{for } (u \text{ in } U) \\
\text{where } P(\overrightarrow{u}) \\
\text{return } L(\overrightarrow{u}) \\
= \\
\text{for } (u \text{ in } U)(v \text{ in } V) \\
\text{where } P(\overrightarrow{u}) \land B(\overrightarrow{u}, \overrightarrow{v}) \\
\text{return } L(\overrightarrow{u})
\end{align*}
\]
implies, for any $X$,

$$
\begin{align*}
&\text{for } (u \in U) \\
&\text{where } P(u) \\
&X(u) = \\
&\text{for } (u \in U, v \in V) \\
&\text{where } P(u) \land B(u, v) \\
&X(u)
\end{align*}
$$

We will call monads with such properties $UCLID$ (Uniform, Commutative, Logical, Idempotent, Distinguishable) monads.

The exact phrasing of the idempotency property varies in the literature, and there are multiple non-equivalent definitions [29]. Our particular phrasing is motivated by the law’s use in our soundness proof. One consequence of our axioms is the following more intuitive idempotency law (which is equivalent to the definition of idempotency in [14]):

$$
\begin{align*}
&\text{for } (x \in X) \text{ return } E(x) = \\
&\text{for } (x \in X, y \in X) \text{ return } E(x)
\end{align*}
$$

This simpler definition makes it easy to rule out certain monads as being idempotent. For example, lists, bags, trees, state and IO are all non-idempotent.

5.4 UCLID Monads

Our study has so far yielded four UCLID monads: the option monad; the finite map monad (of type $t \rightarrow \text{option } a$, for some fixed $t$), which is also called the partial reader monad; the set monad; and probability monad. We will defer a discussion of the probability monad until Section 7. In this section, we will discuss the expressive power of sets and embedded dependencies.

The chase is well-understood in the set monad. In fact, the chase is complete for nested sets and finite maps [36], at least for path-conjunctive queries. Proving completeness requires constructing a canonical model set for a given query; because this construction depends on the particular monad in question, generalizing completeness results to other monads seems difficult. Nevertheless, this is an interesting direction for future work. The chase in the set monad can also be used for many purposes besides the optimization techniques described in this paper. For example, it is possible to rewrite queries so as to respect constraints and rewrite constraints by other constraints. Particular results vary slightly depending on whether infinite sets are allowed, but the set monad can be described in many presentations, ranging from insert and union presentations (as in Section 2), to a functional presentation $a \rightarrow \text{bool}$, or even a B-tree presentation.

Embedded dependencies can express a wide variety of constraints between sets (including virtually all constraints used in modern relational database systems, such as keys, foreign keys, inclusions, and join decompositions). Sets, when coupled with embedded dependencies, can model a wide variety of collections. For example, it is possible to model a function or finite map using a set $C$ and a functional dependency:

$$
\begin{align*}
&\text{for all } (x \in X) \ (y \in X) \\
&\text{where } x.key = y.key \\
&\exists \\
&\text{where } x.value = y.value
\end{align*}
$$

More refined notions such as injective functions can also be modeled this way. Transitive closure can also be
expressed:

\[
\forall (x \in X) \ (y \in X) \\
\text{where } x.b = y.a \\
\exists (z \in X) \\
\text{where } z.a = x.a \land z.b = y.b
\]

In short, sets are ubiquitous, versatile, and expressive, and the ability to reason about them under constraints enables many other optimization and verification techniques.

Sets are by far the most well-understood of the UCLID monads, at least with respect to the chase. Since our starting point is relational database theory, we are somewhat biased towards sets and set-based examples. Nevertheless, our study is just beginning and we are hopeful that generalizing from monads to monad algebras will allow us to find UCLID monad algebras.

5.5 Acyclicity

For arbitrary queries and embedded dependencies, the chase may not terminate, and termination is undecidable. However, for weakly acyclic constraints, a condition which can be checked in polynomial time and is common in practice, rewriting does terminate, and does so in polynomial time. In this section we describe the weakest condition yet known that guarantees termination [13]. This section is mostly of interest to implementors and can be skipped on a first reading.

To define weak-acyclicity it is necessary to use so-called domain-relational notation instead of our so-called tuple-relational notation. The difference in the two notations is what we are quantifying over: tuples, or atomic values. For example, our original query, in tuple-relational style, is:

\[
\forall (x \in \text{Movies}) \ (y \in \text{Movies}) \\
\text{where } x.\text{title} = y.\text{title}, \\
\exists \text{where } x.\text{director} = y.\text{director}
\]

In domain-relational style, assuming title, director, and actor are the only attributes in Movies, this becomes:

\[
\text{Movies}(t,d,a) \land \text{Movies}(t',d',a') \land t = t' \rightarrow d = d'
\]

One of the disadvantages of the domain-relational style is that queries become monomorphic: every attribute must have a variable. Another downside is that we are restricted to path-conjunctive queries: our where clauses must be conjunctions of equalities between paths of the form \( v.l \), and our return clauses must be records over paths. For this reason, we prefer tuple-relational style, which is more common in functional programming anyway. Otherwise, the two notations are generally equivalent. Using the domain-relational notation allows us to divide embedded dependencies into two classes: equality-generating dependencies (egds), such as above, of the form \( \phi(x) \rightarrow x_1 = x_2 \) and tuple-generating dependencies (tgds), of the form:

\[
\phi(x) \rightarrow \exists \ y \psi(x, y)
\]

An example tgd, in tuple-relational style, is:

\[
\forall (e \in \text{Employees}) \\
\text{where} \\
\exists (p \in \text{People}) \\
\text{where } e.\text{name} = p.\text{name}
\]
which becomes, in domain-relational style (assuming name is the only attribute):

\[ Employees(e) \rightarrow \exists p \ People(p) \land e = p \]

Now we can define:

**Definition 10 (Weakly Acyclic Constraints)** Let \( C \) be a set of embedded dependencies. Construct a directed graph, called the dependency graph, as follows: (1) there is a node for every pair \((R, A)\) with \( R \) a top-level generator (such as Movies) and \( A \) an attribute of \( R \); call such a pair a position; (2) add edges as follows: for every dependency \( \phi(x) \rightarrow \exists y \psi(x, y) \) and for every \( x \) that occurs in \( \psi \):

- For every occurrence of \( x \) in \( \phi \) in position \((R, A_i)\):
  1. For every occurrence of \( x \) in \( \psi \) in position \((S, B_j)\), add an edge \((R, A_i) \rightarrow (S, B_j)\).
  2. In addition, for every existentially quantified variable \( y \) and for every occurrence of \( y \) in \( \psi \) in position \((T, C_k)\), add a special edge \((R, A_i) \Rightarrow (T, C_k)\).

Note that there may be two edges in the same direction between two nodes, if exactly one of the two edges is special. Then the constraints are weakly acyclic if the dependency graph has no cycle going through a special edge. A set of tgd's and egd's is weakly acyclic if the set of all its tgd's is weakly acyclic.

Our movies example is trivially acyclic because functional dependencies are equality generating. But the dependency graph for the tgd is:

\[ (Employee, Name) \Rightarrow (Person, Name) \]

which is acyclic.

### 6 Tableaux Minimization

We now demonstrate how to minimize queries in the presence of constraints, following [13]. The soundness of this procedure follows from the soundness of the chase. Suppose we are given a query \( Q \) and acyclic constraints \( C \). We first chase \( Q \) with \( C \) to obtain \( U \), a so-called universal plan. We then search for subqueries of \( U \) (obtained by removing generators from \( U \)), chasing each in turn with \( C \) and checking for equivalence with \( U \).

#### 6.1 Example - Movies

Start with:

\[
Q ::= \text{for } (m_1 \text{ in Movies}) (m_2 \text{ in Movies}) \text{ where } m_1.\text{title} = m_2.\text{title} \text{ return } (m_1.\text{director}, m_2.\text{actor})
\]

\[
C ::= \text{for } (x \text{ in Movies}) (y \text{ in Movies}) \text{ where } x.\text{title} = y.\text{title} \text{ x.director} = y.\text{director}
\]

The chased query – the universal plan – is:

\[
U ::= \text{for } (m_1 \text{ in Movies}) (m_2 \text{ in Movies}) \text{ where } m_1.\text{title} = m_2.\text{title} \land m_1.\text{director} = m_2.\text{director} \text{ return } (m_1.\text{director}, m_2.\text{actor})
\]
We may now proceed with tableau minimization by searching for subqueries of $U$. Removing the generator $(m_1 \text{ in } Movies)$ and replacing $m_1$ with $m_2$ in the body of the query gives a smaller query:

$$Q' ::= \text{for } (m_2 \text{ in } Movies)$$

$$\text{return } (m_2.\text{director}, m_2.\text{actor})$$

Now we look for a homomorphism $Q' \rightarrow U$. The identity substitution works; the important part here to notice is the return clause, where $(m_2.\text{director}, m_2.\text{actor})$ is equal to $(m_1.\text{director}, m_2.\text{actor})$ precisely because of the equality $m_1.\text{director} = m_2.\text{director}$, which appears in $U$ but not in $Q$. Note that there is also a homomorphism $U \rightarrow Q'$ (namely, $m_2 \mapsto m, m_1 \mapsto m$); hence $U = Q' = Q$.

### 6.2 Example - Minimization without Constraints

We pause to remark that tableaux minimization can also be done without constraints. Indeed, this degenerate case was first proposed in 1977 [10]. Consider the (contrived) query:

$$\text{for } (x \text{ in } X) (y \text{ in } X)$$

$$\text{where } P(x)$$

$$\text{return } E(x)$$

This minimizes to the equivalent query:

$$\text{for } (z \text{ in } X)$$

$$\text{where } P(z)$$

$$\text{return } E(z)$$

In the top-to-bottom direction, the homomorphism is $x \mapsto z, y \mapsto z$, and in the bottom-to-top direction is $z \mapsto x$.

### 6.3 Example - Indexing

We conclude this section with an optimization scenario involving a tuple-generating constraint (that is, a constraint with a non-empty exists clause). As we remarked in the introduction, a reasonably competent programmer might be able to optimize our Movies query directly, without applying the chase at all. But sometimes constraints are not available to the programmer, such as when indices are generated on the fly. Consider the following query, which in the set monad returns the names of all People between 16 and 18 years old:

$$Q ::= \text{for } (p \text{ in } People)$$

$$\text{where } p.\text{age} > 16 \land p.\text{age} < 18$$

$$\text{return } p.\text{name}$$

Depending on the underlying access patterns, or the whims of a database administrator, a modern relational database management system might transparently index People by creating another relation Children, such that the following constraint holds:

$$C ::= \text{forall } (p \text{ in } People)$$

$$\text{where } p.\text{age} < 21$$

$$\text{exists } (c \text{ in } Children)$$

$$\text{where } p.\text{name} = c.\text{name} \land p.\text{age} = c.\text{age}$$

In order to effectively use this new relation, queries written against People must be rewritten, at runtime, to use Children. Tableaux minimization provides an automated mechanism to do so. First, we look for
a homomorphism $\text{front}(C) \rightarrow Q$, and discover that the identity substitution works, because $p.\text{age} < 21$ is entailed by $p.\text{age} > 16 \land p.\text{age} < 18$. Thus the chase applies and we obtain a universal plan:

$$U ::= \text{for } (p \text{ in } \text{People}) \text{ (c in } \text{Children})$$
$$\text{where } p.\text{age} > 16 \land p.\text{age} < 18$$
$$p.\text{name} = c.\text{name} \land p.\text{age} = c.\text{age}$$
$$\text{return } p.\text{name}$$

Now, we minimize the universal plan by removing the $(p \text{ in } \text{People})$ generator (note that to do so we must replace each occurrence of $p$ with some other well-typed variable, in this case $c$):

$$Q' ::= \text{for } (c \text{ in } \text{Children})$$
$$\text{where } c.\text{age} > 16 \land c.\text{age} < 18$$
$$\text{return } c.\text{name}$$

We check that $Q' = U$ by looking for homomorphisms in both directions. The identity substitution is a homomorphism $Q' \rightarrow U$, owing to the fact that $p.\text{name} = c.\text{name}$. But at this point there is no homomorphism $U \rightarrow Q'$, because there is no substitution $h$ that makes $(h(p) \text{ in } \text{People})$ equal to $(c \text{ in } \text{Children})$. In fact, $C$ alone is not enough to prove that $Q' = Q$ – there may be extra tuples in $\text{Children}$ that do not appear in $\text{People}$. But if our index was built correctly we know that an additional constraint holds:

$$C' ::= \forall (c \text{ in } \text{Children})$$
$$\exists (p \text{ in } \text{Person})$$
$$\text{where } p.\text{name} = c.\text{name} \land p.\text{age} = c.\text{age}$$

As such, we may chase $Q'$ with $C'$ (using the identity substitution) to obtain an equivalent query:

$$Q'' ::= \text{for } (c \text{ in } \text{Children}) (p \text{ in } \text{Person})$$
$$\text{where } c.\text{age} > 16 \land c.\text{age} < 18$$
$$p.\text{name} = c.\text{name} \land p.\text{age} = c.\text{age}$$
$$\text{return } c.\text{name}$$

Now we can see that the identity substitution is a homomorphism $Q'' \rightarrow U$ (again owing to the fact that $p.\text{name} = c.\text{name}$). We have thus concluded that $Q'' = Q' = Q = U$, as required.

### 7 Example - Probabilistic Movies

Now that we have, at last, proved the equivalence of our $\text{Movies}$ query and smaller $\text{Movies}$ query for UCLID monads, we can turn from the set monad to the probability monad. In this section, we define the probability monad, describe the meaning of our $\text{Movies}$ query in it, and then demonstrate that semantic optimization still makes sense.

#### 7.1 The Probability Monad

The probability monad is used in functional programming as a way to represent non-deterministic computation while preserving referential transparency (similar to how the IO monad is used) \[15\]. The values in the probability monad are probability distributions, which we will represent as lists of pairs of events and floats, such that the floats sum to one. binding $m$ with $f$ means to condition $f$ on $m$. In Haskell, we have:

```haskell
type P a = [(a, Float)]
instance Monad P where
    return x = [(x, 1.0)]
    bind p f = [(y, px*py) | (x, px) <- p, (y, py) <- f x]
```
This definition is somewhat simplified, because as-written this monad does not have a zero and the list may contain, for example, \((a, 0.1)\) and \((a, 0.1)\) instead of \((a, 0.2)\). Nevertheless, it is relatively straightforward to add a zero by wrapping this monad in the Maybe monad, and to normalize the list of events. Rather than focusing on the details, we will describe a (biased) dice-rolling example:

\[
\text{data } \text{Dice} = \text{One} \mid \text{Two} \mid \text{Three} \mid \text{Four}
\]

\[
\text{roll} :: \text{P Dice}
\]

\[
\text{roll} = [(\text{One}, 0.25), (\text{Two}, 0.25),
(\text{Three}, 0.1), (\text{Four}, 0.4)]
\]

\[
\text{win} :: \text{Dice} \rightarrow \text{P Bool}
\]

\[
\text{win Three} = \text{return True}
\]

\[
\text{win Four} = \text{return True}
\]

\[
\text{win } \_ = \text{return False}
\]

\[
\text{test} :: \text{P Bool}
\]

\[
\text{test} = \text{bind roll win}
\]

Here, \text{test} evaluates to

\[
\[(\text{True}, 0.5), (\text{False}, 0.5)]
\]

as we would expect. Intuitively, the probability monad is idempotent because adding a generator corresponds to taking another sample, and independent samples are exactly that: independent. We can test this by running

\[
\text{test}' :: \text{P Bool}
\]

\[
\text{test'} = \text{bind roll (\_ \rightarrow test1)}
\]

which does indeed evaluate to the same thing as \text{test}. Sophisticated probabilistic behavior can be described using this simple representation; see [15] for details.

### 7.2 Constraints

What are we to make of our \text{Movies} example in this monad? First, in this monad instances correspond to probabilistic databases; in other words, instances are sets of tuples, where each tuple has a corresponding probability. Here is an example instance:

\[
\text{data Movie} = \text{Movie} \{ \text{title}:: \text{String},
\text{director}:: \text{String},
\text{actor}:: \text{String} \}
\]

\[
\text{movies1} = [ (\text{Movie }"\text{T}" \"D" \"A", 0.75),
(\text{Movie }"\text{T}" \"D" \"B", 0.25) ]
\]

Our functional dependency holds in \text{movies1}; recall that the functional dependency holds when:

\[
\text{for } (x \in \text{Movies}) (y \in \text{Movies})
\text{ where } x.\text{title} = y.\text{title}
\text{ return } (x : x, y : y)
\]

\[
= \text{for } (x \in \text{Movies}) (y \in \text{Movies})
\text{ where } x.\text{title} = y.\text{title} \land x.\text{director} = y.\text{director}
\text{ return } (x : x, y : y)
\]
In *movies*1, both sides evaluate to

\[
\begin{array}{ccc}
& x & y \\
(T, D, A) & (T, D, A) & .5625 \\
(T, D, A) & (T, D, B) & .1875 \\
(T, D, B) & (T, D, A) & .1875 \\
(T, D, B) & (T, D, B) & .0625 \\
\end{array}
\]

In a different instance, *movies*2:

\[
\text{movies2} = [ \text{Movie } "T" \text{ "D1" } "A", 0.75), \quad \text{(Movie } "T" \text{ "D2" } "B", 0.25) ]
\]

the left hand side evaluates to

\[
\begin{array}{ccc}
& x & y \\
(T, D_1, A) & (T, D_1, A) & .5625 \\
(T, D_1, A) & (T, D_2, B) & .1875 \\
(T, D_2, B) & (T, D_1, A) & .1875 \\
(T, D_2, B) & (T, D_2, B) & .0625 \\
\end{array}
\]

whereas the right hand size evaluates to zero. Intuitively, we might expect the right hand side to evaluate to, in analogy with the non-probabilistic case,

\[
\begin{array}{ccc}
& x & y \\
(T, D_1, A) & (T, D_1, A) & .5625 \\
(T, D_2, B) & (T, D_2, B) & .0625 \\
\end{array}
\]

However, this is not a probability distribution – the numbers do not sum to one. In any case, the two sides are not equivalent, and the constraint does not hold in *movies*2.

### 7.3 Optimization

We are now in a position to verify that our *Movies* query and optimized sub-query give the same result when evaluated on *movies*1 but a different result when evaluated on *movies*2. Recall the two queries are:

```
for (m1 in Movies) (m2 in Movies)
where m1.title = m2.title
return (m1.director, m2.actor)
```

and

```
for (m in Movies)
return (m.director, m.actor)
```

When run on *movies*1, both the optimized and unoptimized queries yield:

\[
(D, A) .75 \\
(D, B) .25
\]

When run on *movies*2, the unoptimized query yields:

\[
(D_1, A) .5625 \\
(D_1, B) .1875 \\
(D_2, A) .1875 \\
(D_2, B) .0625
\]
whereas the optimized query yields:

\[(D_1, A) \cdot .75\]
\[(D_2, B) \cdot .25\]

Thus we can see that tableaux minimization is semantics preserving when the constraint holds, and otherwise not.

Although probabilistic functional programming has developed into a field in its own right, probabilistic data management is only now starting to be explored. As such, the connections between the two areas is still unclear. However, whereas we associate a probability to each tuple, recent work in the database community associates a probability to an entire relation [16]. For now we remark only that this connection was quite unexpected, at it is likely that entirely new optimization methods for probabilistic programming languages can be developed based on this technique.

8 Conclusion

We have barely scratched the surface of how the chase may be used to reason about queries; in particular, we have only described how to use the chase to minimize monad comprehensions. Although we are motivated by the trend towards using functional programming languages in domains rich in constraints, such as large-scale collection processing and functional-logic programming, we believe that this connection between programming language theory and relational database theory is sure to yield additional insights. Indeed, the soundness of the chase for the probability monad appears to have been overlooked until now, and it seems likely that entirely new optimization techniques for probabilistic programming languages can be developed to exploit it.

We are currently working to design a programming language based on monad comprehensions and folds over algebraic datatypes that is a suitable intermediate form for many current large-scale data processing systems. Our compiler for this language performs semantic optimization as described in this paper and can serve as a reference implementation for applying these techniques to other systems. We are confident that the chase can bring the same benefits to a much larger class of systems as it has to relational databases.
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Theorem (Soundness of Chase)

Let

\[ Q ::= \text{for } \langle x \in P \rangle \]
\[ \text{where } C(\vec{x}) \]
\[ \text{return } E(\vec{x}) \]

\[ d ::= \text{forall } \langle r \in R \rangle \]
\[ \text{where } B_1(\vec{r}) \]
\[ \text{exists } \langle s \in S \rangle \]
\[ \text{where } B_2(\vec{r}, \vec{s}) \]

And suppose \( h : \text{front}(d) \to Q \). Then for every \( I \) such that \( I \models d \), we have that \( Q(I) = Q'(I) \), where

\[ Q' ::= \text{for } \langle x \in P \rangle \langle s \in S \rangle \]
\[ \text{where } C(\vec{x}) \land B_2(h(\vec{r}), \vec{s}) \]
\[ \text{return } E(\vec{x}) \]

Reminder: \( \text{for } \langle a \in A \rangle X(\vec{a}) \) denotes

\[
\begin{align*}
\text{do} & \quad a_0 \leftarrow A_0 \\
& \quad \ldots \\
& \quad a_N \leftarrow A_N \\
& \quad X(a_0, \ldots, a_N)
\end{align*}
\]

Do-notation has the standard definition in terms of monadic bind. Also, \( \text{where } P Q \) denotes \( \text{if } P \text{ then } Q \text{ else zero} \).
Proof. Choose \( I \models d \). Recall that \( h : \text{front}(d) \to Q \) means that \( h(r \in R) \subseteq x \in \hat{P} \) and \( C(\vec{x}) \vdash B_1(h(\vec{x})) \). We will re-write \( Q \) into \( Q' \) in 5 steps :

\[
Q := \text{for } (x \in \hat{P}) \\
\quad \text{where } C(\vec{x}) \\
\quad \text{return } E(\vec{x}) \\
\]

\[
C(\vec{x}) \vdash B_1(h(\vec{x})) = (1) \\
\quad \text{for } (x \in \hat{P}) \\
\quad \text{where } C(\vec{x}) \land B_1(h(\vec{x})) \\
\quad \text{return } E(\vec{x}) \\
\]

\[
h(r \in R) \subseteq x \in \hat{P} = (2) \\
\quad \text{for } (x \in \hat{P})(v \in R)(s \in S) \\
\quad \text{where } C(\vec{x}) \land B_1(h(\vec{x})) \land B_2(h(\vec{x}), \vec{s}) \land \vec{v} = h(\vec{x}) \\
\quad \text{return } E(\vec{x}) \\
\]

\[
d \text{ holds } = (3) \\
\quad \text{for } (x \in \hat{P})(v \in R)(s \in S) \\
\quad \text{where } C(\vec{x}) \land B_1(h(\vec{x})) \land B_2(h(\vec{x}), \vec{s}) \land \vec{v} = h(\vec{x}) \\
\quad \text{return } E(\vec{x}) \\
\]

\[
h(r \in R) \subseteq x \in \hat{P} = (4) \\
\quad \text{for } (x \in \hat{P})(s \in S) \\
\quad \text{where } C(\vec{x}) \land B_1(h(\vec{x})) \land B_2(h(\vec{x}), \vec{s}) \\
\quad \text{return } E(\vec{x}) \\
\]

\[
C(\vec{x}) \vdash B_1(h(\vec{x})) = (5) \\
\]

\[
Q' := \text{for } (x \in \hat{P})(s \in S) \\
\quad \text{where } C(\vec{x}) \land B_2(h(\vec{x}), \vec{s}) \\
\quad \text{return } E(\vec{x}) \\
\]

Note that steps 4 and 5 are the same as 1 and 2, so we will just prove steps 1, 2, and 3.

1. The first step is simple:

\[
C(\vec{x}) \vdash B_1(h(\vec{x})) = (1) \\
\quad \text{for } (x \in \hat{P}) \\
\quad \text{where } C(\vec{x}) \\
\quad \text{return } E(\vec{x}) \\
\]

Because \( C(\vec{x}) \vdash B_1(h(\vec{x})) \), we know that \( B_1(h(\vec{x})) \) evaluates to true whenever \( C(\vec{x}) \) does. Hence, \( C(\vec{x}) \) is equivalent to \( C(\vec{x}) \land B_1(h(\vec{x})) \), and so this step is semantics-preserving.
2. We must show that

\[
\begin{align*}
&\text{for } (x \in \vec{P}) \\
&\text{where } C(\vec{x}) \land B_1(h(\vec{r})) \\
&\text{return } E(\vec{x}) \\
&h(r \in \vec{R}) \subseteq x \in \vec{P} = \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ 
\end{align*}
\]

We do this in four steps:

\[
\begin{align*}
&\text{for } (x \in \vec{P}) \\
&\text{where } C(\vec{x}) \land B_1(h(\vec{r})) \\
&\text{return } E(\vec{x}) \\
&\text{axiom with } h(r \in \vec{R}) \subseteq x \in \vec{P} = (a) \\
&\text{for } (x \in \vec{P}) \\
&\text{where } C(\vec{x}) \land B_1(h(\vec{r})) \land \\
&\exists (v \in \vec{R}) \text{ where } \vec{v} = h(\vec{r}) \\
&\text{return } E(\vec{x}) \\
&v \notin \text{fv}(C(\vec{x}), B_1(h(\vec{r}))) = (b) \\
&\text{for } (x \in \vec{P}) \\
&\text{where } \exists (v \in \vec{R}) \text{ where } C(\vec{x}) \land B_1(h(\vec{r})) \land \vec{v} = h(\vec{r}) \\
&\text{return } E(\vec{x}) \\
&\text{idempotency} = (c) \\
&\text{for } (x \in \vec{P}) (v \in \vec{R}) \\
&\text{where } C(\vec{x}) \land B_1(h(\vec{r})) \land \vec{v} = h(\vec{r}) \\
&\text{return } E(\vec{x}) \\
&\text{congruence} = (d) \\
&\text{for } (x \in \vec{P}) (v \in \vec{R}) \\
&\text{where } C(\vec{x}) \land B_1(h(\vec{r})) \land \vec{v} = h(\vec{r}) \\
&\text{return } E(\vec{x}) \\
\end{align*}
\]

We examine each of these in turn:
(a) We want to show that \( \exists (v \in R) \) where \( \vec{v} = h(\vec{r}) \) always evaluates to true in this particular context. In the set monad, this is true because \( \forall a \in A, \exists a' \in A, a = a' \) is valid. We hence require this as axiom. This axiom also holds for lists and bags.

(b) Here we use case analysis on \( C(\vec{x}) \) and \( B_1(h(\vec{r})) \). When they are both true, the two sides are obviously equal. When either of them is false, the lhs will be zero, and the rhs is equal to

\[
\text{where } \exists (v \in R) \text{ where } \text{false return } E(\vec{r})
\]

which, by definition of constraints, expands to

\[
\text{where } (\text{return } L(-) = \text{for } (v \in R) \text{ where } \text{false return } L(-)) \text{ return } E(\vec{r})
\]

This will evaluate to false provided that

\[
\text{return } x \neq \text{zero}
\]

which we will assume as an axiom.

(c) Here we apply the idempotency axiom to the query below the outer loop. Recall that the axiom states that when \( \vec{a} \notin f(u(E)) \),

\[
\text{where } \exists (a \in A) \text{ where } P(\vec{a}) \text{ return } E = \text{for } (a \in A) \text{ where } P(\vec{a}) \text{ return } E
\]

(d) This is a straightforward consequence of the equality \( \vec{v} = h(\vec{r}) \).
3. We must show that

\[
\text{for } (x \in P) (v \in R) \\
\text{where } C(\vec{x}) \land B_1(\vec{v}) \land \vec{v} = h(\vec{r}) \\
\text{return } E(\vec{r})
\]

\[
d \text{ holds } = \\
\text{for } (x \in P) (v \in R) (s \in S) \\
\text{where } C(\vec{x}) \land B_1(\vec{v}) \land B_2(\vec{r}, \vec{s}) \land \vec{v} = h(\vec{r}) \\
\text{return } E(\vec{r})
\]

Recall that

\[
d ::= \forall (r \in R) \\
\text{where } B_1(\vec{r}) \\
\exists (s \in S) \\
\text{where } B_2(\vec{r}, \vec{s})
\]

By definition (the meaning of a constraint is that its front equals its back), this unfolds to

\[
\text{for } (r \in R) \\
\text{where } B_1(\vec{r}) \\
\text{return } \mathcal{L}(\vec{r})
\]

\[
\text{for } (r \in R) (s \in S) \\
\text{where } B_1(\vec{r}) \land B_2(\vec{r}, \vec{s}) \\
\text{return } \mathcal{L}(\vec{r})
\]

Assuming the uniformity propery (which holds for sets), we have instead, for any \(X\),

\[
\text{for } (r \in R) \\
\text{where } B_1(\vec{r}) \\
X(\vec{r})
\]

\[
\text{for } (r \in R) (s \in S) \\
\text{where } B_1(\vec{r}) \land B_2(\vec{r}, \vec{s}) \\
X(\vec{r})
\]

We then use the above (call the above lemma \(d\)-holds), and two additional lemmas, called split-generators and split-equalities, to get semantics preservation:
for \( (x \in P) \) \((v \in R)\) 
where \( C(\vec{x}) \land B_1(\vec{v}) \land \vec{v} = h(\vec{r}) \) 
return \( E(\vec{x}) \)

\[ \text{split-generators} = \]
\[ \text{for } (x \in P) \]
\[ \text{where } C(\vec{x}) \]
\[ \text{for } (v \in R) \]
\[ \text{where } B_1(\vec{v}) \]
\[ \text{where } \vec{v} = h(\vec{r}) \text{ return } E(\vec{x}) \]

\[ \text{split-equalities} = \]
\[ \text{for } (x \in P) \]
\[ \text{where } C(\vec{x}) \]
\[ \text{for } (v \in R) \]
\[ \text{where } B_1(\vec{v}) \]
\[ \text{where } \vec{v} = h(\vec{r}) \text{ return } E(\vec{x}) \]

\[ d - \text{holds} = \]
\[ \text{for } (x \in P) \]
\[ \text{where } C(\vec{x}) \]
\[ \text{for } (v \in R) \text{ (s in S)} \]
\[ \text{where } B_1(\vec{v}) \land B_2(\vec{v}, \vec{s}) \]
\[ \text{where } \vec{v} = h(\vec{r}) \text{ return } E(\vec{x}) \]

\[ \text{split-equalities} = \]
\[ \text{for } (x \in P) \]
\[ \text{where } C(\vec{x}) \]
\[ \text{for } (v \in R) \text{ (s in S)} \]
\[ \text{where } B_1(\vec{v}) \land B_2(\vec{v}, \vec{s}) \land \vec{v} = h(\vec{r}) \]
\[ \text{return } E(\vec{x}) \]

\[ \text{split-generators} = \]
\[ \text{for } (x \in P) \text{ (v in R) (s in S)} \]
\[ \text{where } C(\vec{x}) \land B_1(\vec{v}) \land B_2(\vec{v}, \vec{s}) \land \vec{v} = h(\vec{r}) \]
\[ \text{return } E(\vec{x}) \]

We will now justify the first uses of split-generators and split-equalities; the second uses are similar (although in the reverse directions).

To justify split-generators, because both the lhs and rhs begin with \( \text{for } (x \in P) \) we would like that the following equality holds between the “rest” of the lhs and rhs:
\[\text{for } (v \in R)\]
\[\text{where } C(\overrightarrow{x}) \land B_1(\overrightarrow{v}) \land \overrightarrow{v} = h(\overrightarrow{r})\]
\[\text{return } E(\overrightarrow{x})\]

\[=\]
\[\text{where } C(\overrightarrow{x})\]
\[\text{for } (v \in R)\]
\[\text{where } B_1(\overrightarrow{v}) \land \overrightarrow{v} = h(\overrightarrow{r})\]
\[\text{return } E(\overrightarrow{x})\]

When \(C(\overrightarrow{x})\) evaluates to true, the two sides are obviously equivalent. When \(C(\overrightarrow{x})\) evaluates to false both sides are zero because of the monad-zero law: for any \(f\),

\[\text{for } (v \in R) \text{ where } \text{false } f = \text{zero}\]

To justify split-equalities, because both the lhs and rhs begin with \(\text{for } (v \in R)\) we would like that the following equality holds between the “rest” of the lhs and rhs:

\[\text{where } B_1(\overrightarrow{v}) \land \overrightarrow{v} = h(\overrightarrow{r})\]
\[\text{return } E(\overrightarrow{x})\]

\[=\]
\[\text{where } B_1(\overrightarrow{v})\]
\[\text{where } \overrightarrow{v} = h(\overrightarrow{r}) \text{ return } E(\overrightarrow{x})\]

We reason again by case analysis. Suppose \(B_1(\overrightarrow{v})\) is false. Then both sides are zero. Suppose \(B_1(\overrightarrow{v})\) is true. Now, suppose \(\overrightarrow{v} = h(\overrightarrow{r})\) is false. Then both sides are zero. Suppose \(\overrightarrow{v} = h(\overrightarrow{r})\) is true. Then both sides are \(\text{return } E(\overrightarrow{x})\), as required.