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Abstract

Green sulfur bacteria is an iconic example of nature’s adaptation: thriving in environments of extremely low photon density, the bacterium ranks itself amongst the most efficient natural light-harvesting organisms. The photosynthetic antenna complex of this bacterium is a self-assembled nanostructure, ≈ 60 × 150 nm, made of bacteriochlorophyll molecules. We study the system from a computational nanoscience perspective by using electrodynamic modeling with the goal of understanding its role as a nanoantenna. Three different nanostructures, built from two molecular packing moieties, are considered: a structure built of concentric cylinders of aggregated bacteriochlorophyll-d monomers, a single cylinder of bacteriochlorophyll-c monomers and a model for the entire chlorosome. The theoretical model captures both coherent and incoherent components of exciton transfer. The model is employed to extract optical spectra, concentration and depolarization of electromagnetic fields within the chlorosome, and fluxes of energy transfer for the structures. The second model nanostructure shows the largest field enhancement. Further, field enhancement is found to be more sensitive to dynamic noise rather than structural disorder. Field depolarization however is similar for all structures. This indicates that the directionality of transfer is robust to structural variations while on the other hand, the intensity of transfer can be tuned by structural variations.
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The life cycle of plants, photosynthetic bacteria and algae is based on the harvesting of solar energy. In all of these organisms solar light is absorbed and processed by a photosynthetic system. This unit typically consists of an aggregate of light absorbing molecules, e.g. bacteriochlorophylls (BChls) (See Fig. 1, panel II). Photosynthetic systems vary in composition and size, for instance, their dimensions can range from tens to hundreds of nanometers with up to ∼ 2 · 10⁵ pigment molecules. Solar energy is transferred in these systems through molecular excitations known as excitons. Success in nature’s competition for resources is crucial for the survival of phototrophic organisms. Therefore, optimal efficiency of light absorption and energy transfer within the photosynthetic systems are essential characteristics.

Recently, much scientific effort has been de-
voted to understanding the microscopic principles which govern the efficiency of photosynthetic systems. Amongst these systems, green sulfur bacteria is one of the most widely studied. The photosynthetic system of green sulfur bacteria consists of three main elements (see Fig. 1, panel I). The first is the chlorosome: a large nanostructure array of BChl’s which functions as a light absorbing antennae. The second elements are intermediates (these include the baseplate and the Fenna-Matthews-Olson protein complex) which play the role of exciton bridges connecting the chlorosome to the third and last element, the reaction center, where the exciton energy is employed in the synthesis of metabolic compounds.

Similarly, in the nanostructure community, much research has focused on the study of nanoantennas. Various types of antennas have been devised and studied in order to understand which materials and shapes are optimal to enhance and direct radiation. Models for nonradiative energy transfer between nanostructures have also been developed in an effort to answer these questions.
It is interesting that nature has evolved to generate antennas in biological organisms as well. The chlorosome nanostructure has dimensions of the order of hundreds of nanometers and works exactly like an antenna: it absorbs photons and transmits them to the next subunits very efficiently. A question naturally arises: can energy transfer principles be deduced from the study of these natural systems and applied to the field of nano-antennas? To begin to answer this question, in this paper, we investigate the electromagnetic properties of the chlorosome antenna complex.

Previously, we investigated reduced models of this photosynthetic unit using open-quantum system approaches coupled to ab-initio simulations. Energy transfer was found to be a non-Markovian process which can be characterized by multiple timescales. Recently, some of us investigated a reduced model of the entire photosynthetic system atomistically, Ref. 12. We found energy transfer to be robust to initial conditions and temperature. Other theoretical studies on energy transfer dynamics as well as the spectroscopy of the antenna complex have been carried out for small models of the chlorosome structure using open-quantum system theories. Spectra were also obtained for helical aggregates using the CES approximation and including the vibrational structure. In this paper, we present a new perspective: an electromagnetic study of the full chlorosome antenna.

The chlorosome antenna complex is composed of up to tens of thousands of BChls (see Fig. 1) which makes it the largest of the photosynthetic antenna units known. This nanostructure is thought to be the main element responsible for capturing photons at the extremely low photon densities of the bacteria’s environment. Quantum mechanical models, as employed in some of the recent theoretical work on photosynthetic systems, cannot be used here due to the large size of the full chlorosome antenna complex. Electrodynamical modeling thus provides a viable alternative. This approach can capture, within certain approximations, both coherent and incoherent excitation dynamics and has already been described and employed in the simple case of a molecular dimer. Further, we have recently devised an algorithm to solve the electrodynamical equations very efficiently even in the presence of thousands of molecules.

The chlorosome antenna complexes are composed of different types of BChls, namely BChl-c, BChl-d or BChl-e, with varying chemical composition according to the species in question. Because of the large amount of disorder present in the natural system, the definitive structure for the complex is unknown. However, several models have been proposed. Recently, Ganapathy et al. determined the structure of a synthetic triple mutant chlorosome antennae, generated to mimic natural chlorosomes. This mutant structure replicated various structural signatures of the natural chlorosome while, however, being less efficient in terms of growth rates at different light intensities respect to the wild type chlorosome. Other experimental efforts have been made in this direction using a combination of NMR and X-Ray diffraction. The structure by Ganapathy et al. will be the first of three nanostructures which we will consider in this work and their experimental findings inspire the remaining two structures. The first structure comprises a series of concentric cylinders of aggregated BChl-d molecules (Fig. 1 II-a and III-a). We will consider both the case of a single cylinder and of two concentric cylinders in this work. The second system is a similar cylindrical array, built of BChl-c molecules rather than BChl-d (See Fig. 1 III-b). This structure is obtained following the findings of Ganapathy et al. Finally we will consider a model for the entire chlorosome (panel III-c) consisting of over 70000 BChl-c. More detail on these three structures can be found in the Methods section.

Using our recent algorithm to solve the electromagnetic equations, we efficiently compute the induced polarization and fields of the three chlorosome structures. The role of different initial excitations, i.e frequency and polarization of the incoming field, are investigated. We also study the field enhancement and field depolarization as a function of structural disorder and dynamical noise. Finally, we determine fluxes of energy transferred in time to acceptors located around the antenna nanostructures.
Results and discussion

Antenna spectra and resonances

The chlorosome antennae absorbs incoming light in the visible range. The resulting spectrum shows resonances determined by the presence of molecular transitions at about 750 nm. The chlorosome aggregate resonances are shifted respect to the pigment transitions due to the couplings between monomers. In order to understand which regions are of interest for energy transfer, we calculated the absorption and circular dichroism spectra of the structures. Due to the three-dimensional arrangement of the dipoles in a cylindrical structure, we expect there to be two components in the absorption spectra, a $z$ polarization component, parallel to the main axis of the cylinder, and an in-plane $xy$ component, orthogonal to the main axis. Panel a) of Fig. 2 shows the computed absorption spectra for the roll structure III-a) of Fig. 1. The spectra were obtained using a semi-classical approach (see Methods) and using the Fermi-Golden rule quantum approach. The spectra were broadened by adding disorder through the rate $\Gamma = 1$ meV (See Eq. 1). As remarked previously in the literature (see e.g. Ref. 31) the quantum and classical spectra are simply shifted (see Methods for more details). More importantly, in both approaches we see the expected $z$ and $xy$, components at about $\Delta \omega_z = -280$ meV and $\Delta \omega_{xy} = [-260; -230]$ meV for the classical spectrum. A higher oscillator strength is observed for the $z$ component. The range over which transitions are observed is consistent with experiments though a direct comparison of the components is not possible due to the large amount of noise present in the natural system. The CD spectra in panel b) also follows the same trend as the experimentally observed CD, Ref. 32, 33. The alternating negative and positive peaks in the CD spectra are related to the orientation of the incoming field respect to the helicity of the structure. These spectra were also calculated for structure III-b) of Fig. 1 and these follow a similar pattern.

The inter- and intra-molecular vibrations, interaction with the solvent, and other environment-

---

Note that the structure of Ref. 2 was chosen with opposite helicity in agreement with experimental findings.
tal fluctuations, generate a source of noise which needs to be taken into account when modeling the system. Generally speaking, we can distinguish between static/structural disorder and dynamical noise based on the time scales of the associated fluctuations. Fluctuations related to structural disorder oscillate on a much longer timescale compared to the dynamics of the system whereas dynamical noise fluctuations are more rapid. The noise source is the same for both types of disorder.

In this model, one can include noise by introducing a molecular response function

\[
\chi_{i,s}(\omega) = \frac{2}{\hbar} \frac{\left| \mu_{i,s} \right|^2 \omega_{i,s}}{(\omega_{i,s} + i \frac{1}{2})^2 - \omega^2}.
\]

(1)

Here, \( \mu_{i,s} \) is the transition dipole of the \( s \rightarrow \text{th} \) transition for the \( i \rightarrow \text{th} \) molecule and \( \omega_{i,s} \) the corresponding transition frequency. The dynamical noise is accounted for by the rate constant, \( \Gamma \), and structural disorder can be included by introducing noise in the transition frequencies, \( \omega_{i,s} \). Usually, \( \omega_{i,s} \), is taken from a Gaussian distribution, and structural disorder is characterized by the width of the Gaussian, \( \sigma \).

There is no straightforward way to quantify structural and dynamical noise in the localized molecular basis experimentally. The sum of structural disorder, \( \sigma \), and dynamic disorder, \( \Gamma \), in the exciton, delocalized energy basis corresponds to the linewidth of the absorption spectrum. The overall disorder in the localized site basis should be of the same order of magnitude. In this case the linewidth is \( \approx 70 \text{ meV} \) both for the BChl c monomeric spectrum and for the Chlorosome spectrum.

### Induced fields

Within the electromagnetic framework, we can obtain information on the exciton transfer properties from the induced polarizations. Indeed, once the nanostructure interacts with an incoming plane wave, the induced polarizations generate fields and thus transport can be quantified in terms of field enhancement. The directionality of transport can also be determined by computing the field depolarization.

### Field concentration and depolarization

Plane wave incoming fields propagating along the \( x \) direction (see Fig. 1 panel II-a), were used to study the electric field enhancement and depolarization from the dipole arrays of the chlorosome. Two different polarizations of the incoming field are considered, along the \( y' \) direction and along the \( z' \) direction, as shown in Fig. 1, panel II-a.

The roll-A structure (Fig. 1; III-a), was employed to obtain the field enhancement \( \kappa = \frac{|\bar{E}|}{|E_0|} \) plots shown in Fig. 3. In these plots, we see the values of the scattered field calculated on a grid orthogonal to the structure (panels a and b) and on a grid parallel to the structure (panels c and d). By comparison of panels a) and b) we notice a larger field enhancement when the incoming field is polarized along the \( z' \) direction. This is expected due to the more favorable overlap with the dipole orientations in the structure. The field enhancement overall is not very big in this case due to the large value of the noise \( \Gamma = 50 \text{ meV} \). We notice that the field is enhanced homogeneously in the radial direction (panels b,d), for \( y' \)-polarized incoming field. This trend supports the idea of exciton transfer in the radial direction. This feature is observed even when including structural disorder. For the \( z' \)-polarized incoming field (panels a,c), we see enhancement radially but also at the edges of the structure (panel c) this suggests that excitons may be transferred between layers and at the edges amongst neighboring substructures. In the next section, we look at how \( \kappa \) varies with noise and structural disorder.

In Fig. 4, we show contour plots of the depolarization \( \eta = \frac{|\bar{E}_{||}| - |\bar{E}_{\perp}|}{|\bar{E}|} \) of the electric field on a horizontal grid across the structures. Panel a) and b) indicate \( \eta \) computed for the roll A structure (Fig. 1; III-a) while panels c) and d) correspond to calculations for the chlorosome model structure with \( 7 \cdot 10^4 \) molecules (Fig. 1; III-c).

In panels a) and c) the depolarization is calculated for a \( z' \)-polarized incoming field and in panels b) and d) for a \( y' \)-polarized incoming field. The depolarization, \( \eta \), was also computed for the wild
Figure 3: Panel a) Base ten logarithm of the electric field enhancement, \( \log_{10} \kappa \), calculated on a grid orthogonal to the roll structure in Fig. 1, III-a). The dynamical noise rate is \( \Gamma = 50 \text{ meV} \), the initial field excitation frequency is shifted by \( \Delta \omega = 0.23 \text{ eV} \) (see Fig. 2). The polarization of the initial field is along the \( z' \) direction. Panel b), same as panel a) but for external field polarized along the \( y' \) direction. Panel c) same as panel a) but here field is calculated on a grid parallel to the longest axis of the roll and at a distance of \( r = 80 \text{ Å} \) from the origin. Panel d) same as panel c) but for \( y' \)-polarization.
Figure 4: Panel a) Depolarization of electric field $\eta = \left( |\vec{E}_|| - |\vec{E}_\perp| \right) / |\vec{E}|$ calculated on a grid orthogonal to the roll structure in Fig. 1, III-a). The dynamical noise rate is $\Gamma = 50$ meV, the initial field excitation frequency is shifted by $\Delta \omega = \omega_0 - \omega_{\text{ext}} = 0.23$ eV (See Fig. 2). The polarization of the initial field is along the $z'$ direction. Panel b), same as panel a) but for $y'$-polarization of the external field. Panels c) and d), same as a) and b) but for the wild type chlorosome model structure III-c) with $\Delta \omega = \omega_0 - \omega_{\text{ext}} = 0.22$ eV.
type roll-A structure (Fig. 1; III-b) and the pattern is analogous to that shown here in panels a) and b) for structure III-a. For these two cylindrical structures, the $z'$-polarized incoming field is not significantly depolarized, this is probably due to the fact that the dipoles’ $z$-component is largest.

For the third model chlorosome structure, we see in panel c) that the field gets depolarized in an interesting pattern which most likely originates from the dipole packing at the edges. For the $y'$-polarized incoming field, the depolarization pattern is similar for all three structures (panels b, d) and the field remains polarized for specific directions, perhaps those corresponding to where other substructures might be found. The observed depolarization patterns ensure that a photon of arbitrary polarization will be transferred to the next layer following the radial direction.

The observed robustness to structural variations of the field polarization is in agreement with recent experimental findings by Tian et al., Ref. 36. In this work the authors used 2D fluorescence polarization microscopy on a series of wild type chlorosomes of C-tepidum grown in homogeneous conditions. They found that all spectral properties were homogeneous independent of the selected chlorosome and their results suggested that BChl molecules must possess a distinct organization within the chlorosomes. A similar organization is present in our model structures and it appears that even when adding structural disorder, the overall transition dipole moment components are not significantly modified and the largest component remains along the $z$ axis thus leading to the field polarization patterns we have obtained. It would be interesting to obtain a theoretical estimate of the modulation depth for each of the three structures so as to compare to these experimental findings.

**Scaling of field enhancement with disorder**

In Fig. 5 we show the scaling of the field enhancement $\kappa$ as a function of distance from the center of the structure (panel III-a of Fig. 1) for different values of structural disorder and dynamical noise. In panel a) the field intensity as a function of distance is shown for different values of dynamical noise. We notice that as dynamical noise increases, the
field scaling tends to go as $\sim \frac{1}{r}$, but there are different slopes of the scaling on shorter distances. In panel b), the scaling as a function of structural disorder $\sigma$ is investigated at fixed small $\Gamma$. In this case the trend of the field is $\sim \frac{1}{r^2}$. It is not immediately clear to us why a different scaling with respect to $r$ is observed in the case of dynamical versus structural disorder, however it is interesting that perhaps nature may tune one or the other type of disorder to modify the intensity of energy transferred through structural variations. The distance amongst substructures has experimentally been determined to be $r_{\text{phys}} \sim 2$ nm. The slope of the fields around this distance is not homogeneous as a function of $\Gamma$. In the case of structural disorder, at about $r_{\text{phys}}$, we notice (Fig. 5, panel b) that a similar slope is observed with a smaller variation in intensity respect to panel a).

In Fig. 6, we plot the field enhancement $\kappa$ at the biological distance $r_{\text{phys}}$ for the two cylindrical structures (panels III-a and III-b of Fig. 1) as a function of dynamical noise (panel a) and structural disorder (panel b). It appears that dynamical noise has the strongest effect. In such large structures it is more likely that the main source of disorder is actually structural disorder however. This means that overall the excitation energy transfer is quite robust to disorder. Further, for all values of $\Gamma$ and $\sigma$, the enhancement is larger for the wild type structure. This suggest that the dipole arrangement of the wild type structure leads to higher efficiency in terms of field enhancement. This is also observed at the physiological distance, $r_{\text{phys}}$, relevant for transport.

**Energy flux**

The main role of the chlorosome is that of transmitting the collected solar energy: it is therefore important to investigate how fast energy is transferred amongst these nanostructures. In our electrodynamic model, the energy flow can be obtained from the induced fields and polarizations. In particular, one defines some acceptor molecules which are not initially excited by the incoming field and some donor molecules which are excited by the incoming field and later interact with the acceptors.

The rates of energy flow absorbed by the acceptors, $R(t)$, can be obtained from the divergence of the pointing vector as $R(t) = \sum_{\text{acc}} \vec{E}_{\text{acc}}(t) \cdot \frac{d}{dt}\vec{p}_{\text{acc}}(t)$, where $\vec{E}_{\text{acc}}$ is the electric field at the acceptor at time $t$ and $\vec{p}_{\text{acc}}$ is the induced polarization of the acceptor at time $t$. This approach has been discussed in Ref. 22.

In Fig. 7, panel a), we show these fluxes of energy as a function of time, $R(t)$, for transfer from a roll of donors (structure III-a of Fig. 1) to a dipole acceptor positioned at different distances from the center of the cylinder. The dipole acceptor is oriented vertically along the main axis of the cylinder and has transition frequency $\omega_{\text{acc}} = 1.51$ eV, in the region where the roll absorbs (see Fig. 2). The external field which interacts with donors is polarized along the $z'$ direction. The energy flux is normalized by the number of donor molecules squared, $N^2_{\text{donor}}$. In these calculations, the dynamic disorder rate $\Gamma = 50$ meV. We notice that the energy flux $R(t)$ does not decrease monotonically with distance, in fact there are some distances more favorable for transfer. This can be explained by the fact that the components of the field at each distance are not the same but may rotate. This effect can be thought of as some type of coherence between acceptor and donor.

We also computed the flux of energy transferred between two concentric cylindrical structures (Structure of Fig. 1, panel II-a) for an external field polarized along the $z'$ direction. The resulting fluxes are shown in Fig. 7, panel b) for two different values of the dynamic rate constant $\Gamma$. Here, $R_A$ indicates the flux when roll-A (the roll with the smaller diameter) is the acceptor and roll-B the donor and $R_A$ indicates the opposite case. When $\Gamma = 50$ meV, *i.e.* the incoherent limit, the fluxes from roll-A and B are equivalent, as expected and decay within 300 fs. When the disorder is decreased, the flux is much larger and decays fully only after about 800 fs. Further, in this case the fluxes are different in each direction (from roll-A to B and from B to A). This model however does not account for relaxation, therefore the estimated fluxes should be considered upper bounds of the actual rates.
Figure 6: Panel a) scaling of field enhancement $\kappa$ with dynamical noise rate $\Gamma$ for each structure, at a distance of $r_{\text{phys}} = 2 \text{ nm}$. Panel b) scaling of field with structural disorder $\sigma$ for each structure, at a distance of $r_{\text{phys}} = 2 \text{ nm}$. The incoming field is polarized along the $z'$ direction. Roll-A and Roll-A wild type, correspond to the structures in panels III-a) and b) of Fig. 1.

Conclusions

We have analyzed the chlorosome antenna complex in the green sulfur bacteria Chlorobium tepidum using an electrodynamic model. Three structures were considered as models for the natural chlorosome complex. Each antenna structure shows robustness to structural variations. This effect was seen in the values of the field enhancement which is much more sensitive to noise than to structural disorder.

At the physiological distance, the minimum distance observed for packing amongst nanostructures, the field enhancement trend follows different slopes as a function of disorder. Therefore no clear trend regarding variations of induced fields and polarization as a function of disorder can be deduced. However, at this same distance, the wild type nanostructure antenna shows larger field enhancement. This suggests that the molecular packing can be tuned to maximize transport properties. A preferential direction for transfer is observed consistently for all structures for specific polarizations. This suggests that this type of structure acts as a concentrator by enhancing transport for specific photon polarizations. This is also confirmed by the patterns of field depolarization which strongly depend on initial field polarization but not on structural variations. In particular we observe that the field is concentrated in the radial direction and at the edges of the cylinders (depending of the incoming field polarization), which would enable exciton transport to neighboring structures and to other layers. The field depolarization also supports transport to neighboring layers. Finally, transport has been quantified by calculating the flux of electromagnetic energy transferred between the cylindrical structure and a dipole acceptor. In this case there is a specific distance which maximizes transport. One can think of it in terms of coherence amongst the donor field polarization and the acceptor molecule dipole orientation. The timescale for the flux of energy transfer is roughly 300 fs which is an upper bound to the true timescale, in fact the model does not account for relaxation. We also computed these fluxes of energy for transfer amongst cylindrical structures and found that depending on dynamic noise, it is enhanced in the radial direction. This study opens the road to the possibility of creating antennae that mimic this type of natural system. For instance, we could consider the idea of the chlorosome outside of its natural environment: if one could devise a nanoantenna based on the structural arrangement of dipoles in the chlorosome, how efficient would it be?
Figure 7: Panel a) Flux of energy transferred from roll-A (Fig. 1, III-a) to a single dipole acceptor, oriented along the z direction and located at various distances $r$ from the outside of the roll along the radial direction, here $\Gamma = 50\text{ meV}$. Panel b) Flux of energy transferred from roll-A to roll-B, $R_B(t)$ and from roll-B to roll-A, $R_A(t)$ for different values of the dynamic noise constant $\Gamma$. The incoming field is polarized along the $z'$ direction.

Methods

Physical model of the chlorosome structure

In this section, we describe the structures employed as models of the chlorosome in more detail. In both of the molecular packing motifs employed to construct the chlorosome structures, BChl molecules are stacked in columns such that the oxygen from the hydroxyl, OH, group of one molecule, see Fig. 1 panel II-b), binds to the Mg atom of the next molecule. The columns of BChl molecules couple to each other through $\text{OH} \cdots \text{O}$ hydrogen bonds thus forming two dimensional layers (this is shown in Fig. 8). These layers are then folded to form cylinders or curved lamellar structures. Two distinct types of layer folding have been proposed previously. In Ref. 2 the authors suggested that BChl layers are folded such that BChl columns form concentric rings. This structure was obtained by fitting the 2D nuclear magnetic resonance (NMR) spectra of mutant Chlorobium tepidum bacteria which produce chlorosomes with BChl-d molecules. This packing motif was also supported by cryo-electron microscopy images. The first structure we consider (III-a in Fig. 1) comes from these studies. In contrast, in Ref. 38 the same group of authors used a different folding pattern, where BChl columns are parallel to the cylinder’s symmetry axis. The latter structure was also supported by 2D NMR studies of a different mutant bacteria, which is more similar to wild-type species (the chlorosome was packed with BChl-c). The choice of these cylindrical structures is also bolstered by recent 2D fluorescence polarization microscopy experiments.

We used this second type of folding to obtain the second structure, i.e III-b in Fig. 1. Finally, the layer structures are packed inside of an ellipsoidal shaped body: the chlorosome. While the chlorosome may contain multiple rolls packed in parallel, here we use a different model (structure III-c in in Fig. 1) which is composed of concentric rolls. This concentric assembly is in-line with the cryo-EM images. More details on this structure are given in the Supporting information.

In the electromagnetic model, each molecule is represented by a transition dipole, in particular we
use the $Q_y$ transition dipole. The frequency of the transition is taken to be $\omega_0 = 1.904$ eV for BChl-d and $\omega_0 = 1.881$ eV for BChl-c as obtained experimentally. The dipole intensity is taken to be $\mu = 5.48$ D, following the values given in literature, e.g. Ref. 41, 42, 39.

**Polarizability model**

The system considered is an array of aggregated BChl monomers (as shown in Fig. 1). In quantum models, a Hamiltonian in the molecule localized basis $|n\rangle$ is often used to describe this type of system

$$\hat{H}_0 = \sum_n \epsilon_n |n\rangle \langle n| + \sum_{n<m} J_{nm} (|n\rangle \langle m| + |m\rangle \langle n|).$$  \hspace{1cm} (2)

The energy $\epsilon_n$ of the $n$–th monomer is typically taken to be the first excited state energy, and all higher excited states are ignored. Such approximation is valid so long as the higher energy states of the monomers are well separated from the first. This energy corresponds to the $Q_y$ transition for BChl’s. $J_{nm}$ indicates the coupling between monomers and $|n\rangle$ is the localized basis in which the $n$–th molecule is excited. When the molecules interact with radiation, an extra interaction term with the field must be added to this expression $V_{\text{field}}$, so that the overall Hamiltonian can be divided into a time independent Hamiltonian $\hat{H}_0$ and a time dependent interaction term $V_{\text{field}}$.

$$\hat{H}(t) = \hat{H}_0 + V_{\text{field}}(t).$$

One can then write an equation of motion for the system density matrix as a function of the Hamiltonian and solve it perturbatively in orders of interaction with the field. From the density matrix equation optical properties can be obtained (Sec. Optical properties).

A similar approach can be followed using molecular polarizabilities. Each molecular transition $s$ is approximately described by an electronic transition dipole $\hat{\mu}_{n,s}$ (for the $n$–th molecule), and the frequency of the transition is taken to be $\omega_{n,s} = \epsilon_{n,s}/\hbar$. The expression for the overall electric field at the $n$–th molecule located at $\vec{x}_n$ is the sum of the internal field $\vec{E}_{\text{int}}$ which comes from the interactions with all other dipoles and the external field $\vec{E}_{\text{ext}}$.

$$\vec{E}(t, \vec{x}_n) = \vec{E}_{\text{int}}(t, \vec{x}_n) + \vec{E}_{\text{ext}}(t, \vec{x}_n).$$  \hspace{1cm} (3)

In particular, in the case of classical dipoles this equation can be written as

$$\vec{E}(t, \vec{x}_n) = 4\pi k^2 \sum_{m \neq n} G(\vec{x}_m, \vec{x}_n) \cdot \vec{\mu}_n + \vec{E}_{\text{ext}}(t, \vec{x}_n).$$  \hspace{1cm} (4)

Here, $\vec{\mu}_n$ is the induced electric dipole moment at molecule $n$ due to the electric field and the constant $k$ is the magnitude of the wavevector of the incident light. The free-space Green’s function tensor $G$ includes all interactions amongst dipoles and is directly proportional to the field at point $\vec{x}$ due to a dipole oscillating at position $\vec{x}_n$. It is expressed as

$$G(\vec{x}_m, \vec{x}_n) = g(r) \left[ (1 - \vec{e} \vec{e}) - \left( \frac{1 - ikr}{k^2r^2} \right) (1 - 3\vec{e} \vec{e}) \right] - \frac{1}{3\epsilon_0 k^2} \delta^3(\vec{r}),$$  \hspace{1cm} (5)

with $g(r) = \exp(ikr)/(4\pi \epsilon_0 r)$. In Eq. 5 the last term compensates for self-interaction. The unit vector $\vec{e}$ is defined as $\vec{e} \equiv \vec{r}/r$ with $\vec{r} = \vec{x}_m - \vec{x}_n$ and $r = |\vec{r}|$. The field at each molecule and the polarization can be obtained by solving the linear system of equations (Eq. 4) with $n = 1, \ldots, N$ where $N$ is the number of molecules in the aggregate. Details of how these equations can be solved efficiently for large systems can be found in Ref. 23. The field enhancements and depolarizations as presented in the “Results” section, are obtained by solving for the induced dipole moments of all the molecules (Eq. 4).
Optical properties

Linear absorption

Using the formalism introduced in “Polarizability model” section, an equation for the induced electric dipole $\vec{p}$ on each molecule can be obtained as a function of the index of refraction.\textsuperscript{34,43} In the limit of the dipole approximation, the expression for the molar extinction coefficient is then

$$\epsilon_{\text{abs}} = -\frac{4\pi \omega}{3000 \cdot \text{ln}(10)} c N_{av} \sum_{ij} \text{Im} A_{ij} \vec{u}_i \cdot \vec{u}_j, \quad (6)$$

with $\vec{u}_i = \frac{\vec{\mu}_i}{|\vec{\mu}_i|}$. Here the matrix $A$ is defined as

$$A_{ij} = \left[ \frac{\delta_{ij}}{\chi_i} + D_{ij} \right]^{-1}, \quad (7)$$

with $D_{ij} = \vec{u}_i \cdot G_{ij} \cdot \vec{u}_j$, the term which includes dipole-dipole interactions and $\chi_i$, the molecular response function as defined in Eq. 1. In the limit of static dipole interactions, the tensor $G$ takes the simple form $G_{ij} \equiv G(\vec{x}_i, \vec{x}_j) = \frac{3\vec{e}_e \cdot \vec{e}_e}{r}$.

To better understand where resonances occur, we can look at the eigenvalues of $A$. For zero dynamical noise rate $\Gamma$ and for identical molecules ($\vec{\mu}_k \equiv \vec{\mu}$, $\omega_k = \omega_{\text{mol}}$) we see that resonances are the roots of

$$\Omega_{\text{agg},k}^2 \equiv \omega_{\text{mol}}^2 + 2\frac{|\vec{\mu}|^2}{\hbar}\gamma_k \omega_{\text{mol}}. \quad (8)$$

Here, $\gamma_k$ is the $k$–th eigenvalue of $G$. We can define $\frac{|\vec{\mu}|^2}{\hbar}\gamma_k = \tilde{\gamma}_k$ to get proper units of energy for the coupling. Thus $\Omega_{\text{agg},k}^2 \equiv \omega_{\text{mol}}^2 + 2\tilde{\gamma}_k \omega_{\text{mol}}$.

In this expression it is clear that the aggregate resonances will be shifted respect to the molecular transition frequency $\omega_{\text{mol}}$ and this shift will depend on the coupling between monomers, here captured by $\gamma_k$. Eq. 6 was employed to compute the linear absorption spectrum shown in Fig. 2. A similar approach, the CES method, has also been used for excitonic systems\textsuperscript{14} and leads essentially to the same equations that are used in the present work.

Now, in the quantum case, the simplest approach to obtain the absorption spectrum consists in applying Fermi’s Golden rule

$$\epsilon_{\text{abs}}^{(\text{qtm})} (\omega) = \frac{4\pi \omega}{3c} \sum_k |\vec{\mu}|^2 \pi \delta (E_k - \hbar \omega), \quad (9)$$

where, $E_k$ is the $k$–th eigenvalue of the Hamiltonian given in Eq. 2 and $\vec{\mu}$ is its transition dipole.

In this case resonances in the aggregate spectrum will be obtained as the roots of $\Omega_{\text{agg},k}^2 = E_k^2 / \hbar^2 = (\omega_{\text{mol}} + \tilde{\gamma}_k)^2$. The expression given in Eq. 9 is the one used to compute the quantum absorption spectrum shown in Fig. 2. We see that respect to the classical case (Eq. 8), the frequencies squared are shifted by $\tilde{\gamma}_k$: this comes from the absence of counter rotating terms in the classical response function.\textsuperscript{31} In fact, in classical electromagnetics only one type of time ordering of interactions between photons and molecules is allowed. For optical frequencies the counter-rotating term only gives a small shift, however it becomes important for long wavelengths, for instance, in microwave cavities. It should be noted that the counter-rotating term is still partly included in our model through the susceptibility functions of the single molecules. However, its contribution to the intermolecular interaction is not accounted for. Another way to see how the shift arises is by comparison of the eigenstates of a quantum Hamiltonian with the normal modes for a set of driven coupled classical oscillators. The comparison can be made after applying the Dirac mapping and realistic coupling (RCA) approximation. This approach has been discussed in Ref. 45. The two approaches become equivalent in the limit where the couplings are small compared to the monomer transition frequency $\gamma_k \ll \omega_{\text{mol}}$.

Circular dichroism

Circular dichroism is another important optical quantity which can help identify the correct structure of a system. It can also be obtained both classically and quantum mechanically. Following the classical approach\textsuperscript{34} of the previous sections, one can arrive at the following expression for the molar ellipticity

$$\theta = -\sum_{ij} C_{ij} \text{Im} A_{ij}, \quad (10)$$

Here we have used the standard definition of CD, as the difference between left polarized and right
polarized intensity. The matrix $C$ is defined as

$$C_{ij} = \frac{6 \omega^2 N_{av}}{c^2} (\vec{u}_i \times \vec{u}_j) \cdot (\vec{x}_i - \vec{x}_j)$$

(11)

in the absence of any magnetic dipoles or polarizations. Here, $\vec{x}_i$ corresponds to the position of the $i$–th molecule respect to the origin.

Similarly, in the quantum case one finds (see e.g. Ref. 46) that in the exciton basis, i.e. the basis in which the Hamiltonian of Eq. 2 is diagonal, the rotation strength associated with the exciton level $J$ is

$$R_J = -\frac{6 \omega^2 N_{av}}{c^2} \sum_{ik} \sigma_{ji} \sigma_{jk} (\vec{u}_i \times \vec{u}_j) \cdot (\vec{x}_i - \vec{x}_j).$$

(12)

The coefficients $\sigma$ are the coefficients of the matrix $S$ which diagonalizes the Hamiltonian of the system. Eq. 10 and eq. 12 are used in this work to compute the circular dichroism spectra shown in Fig. 2.

Supporting Information Available: A figure and detailed description of the third model structure for the chlorosome are included in the supporting information. This material is available free of charge via the Internet at http://pubs.acs.org.
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