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Abstract

This thesis presents a series of quantum dot studies, performed with an eye towards improved conventional and topological qubits. Chapters 1-3 focus on improved conventional (spin) qubits; Chapters 4-6 focus on the topological Majorana qubits.

Chapter 1 presents the first investigation of Coulomb peak height distributions in a spin-orbit coupled quantum dot, realized in a Ge/Si nanowire. Strong spin-orbit coupling in this hole-gas system leads to antilocalization of Coulomb blockade peaks, consistent with theory. In particular, the peak height distribution has its maximum away from zero at zero magnetic field, with an average that decreases with increasing field. Magnetococonductance in the open-wire regime places a bound on the spin-orbit length ($l_{so} < 20$ nm), consistent with values extracted in the Coulomb blockade regime ($l_{so} < 25$ nm).

Chapters 2 & 3 demonstrate operation of improved spin qubits. Chapter 2 continues the investigation of Ge/Si nanowires, demonstrating a qubit with tenfold-improved dephasing time compared to the standard GaAs case. The combination of long dephasing time and strong spin-orbit coupling suggests that Ge/Si nanowires are promising for a spin-orbit qubit. In Chap. 3, multi-electron spin qubits are operated in GaAs, and improved resilience to charge noise is found compared to the single-electron case.

Chapters 4 & 5, present a series of studies on composite superconductor/semiconductor Al/InAs quantum dots. Detailed study of transport cycles and Coulomb blockade peak spacings in zero magnetic field are presented in Chap. 4, and the parity lifetime of a bound state in the nanowire is inferred to exceed 10 milliseconds. Next, in Chap. 5, finite magnetic field behavior is investigated while varying quantum dot length. Coulomb peak spacings are consistent with the emergence of Majorana modes in the quantum dot. The robustness of Majorana modes to magnetic-field perturbations is measured, and is found to be exponential with increasing nanowire length. Coulomb peak heights are also investigated, and show signatures of electron teleportation by Majorana fermions.

Finally, Chap. 6 outlines some schemes to create topological Majorana qubits. Using experimental techniques similar to those in Chap.’s 2 & 3, it may be possible to demonstrate Majorana initialization, readout, and fusion rules.
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Quantum dots have been explored in a wide range of materials, such as GaAs and Si 2DEGs, graphene, nanotubes, and nanowires. Understanding and controlling the rich physics of quantum dots has allowed qubits to be created in many of these materials.

The work contained herein follows the trend of materials exploration and qubit development, reporting the characterization of quantum dots in new materials and the realization of new qubits. Two qubit approaches are explored: conventional and topological. The work on conventional qubits focuses on improving operation in spin qubits by finding systems with large spin-orbit coupling, weak nuclear dephasing, and improved resilience to electrical noise. The work on topological qubits focuses on Majorana modes at the ends of superconductor/semiconductor nanowires. The topological qubit lifetime, set by quasiparticle poisoning, is bounded. Chapter 5 experimentally demonstrates exponential robustness of the Majorana modes. Chapter 6 outlines a proposal for experimentally testing nontrivial Majorana fusion rules.
0.1 Quantum Considerations

A qubit is a controlled, quantum mechanical two-level system. The two level system can be natural, such as a single spin, or a part of a larger Hilbert space, as for $S/T_0$ spin qubits and superconducting qubits. Qubits are interesting because, if properly controlled, they are a resource for computation that exceeds classical limits. Even as the general computing power of qubits is still being explored in theory, the identification of a few quantum “killer apps” — in areas such as cryptography and chemistry — has motivated experimental effort to develop practical technology.

0.1.1 Conventional Qubits

A wide range of qubit architectures are currently being explored, such as trapped ions, superconducting, and spin qubits. Qubit operations in these systems are generally diabatic, meaning the Hamiltonian is changed quickly to control dynamical phases acquired by the qubit. As a concrete example of diabatic control, consider a single spin aligned with an external magnetic field in the $z$-direction. Diabatically changing the field to the $x$-direction causes the spin to precess. Alternatively, one can apply a drive field, diabatic with respect to the qubit splitting $(B_x \cos(\omega t), \omega \approx B_z)$ to induce Rabi oscillations, as is commonly performed in trapped ion and superconducting qubits. Coupling between qubits is also required for computation, which is not discussed here.

In addition to the intentional control fields (e.g. $B_x$), inevitably there are uncontrolled fields, $\delta B$. The uncontrolled field causes dephasing, which is the central problem of qubit development. There is no general route to mitigate dephasing; work must proceed separately on each qubit architecture. However, once certain dephasing thresholds are reached, there are proposed, general methods for constructing improved logical qubits from collections of individual faulty ones [11, 12].

Chapters 1-3 present work to improve coherence in conventional (spin) qubits. Spin qubits in Ge/Si nanowires are appealing because their strong spin-orbit coupling, which is investigated in Chap. 1, might facilitate fast manipulation, and because the uncontrolled hyperfine interaction is weak, as shown in Chap. 2. Chapter 3 shifts to the traditional GaAs spin qubit system, and shows that the collective spin state of many electrons has improved electric-field dephasing properties compared to the single electron case.
0.1.2 Topological Qubits

Topological qubits represent an entirely different approach to overcoming the decoherence problem. Whereas conventional qubits rely on diabatic operation to control dynamical phases, topological qubits rely on adiabatic braiding operations to control topological phases. Qubits are encoded into quasiparticle occupation numbers of non-Abelian anyons, which have several special properties \[1\]. First, the \( N \)-quasiparticle ground state is degenerate, which is an essential requirement for cyclic evolution to result in non-Abelian rotations \[14\]. Second, the unitary transformation resulting from braiding depends only on the topology of the braid. This distinguishes the topological system from non-topological systems with degenerate ground states, which can conceivably exhibit arbitrary non-Abelian, geometric phases \[14\]. Finally, the degeneracy of the anyons must be robust, meaning that it is insensitive to small perturbations.

Majorana modes are a useful example of this paradigm, and are particularly interesting because of possibilities for experimental realization \[15–18\]. For concreteness, consider a superconductor hosting four Majorana modes \( \gamma_1, \gamma_2, \gamma_3, \gamma_4 \). Each pair of Majoranas combines to form a zero-energy fermionic state, so there are two fermionic states that can be empty or full — the ground-state is fourfold degenerate.

Grouping the Majoranas into pairs \( (\gamma_1, \gamma_2) \) and \( (\gamma_3, \gamma_4) \) the degenerate states can be labeled by the superconducting quasiparticle parity \( |P_{12}, P_{34}| \); they are are \( |00\rangle, |10\rangle, |01\rangle, |11\rangle \). Suppose the system starts out in the state \( |\psi\rangle = |00\rangle \). Adiabatically exchanging (braiding) Majoranas 2 and 3 maps the ground state to \( |\psi\rangle \rightarrow 1/\sqrt{2}(|00\rangle + i|11\rangle) \) \[19\]. This operation constitutes a nontrivial rotation within the fixed-total-parity degenerate subspace. Specifically, the braid gives a \( \pi/2 \) rotation about the \( x \)-axis on a Bloch sphere with \( |00\rangle \) and \( |11\rangle \) at the poles.

What are the failure modes for the topological qubit? The qubits are encoded in occupation numbers, which are only approximately conserved at finite temperature. In the Majorana example, a quasiparticle located in the superconductor can relax into the Majorana state, changing its parity. This process, referred to as quasiparticle poisoning, is an uncorrectable error on the Majorana qubit \[20\]. Chapter 4 shows that the characteristic time for poisoning events exceeds 10 ms in a particular Majorana system.

Another potential failure mode of topological qubits is that Majoranas separated by finite \( L \) are only approximately degenerate, with energy splitting predicted to scale as \( e^{-L/\xi} \). Chapter 5 experimentally measures this exponential dependence.
Chapter 0: Introduction

0.2 Coulomb Blockade Basics

From an experimental point of view, work in this thesis centers around quantum dots. Many excellent reviews of quantum dot physics are available in the literature \[1, 21, 22\]. This section introduces the main concepts.

A quantum dot, as referred to in this thesis, is a confined portion of semiconductor with two leads. Work in this thesis is focused on dots in the isolated regime \((g < e^2/h, \text{conductance } g)\) and in Coulomb blockade \((kT < E_c, \text{charging energy } C)\) \[1, 21\]. Due to the large charging energy, the quantum dot has a fixed number of electrons, causing Coulomb blockade of transport. At fine-tuned points, where two charge states are degenerate, Coulomb blockade conductance peaks occur.

0.2.1 Peak spacings

The energy of a quantum dot with \(N\) electrons is

\[
E(N) = \frac{e^2N^2}{2C} + eNV_g \frac{C_g}{C} + \sum_n \varepsilon_n
\]

for gate voltage \(V_g\) with capacitance \(C_g\), and total dot capacitance \(C\). The single-particle energies, \(\varepsilon_n\), have a typical spacing \(\delta = E_F/N\) for a semiconductor quantum dot, and are simply added to the Coulomb term, which is valid for weak interactions \[21\].

At zero temperature the energy is minimized, so Coulomb peaks occur at degeneracies, \(E(N) = E(N+1)\). It is common to add an \(N\)-independent term to make \(E(N)\) parabolic,

\[
\tilde{E}(N) = \frac{e^2}{2C} (N - n)^2 + \sum_n \varepsilon_n = E(N) - n^2
\]

where \(n = -C_GV_G\). The additional term does not change results for ground-state occupation, that is, \(E(N) = E(N+1)\) iff \(\tilde{E}(N) = \tilde{E}(N+1)\).

In the metallic limit, \(\varepsilon_n \to 0\), Coulomb peaks are evenly spaced, as shown in Fig. 1a. Finite single-particle energies can make Coulomb peaks irregular; evenly spaced, spin-degenerate levels, for example, result in even-odd peak spacings (Fig. 1b). The presence of superconductivity, which results in parity-
dependent single-particle energies, can also give even-odd structure, as discussed in Chap. 4.

At finite temperature, the free energy, \( F = E - TS \), as opposed to the energy, is minimized. An additional peak shift can then be caused by the entropic contribution to the free energy. For example, the free energy of a spin-degenerate state is lowered by \( kT \ln(2) \), shifting Coulomb peaks associated with spin-degenerate levels at finite temperature, which can be verified explicitly by solving rate equations for the Coulomb peaks [22].

Experiments on gate-defined GaAs quantum dots do not show the expected even-odd structure in peak spacing [23], and neither do the Coulomb peaks in Ge/Si nanowires (Chap. 4), naively pointing to the breaking of spin degeneracy at zero field. However, Coulomb peak heights, both in GaAs [24] and Ge/Si (Chap. 4), are, consistent with the presence of spin-rotation symmetry at zero magnetic field. Even-odd peak spacings have been observed for metallic superconductors [25], and for superconductor-semiconductor systems (Chap. 4). Shell filling, closely related to the even-odd effect due to spin, has been observed in circular dots and nanowires in the few-electron regime [5, 26], and nanotubes in the many-electron regime.

Figure 1: a, Parabolic energies \( \tilde{E}(N) \) versus gate-charge \( n \), for \( N = -3, -2, -1, 0, 1, 2, 3 \) for zero level spacing case. Coulomb peak spacings, labeled with arrows, are all the same. b, Same as a, but with evenly spaced, spin-degenerate levels. Coulomb peak spacings, labeled with arrows, show an even-odd effect.
Electrons inside a quantum dot are subject to the periodic lattice potential, plus a weak, smooth confinement potential from electrostatic gates. The confinement potential, small compared to band gap, is a perturbation on the electrostatics of the crystal. Adding in the confinement perturbation, the electron wavefunctions become a product of the \( k = 0 \) Bloch wavefunction, \( u_{n0} \), and an envelope function, \( F_n(r) \). The envelope function satisfies the Schrödinger equation for a free particle with the effective mass \( m^* \) and confinement potential \( U_{\text{gate}} \):

\[
\left( \frac{\hbar^2}{2m^*} + U_{\text{gate}} \right) F_n(r) = E \cdot F_n(r),
\]

where energy \( E \) is measured from the band edge \([21]\). Due to the analogy with a free particle, the envelope function is usually referred to simply as the wavefunction, and the presence of the Bloch prefactor is ignored.

In the low-temperature limit, transport occurs through single wavefunction, and Coulomb peak heights give information on wavefunction weight at the leads. This physics is explored in Chap. 1, for a Ge/Si nanowire and Chap. 6 for a superconductor-semiconductor Al/InAs nanowire.
Antilocalization in Coulomb blockade

This chapter describes experiments on Ge/Si core/shell-nanowire single quantum dots. The bulk of the chapter was published as Ref. [27], with some extra discussion added to Sec.’s 1.1,1.2 for clarity. The devices were fabricated and measured under the supervision of Charles Marcus, with assistance from Ferdinand Kuemmeth, Thorvald Larsen, and Mattias Fitzpatrick during measurement and manuscript preparation. The nanowires were grown in the group of Charles Lieber by Jun Yao and Hao Yan. Discussions with Igor Aleiner were important for clarifying nuances of the theory.

1.1 Introduction

Antilocalization is a quantum-interference correction to the Drude conductivity, resulting in enhanced conductance at zero magnetic field. It is commonly observed in mesoscopic conductors with strong spin-orbit coupling [28, 29], and has been well studied in low-dimensional systems over the past two decades [30–35]. In quantum wires (1D) and dots (0D), the combination of coherence and spin-orbit coupling is a
Chapter 1: Antilocalization in Coulomb blockade

topic of renewed interest in part due to numerous quantum information processing proposals—from spin qubits to Majorana modes—where these ingredients play a fundamental role \cite{15, 16, 36, 37}. Antilocalization in 1D systems has been investigated in detail both theoretically \cite{38–40} and experimentally \cite{41–44}. In 0D systems, antilocalization in both the opened and nearly-isolated Coulomb blockade regime has been studied theoretically \cite{45, 46}, but to date experiments have only addressed the open-transport regime, where Coulomb effects play a minor role \cite{47, 48}.

This chapter summarizes an investigation of full distributions of Coulomb blockade peak height as a function of magnetic field in a gated Ge/Si core/shell nanowire. The hole gas formed in the Ge core of a Ge/Si core/shell nanowire \cite{49} is an attractive system for exploring the coexisting effects of coherence, confinement, and spin-orbit coupling. Tunable quantum dots have been demonstrated in this system \cite{50, 51}, and antilocalization has been demonstrated in the open-transport regime \cite{52}. Band structure calculations indicate that Ge/Si nanowires may have extremely strong spin-orbit coupling \cite{53}. 1D confinement, combined with a symmetry-breaking electric field (generically present due to gating and substrate), splits and mixes the heavy hole states, generating a Rashba-like spin-orbit interaction. Since the mixing occurs within the valence subbands, this effect is much stronger than conventional Rashba spin-orbit, which is due to mixing of s and p states at finite k, and is therefore suppressed by the band gap (scaling as \(1/\text{gap}^2\)) \cite{53}.

The principle experimental result in this Chapter is that distribution of Coulomb peak heights reveals the presence of strong spin-orbit coupling, and allows a bounding on the spin-orbit strength consistent with measurements performed in the same wire in the open regime. The zero-field distribution is found to differ markedly from that measured in GaAs quantum dots, where spin-orbit coupling is relatively weak \cite{24}, and are consistent with random matrix theory \cite{46} of Coulomb blockade transport through a 0D system with symplectic symmetry (valid for strong spin-orbit coupling). The high-field peak height distribution is found to be a scaled version of the low-field distribution, as expected from theory. However, the observed scale factor, \(\sim 2.3\), is significantly larger than the theoretical factor of 1.4 \cite{46}. Temperature dependence of the peak-height variance is consistent with theory using a value for orbital level spacing measured independently via Coulomb blockade spectroscopy. Consistent bounds on the spin-orbit length, \(l_{so} \lesssim 20 - 25\) nm, are found in the Coulomb blockade and open transport regimes.

We first review random matrix theory results that relate peak statistics to wave function symmetries,
then present experimental results for a gated Ge/Si nanowire sample in the Coulomb blockade and open wire regimes.

1.2 Theory of Coulomb blockade peak heights with spin-orbit coupling

Antilocalization in Coulomb blockade, as studied in this chapter, amounts to a change in the distribution of Coulomb peak heights in a quantum dot. Spin-orbit coupling makes wavefunction nodes less likely, resulting in enhanced Coulomb peak heights. As discussed below, this effect comes from general considerations of the symmetries of the quantum dot.

Consider a quantum dot in the deep Coulomb blockade regime, that is, with temperature, voltage bias, and lifetime broadening small compared to charging energy, $kT, V, \Gamma \ll e^2/C$. When, in addition, $kT$, $V$, and $\Gamma$ are less than the orbital level spacing, $\Delta$, tunneling occurs through a single (ground-state) wave function. In this latter case, Coulomb blockade conductance peaks fluctuate in height from peak to peak (cf. Fig. 1.1 bottom trace), depending on the coupling of the ground-state wave function to modes in the leads.

In the large-temperature limit, $\Gamma \ll kT$, the Coulomb peak height, $g_p$, can be found by solving a system of rate equations [45]. The result is

$$ g_p = \frac{2e^2}{\hbar} \frac{X_s}{kT} \frac{\Gamma_l \Gamma_r}{\Gamma_l + \Gamma_r} = \frac{e^2}{\hbar} \frac{\Gamma}{2kT} X_s \alpha, \quad (1.1) $$

The factors $X_{s=1} = 1/8$ and $X_{s=2} = 3 - 2\sqrt{2}$ arise from the presence ($s = 1$) or absence ($s = 2$) Kramers degeneracy [22]. The factor $\alpha = 4\Gamma_l \Gamma_r / [\Gamma_l + \Gamma_r] \Gamma_l + \Gamma_r$, encodes the dependence of peak height on wavefunctions. For a wavefunction $\psi$ inside the quantum dot, the couplings are proportional to norms evaluated at the device leads, $\Gamma_{l,r} \propto |\psi_{l,r}(0)|^2$, so

$$ \alpha \propto \frac{|\psi_l|^2 |\psi_r|^2}{|\psi_l|^2 + |\psi_r|^2}, \quad (1.2) $$

For a quantum dot lacking any specially designed spatial symmetries, the classical trajectories are chaotic, and the quantum system is quantum chaotic. The general technique for dealing with quantum chaotic systems, employed both in mesoscopic and nuclear physics, is to assume that the Hamiltonian is made of up
random, independent, Gaussian-distributed elements. It is not a priori obvious that such an assumption is valid, although it is known to hold in the specific case of a disordered metallic grain \[54\]. The implication for wavefunctions is surprisingly simple: each wavefunction degree of freedom is Gaussian distributed \[55\]. Without spin-orbit coupling and at \( B = 0 \) wavefunctions are real\(^*\), and thus have one degree of freedom; then \( |\psi|^2 \) is chi-square distributed with one degree of freedom (\( \chi_1^2 \)). Breaking time-reversal symmetry makes wavefunctions complex-valued; then there are two degrees of freedom and \( |\psi|^2 \) is \( \chi_2^2 \) distributed. Finally, in the presence of spin-orbit coupling (at any magnetic field) the wavefunction is complex-valued and spin-dependent; then there are four degrees of freedom and \( |\psi|^2 \) is \( \chi_4^2 \) distributed. The distribution of \( |\psi|^2 \) determines the distribution of \( \alpha \), and thus \( g_{\beta} \) [Eq.'s (1.1-1.2)].

Before giving the explicit formulae for \( P(\alpha) \), it is useful to introduce the formal terminology for symmetry classes of disordered and chaotic dots. They are: orthogonal (\( \beta = 1 \)) for time-reversal symmetric systems, unitary (\( \beta = 2 \)) for systems with broken time-reversal symmetry, and symplectic (\( \beta = 4 \)) for time-reversal symmetric systems with broken spin rotation symmetry. Including spin-orbit and Zeeman coupling yields an extended random matrix theory with two more parameters, \( s \) and \( \Sigma \), in addition to the usual Dyson parameter, \( \beta \) \[45\].

At zero magnetic field, the distribution of \( \alpha \) for weak spin-orbit coupling is given by \[22, 46, 55\]

\[
P_{\beta=1,\Sigma=1,s=2}(\alpha) = \sqrt{\frac{1}{\pi \alpha}} e^{-\alpha},
\]

whereas for strong spin-orbit coupling it is given by

\[
P_{\beta=4,\Sigma=1,s=2}(\alpha) = 16 \alpha^3 e^{-2\alpha} \left( K_0(2\alpha) + \left(1 + \frac{1}{4\alpha}\right) K_1(2\alpha) \right),
\]

where \( K_0 \) and \( K_1 \) are modified Bessel functions. The distributions have \( \bar{\alpha} = 1/2 \) and \( \bar{\alpha} = 4/5 \) for weak and strong spin-orbit coupling, respectively. As discussed above, breaking time-reversal symmetry does not alter the statistics of \( \alpha \), so

\[
P_{\beta=2,\Sigma=2,s=1}(\alpha) = P_{\beta=4,\Sigma=1,s=2}(\alpha).
\]

Note that breaking time reversal symmetry does in fact change \( \chi_s \) so that, for strong spin-orbit coupling,

\(^*\) This can be shown by time-reversing the Schrödinger equation.
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the peak height distribution at high field is expected to be a scaled version of the zero-field distribution, decreased by the ratio \( \chi_{s=2}/\chi_{s=1} \sim 1.4 \) [46] due to lifting of Kramers degeneracy. This is in contrast to the weak spin-orbit case, where the high-field distribution differs markedly in shape from the zero-field distribution, and the high-field mean height is increased by a factor of \( 4/3 \) compared to zero field [55], consistent with experiment [24, 56].

1.3 Experiment parameters

The measured device was formed from a Ge/Si core/shell nanowire (10 nm Ge core, 2 nm Si shell)† placed on an array of Cr/Au bottom gates (2 nm/20 nm thick, 20 nm wide, 60 nm pitch) patterned by electron beam lithography on a lightly doped Si wafer, then covered with 25 nm of HfO\(_2\) (grown by atomic layer deposition at 180°C) before depositing the wires. Patterned Ti/Pd ohmic contacts were deposited following a 3 s buffered HF etch. Conductance was measured in a dilution refrigerator with electron temperature \( T \sim 100 \) mK using standard lock-in techniques with ac excitation \( V_{ac} = 100 \) μV, except where noted. The lock-in excitation was chosen to be as large as possible without altering the peak height distribution. An in-line resistance of 4.2 kΩ was subtracted from all data.

A typical orbital level spacing of \( \Delta \sim 0.2 \) meV was measured from Coulomb blockade spectroscopy, as shown in Fig. 1.1, inset. The number of holes, \( N_{HH} \), in the Coulomb blockade regime was estimated to be roughly 600, based on counting Coulomb oscillations. The length of the quantum dot was in the range \( L = 200 - 600 \) nm, corresponding to the length of the middle segment and the wire. For wire width \( w = 10 \) nm, this gives \( M = 4w/\lambda_F = 4 - 6 \) occupied transverse modes, using a 3D estimate for the Fermi wavelength, \( \lambda_F = (2\pi^2 Lw^2/3N_H)^{1/3} \sim 6 - 9 \) nm. The elastic scattering length \( l = h\mu/\lambda_F e = 35 - 50 \) nm and mobility \( \mu \sim 800 \) cm\(^2\)/Vs were extracted from the slope of the pinch-off curve (Fig. 1.5, inset) using \( g = (\pi w^2/4L)\mu_ne \) [49, 52]. Values in the open regime differ somewhat, as discussed in Sec. 1.5.

It is worth noting from the outset, that the requirements of Eqs. (1.3-1.5) are satisfied in this experiment. These equations require \( \Gamma < kT < \Delta \). \( \Gamma, kT < \Delta \) ensures transport through single energy levels, and \( \Gamma < kT \) ensures that the rate equations apply [46, 57]. The temperature of the quantum dot is \( kT = 60 \mu\text{eV} \), determined from Coulomb blockade thermometry. Note that \( T > T_{\text{base}} \) because of the large lock-in excitation.

†The device shown in Fig. 1.1 is lithographically identical to the one studied here. However, in the measured device the nanowire forms a smaller angle with \( B \) of 31° determined from optical microscopy.
Figure 1.1: Device conductance, $g$, as a function of gate voltages, $V_{2-4}$ [notation indicates $V_2 = V_3 = V_4$], with $V_{ac} = 50 \mu V$. The device can be configured as an open wire (top trace), or an isolated quantum dot (bottom trace). Left inset: SEM micrograph of lithographically identical device. Direction of magnetic field $B$ indicated by vertical arrow. Right inset: $dg/dV_B$ in $(e^2/h)/mV$ as a function of dc bias, $V_b$, and gate voltages, $V_{2-3}$, yield orbital energy spacing $\Delta \sim 0.2$ meV.
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The average tunnel rate is \( \Gamma = 7 \mu eV \), determined from the zero-field average Coulomb peak height at zero field using \( \delta p = \chi_{s^{2}} \frac{e^{2}}{2kT} \). The mean level spacing is \( \Delta = 0.2 \text{ meV} \), determined from Coulomb blockade spectroscopy and confirmed by temperature dependence [Fig. 1.1, Fig. 1.2(c)]. The requirement \( \Gamma < kT < \Delta \) is therefore squarely satisfied in this experiment.

Equations (1.3-1.5) also require the quantum dot to be diffusive or chaotic. The quantum dot studied here is diffusive. There are at least \( N_{H} = 600 \) holes in the dot, determined from counting Coulomb oscillations. The length of the quantum dot lies in the range \( L = 200 - 600 \text{ nm} \), corresponding to the length of the middle segment and the entire wire. This implies \( M = 4w/\lambda_{F} = 4 - 6 \) occupied transverse modes. Here we have used the three-dimensional expression to estimate the Fermi wavelength \( \lambda_{F} = 2L(\pi w)^{2}(3N_{H})^{-1/3} \sim 6 - 9 \text{ nm} \) (justified when \( M \gg 1 \)). The Drude elastic scattering length is \( l = h\mu/\lambda_{Fe} = 35 - 50 \text{ nm} \). The mobility \( \mu = 800 \text{ cm}^{2}/Vs \), determined from the slope of the pinch-off curve in Fig. 1.5 inset and the Drude relation \( g = \pi w^{2}\mu ne/(4L) \), is consistent with previous estimates under similar conditions \([49, 52]\). The dot therefore satisfies \( l < L \) and is diffusive.

1.4 Coulomb blockade measurements

Figure 1.1 shows the two-terminal conductance of the nanowire as a function of a common voltage on gates 2, 3 and 4, denoted \( V_{2-4} \), for a common voltage on gates 1 and 5, \( V_{1,5} \), corresponding to open regime (top trace) and tunneling regime (bottom trace). \( V_{2-4} \) tune the hole density, while \( V_{1} \) tunes the left barrier and \( V_{5} \) tunes the right barrier. Coulomb blockade peaks appear when left and right barriers have conductance less than \( 2e^{2}/h \). The open regime shows weak dependence on gate voltage, with an onset of Coulomb oscillations as conductance decreases; the tunneling regime showed well defined Coulomb blockade peaks with fluctuating heights. The heights of neighboring peaks appear correlated over roughly two peaks, even at the lowest temperatures, similar to \([24]\), which decreases the effective ensemble size.

Representative sets of Coulomb blockade peaks at \( B \sim 0 \) and 6 T [Figs. 1.2(a,b)] show a decrease in average peak height at high field, as expected for strong spin-orbit coupling. As temperature was increased above \( \Delta \), fluctuations in peak height decreased rapidly, consistent with a simple model that assumes resonant transport through multiple, uniformly spaced levels [Fig. 1.2(c)] (see "picket fence" model in Ref. [58]). Note that the same ensemble was used for each temperature. This presumably accounts for the
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Figure 1.2: Conductance, \( g \), as a function of gate voltages \( V_{2-3} \) with the device configured as a quantum dot for (a) \( B = 0 \) and (b) \( B = 6 \) T. The application of a magnetic field reduces the average peak height. (c) Peak height standard deviation normalized by the ensemble-averaged peak height, \( \sigma/g_p \), versus temperature \( T \) at \( B = 0 \) (\( V_{ac} = 10 \) μV), based on \( \sim 50 \) peaks per point. Fluctuations of peak heights decrease for \( kT \sim \Delta \). Theory curve has no free parameters (see text). Insets: sample of peaks showing diminished fluctuations at higher temperature.

correlated departures from theory at low temperature. The discrepancy with theory at high temperature is unexplained, and is reminiscent of [59].

We now turn to an examination of the statistical properties of the Coulomb peaks. To increase the number of statistically independent Coulomb peaks, the gate \( V_4 \) was swept until Coulomb peaks became uncorrelated, as shown in Fig. 1.3. The number of peaks that can be acquired using this technique is eventually limited by the fact that large excursions in \( V_4 \) change the tunnel rates to the leads. Two families of Coulomb peaks, at \( V_4 = 0.2 \) V and \( V_4 = -0.1 \) V were selected and their height distributions examined.

Peak height histograms for all \( m = 142 \) Coulomb peaks show the evolution of the distribution as a function of magnetic field [Fig. 1.4(a)]. The observed decreasing average peak height at higher fields—Coulomb blockade antilocalization—as well as the maximum in the distribution away from zero height at all fields, are both signatures of strong spin-orbit coupling.

Figures 1.4(b,c) show peak height distributions, \( P(g_p) = (\bar{g}_p/\sigma_g)^{-\beta} \Sigma_s (\bar{g}_p/\sigma_g) = N/(mW) \), where \( W \) is the bin width and \( N \) is the bin count in Fig. 1.4(a), at low and high magnetic fields.

The low-field data in Fig. 1.4(b) agree with the theoretical distribution for strong spin-orbit coupling (\( \beta = 4 \)), with the mean peak height taken from Fig. 1.4(a), and are inconsistent with the theoretical distri-
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Figure 1.3: Device conductance $g$ as a function of gate voltages $V_{2-3}$ and $V_4$. Red lines indicate the values of $V_4$ used for the Coulomb peak ensemble in Fig. 1.4.

bution for weak spin-orbit coupling ($\beta = 1$). The high-field data in Fig. 1.4(c) are consistent with a scaled version of the low-field theoretical distribution, as expected for strong spin-orbit coupling, but with a scale factor of $\sim 2.3$ rather than the theoretically predicted factor of 1.4. The reason for this discrepancy—qualitative scaling, but not by the predicted factor—is not understood, but may result from changes in tunnel rates out of the dot or changes in density of states in the leads, which are also likely segments of the nanowire.

The distribution of Coulomb peak spacings, another statistical property that in principle contains information about symmetries of wave functions, have also been examined [60]. The measured distributions appear Gaussian with similar widths for zero and higher magnetic fields, with a standard deviation of $0.5 \text{ meV}$. This width is comparable to the single-particle level spacing, as seen in previous experimental studies [23, 60]. Peak spacing distributions are more susceptible to experimental noise than peak height distributions, so it is not surprising that peak height distributions show field dependence while spacing distributions do not. Symplectic statistics associated with strong spin-orbit coupling have been measured in the spacings between excited states in metallic quantum dots [61].

1.5 Open regime measurement

To compare antilocalization in the Coulomb blockade regime to the open-wire regime, we tuned the device to more negative gate voltages, where Coulomb blockade oscillations were absent [see Fig. 1.1(a)].
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Figure 1.4: (a) Histograms of Coulomb blockade peak heights (color scale) as a function of magnetic field, \( B \). Line traces show the smoothed conductance of three individual Coulomb peaks. Average peak height decreases with \( B \), while individual peak heights fluctuate. Inset: Measured mean peak height, \( \overline{g_p} \), as a function of \( B \), extracted from data in main figure. (b) Peak height distribution, \( P(g_p) \), for \( B \sim 0 \) (range shown as blue band at the top of (a)). Theory curves from Eq. (1.4) (solid) and Eq. (1.3) (dashed). (c) Peak height distribution, \( P(g_p) \), for \( |B| \sim 6 \) T (range shown as red bands at the top of (a)). Theory curves from Eq. (1.5) (solid), which is the same as Eq. (1.4) scaled by \( 8(3 - 2\sqrt{2}) \sim 1.4 \) and Eq. (1.4) scaled by a factor of 2.3 (dashed). The single experimental parameter \( \Gamma/kT \) is fixed using \( \overline{g_p} \) at \( B = 0 \) from (a) inset.
The number of holes was larger in the open regime, $N_H \sim 1700$ and $\lambda_F \sim 6$ nm, again determined by counting Coulomb oscillations and assuming the device is depleted at pinch-off. The inset of Fig. 1.5 shows that high-bias conductance saturates at larger negative gate voltages, indicating a decreasing mobility with increasing density. Similar behavior has been reported in Ge/Si nanowires [49], Ge nanowires [62], and Si heterostructures [63]. In Si heterostructures, this decrease in mobility was explained as resulting from carriers being pulled toward the rough heterointerface, as well as an increase in phase space for scattering as more transverse subbands are occupied [63, 64]. Presumably, comparable effects occur in wires.

Magnetococonductance, $g(B)$, measured in the open-wire regime, is shown in Fig. 1.5 along with a theory curve that includes contributions from the wire, $g_w(B)^{-1}$, as well as from the two contacts, set to $g_c^{-1} = 2e^2/h$ near the onset of Coulomb blockade, $g(B) = [2g_c^{-1} + g_w(B)^{-1}]^{-1}$. Following Ref. [39], we use the expression

\[
g_w(B) = g_\infty - \frac{2e^2}{h} \left[ \frac{3}{2} \left( \frac{1}{D\tau_\varphi} + \frac{4}{3D\tau_{so}} + \frac{1}{D\tau_B} \right)^{-1/2} \right.
- \frac{1}{2} \left( \frac{1}{D\tau_\varphi} + \frac{1}{D\tau_B} \right)^{-1/2}
- \frac{3}{2} \left( \frac{1}{D\tau_\varphi} + \frac{4}{3D\tau_{so}} + \frac{1}{D\tau_e} + \frac{1}{D\tau_B} \right)^{-1/2}
+ \frac{1}{2} \left( \frac{1}{D\tau_\varphi} + \frac{1}{D\tau_e} + \frac{1}{D\tau_B} \right)^{-1/2} \left. \right]
\]  

(1.6)
for the magnetoconductance of the wire, where $g_\infty$ is the classical (background) conductance, $L \sim 600$ nm is the length of the occupied region of the nanowire, $D$ is the diffusion constant, and $\tau_\varphi, \tau_{so}, \tau_B, \tau_e$ are the dephasing, spin relaxation, magnetic, and impurity-impurity scattering times. In the present study, where $l_e \ll l_\varphi$, the last two terms of Eq. (1.6) do not play an important role, and in principle could be dropped. We retain these terms, though they have no discernible effect on the fits, for consistency with the existing literature \([41, 44, 52, 65]\) for $w < l_e$. 

The transport scattering length, $l_t = 2D/v_f$, where $v_f$ is the Fermi velocity, the dephasing length, $l_\varphi$, and the spin precession length, $l_{so}$, then appear as \([38, 40]\) $D\tau_\varphi = \frac{\hbar^2}{2}, D\tau_e = l_\varphi/2, D\tau_B = C_1 l_B^D/w^3 + C_2 l_\varphi l_B^D/w^2$, and $D\tau_{so} = C_3 l_\varphi l_B^D/w^3$, where $l_B^D = h/eB$. Constants $C_1 = 4\pi (9.5), C_2 = 3 (24/5)$ apply for diffusive (specular) boundary scattering \([38]\), and we interpolate between these values for specularity, $\varepsilon$, between zero (fully diffusive) and one (fully specular). We use the specular value $C_3 = 130 [40]$, lacking a theoretical value for diffusive boundary scattering. The ratio of scattering lengths depends on specularity and sample width, $l_t/l_e = F(w/l_e, \varepsilon)$, with $F(\cdot, 1) = 1$ \(^4\). These expressions require $\lambda_F < w$ and $w < l_e$, the former barely satisfied for $\lambda_F = 6$ nm.

Four free parameters, $l_{so}, g_\infty, l_e, l_\varphi$, are used to fit theory to data. The transport scattering length is found from $l_t = (4L/\pi w^3)g_\infty/\lambda_F m e^2$, where $n = 4N_H/\pi w^2 L$ is the 3D hole density (a reasonable model, given six occupied transverse modes). Specularity can then be found by inverting $l_t/l_e = F(w/l_e, \varepsilon)$, and the Fermi wavelength can be found from the 3D density, $\lambda_F = (8\pi/3n)^{1/3}$. As seen in Fig. 1.5, the model fits the data very well, and gives the following ranges for transport parameters, $g_\infty = 0.2$ – $0.7$ $e^2/h$, $l_e < 10$ $\mu$m, $l_t = 15$-$25$ nm $l_\varphi = (0.2 - 1.2)$ $\mu$m, specularity in the range $\varepsilon = 0.4 - 1$, and $l_{so} < 20$ nm. (Allowing $l_{so} > 20$ nm gives good fits only with $l_e > 10$ $\mu$m, which we rule out as unphysical.)

To give a better sense for the dependence of the conductance $g(B)$ on the four fit parameters, some sample curves are shown in Fig. 1.6, with parameter values summarized in Table 1.1. Calculating a normalized

\[^4\] $F$ is given by \([66]\)

$$F(\kappa, \varepsilon) = 1 - \frac{12}{\pi} (1 - \varepsilon^2) \sum_{y=1}^{\infty} \varepsilon^{-y-1} \int_0^1 dx \sqrt{1 - x^2} S_k(\kappa y),$$

where $S_k(\lambda) = \int_0^{\pi/2} d\theta e^{-\lambda/\sin \theta} \cos^2 \theta \sin \theta$. 
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Figure 1.6: Device conductance, $g$, as a function of magnetic field, $B$, identical to Fig. 1.5. The green and purple curves correspond to $l_{\text{so}} = 19$ nm and $l_{\text{so}} = 10$ nm with $g_{\infty}$, $l_e$, and $l_\phi$ treated as fit parameters. The red curve is a fit assuming perfectly specular boundary scattering with $l_{\text{so}}$, $g_\infty$, $l_\phi$ treated as fit parameters. Fit parameters for all curves are given in Table 1.1. Inset: Goodness of fit, $\chi^2$, as a function of $l_{\text{so}}$ with $g_{\infty}$, $l_e$, and $l_\phi$ treated as fit parameters. The dots correspond to the $l_{\text{so}}$ values of the curves in the main portion of the figure.

<table>
<thead>
<tr>
<th>description</th>
<th>color</th>
<th>$l_{\text{so}}$ (nm)</th>
<th>$g_{\infty}$ (e$^2$/h)</th>
<th>$l_e$ (nm)</th>
<th>$l_\phi$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{\text{so}} = 10$ nm</td>
<td>purple</td>
<td>fixed</td>
<td>0.25</td>
<td>$10^4$</td>
<td>610</td>
</tr>
<tr>
<td>$l_{\text{so}} = 19$ nm</td>
<td>green</td>
<td>fixed</td>
<td>0.67</td>
<td>$10^4$</td>
<td>1250</td>
</tr>
<tr>
<td>specular</td>
<td>red</td>
<td>1.4</td>
<td>0.39</td>
<td>15</td>
<td>190</td>
</tr>
</tbody>
</table>

Table 1.1: Parameters for curves in Fig. 1.6.

$\chi^2$ statistic for a series of spin-orbit lengths while leaving the other three parameters $g_{\infty}$, $l_e$, and $l_\phi$ free, reveals that $\chi^2$ is essentially flat for sufficiently small spin-orbit lengths. We interpret this as indicating that the data are consistent with $l_{\text{so}} < 20$ nm, although the presence of correlated errors due to $1/f$ device noise excludes the use of a formal $\chi^2$ analysis. The role of specularity was also explored; fixing perfectly specular reflection gives an extremely short spin-orbit lengths, of order 1 nm.

For meaningful fits, it was important to constrain a maximum elastic scattering length, here $l_e < 10$ $\mu$m. This constraint is generous; high mobility GaAs samples typically have scattering lengths of order microns, and the mobility of nanowires is many orders of magnitude lower. Tightening the constraint on $l_e$ would lower the bound on $l_{\text{so}}$. 
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1.6 Discussion

As a comparison between open and nearly isolated regimes, we note that the observation of antilocalization in Coulomb blockade implies $\varepsilon_{so} > \Delta$ where $\varepsilon_{so}$ is the spin-orbit energy in the dot [46]. To convert this into a spin-orbit length we assume the simple relation $\varepsilon_{so} = \hbar^2/(2m^*l_{so}^2)$ [53] and the bulk heavy-hole effective mass $m^* = 0.28m_e$. This gives $l_{so} < 25$ nm, consistent with the open regime measurement of $l_{so} < 20$ nm.

It is interesting to consider the reason for the large magnetic field scale associated with antilocalization in both regimes. Flux cancellation due to boundary scattering is known to enhance the effective magnetic length [38]. For Rashba type spin-orbit interactions, which are expected in Ge-Si, flux cancellations of the effective spin-orbit magnetic field can also occur [40]. These effects roughly cancel out, and the field scale for antilocalization is then $l_B = l_{so}$, or $B^* = \hbar/(el_{so}^2) = 3$ T for $l_{so} = 15$ nm.

In summary, this chapter presented an experimental study of Coulomb blockade peak height statistics in a Ge/Si nanowire quantum dot. Peak height distributions as well as the field dependence of average peak height (antilocalization) are consistent with the effects of strong spin-orbit coupling. However, the observed decrease in average peak height with applied magnetic field is larger than expected. Magnetoconductance of the same device configured as an open wire yields consistent results. Further investigation of the spin-orbit strength in this system could come from spectroscopic measurements of orbital anticrossings in a quantum-dot, or from electric-dipole spin resonance measurements in a Ge/Si double quantum dot. Combined with the expectation of long spin dephasing times in Ge/Si quantum dots, the strong spin-orbit coupling found in this work makes Ge/Si nanowire quantum dots attractive for spin qubit applications. A Ge/Si spin qubit is demonstrated in Chap. 2.
Hole dephasing in a Ge/Si nanowire

This chapter describes a measurement of the hole dephasing time in a Ge/Si core/shell nanowire spin qubit. The bulk of the chapter was published as Ref. [67], which Thorvald Larsen helped write. Experiments were carried out under the supervision of Charles Marcus and Ferdinand Kuemmeth, with experimental assistance from Patrick Herring. Nanowires were grown by Jun Yao and Hao Yan, under the supervision of Charles Lieber. Discussions with Félix Beaudoin, Bill Coish, Jeroen Danon, Xuedong Hu, Christoph Kloeefel, Franziska Maier and Mark Rudner were very helpful while writing up the data.

2.1 Introduction

Realizing qubits that simultaneously provide long coherence times and fast control is a key challenge for quantum information processing. Spins in III-V semiconductor quantum dots can be electrically manipulated, but lose coherence due to interactions with nuclear spins [6, 68, 69]. While dynamical decoupling and feedback have greatly improved coherence in III-V qubits [70–72], the simple approach of eliminat-
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ion nuclear spins using group IV materials remains favorable. Carbon nanotubes have been investigated for this application \([8, 73–75]\), but are difficult to work with due to uncontrolled, chirality-dependent electronic properties. So far, coherence has not been improved over III-V spin qubits.

Si devices have shown improved coherence for gate-defined electron quantum dots \([10, 76–78]\), and for electron and nuclear spins of phosphorous donors \([79–82]\). The Ge/Si core/shell heterostructure nanowire is an example of a predominantly zero-nuclear-spin system that is particularly tunable and scalable \([49, 83–86]\). As discussed in Chapter 1, holes in Ge/Si nanowires exhibit large spin-orbit coupling \([27, 52, 53]\), a useful resource for fast, all-electrical control of single spins \([9, 75, 87–89]\). Moving to holes should also improve coherence because the contact hyperfine interaction, though strong for electrons associated with \(s\)-orbitals, is absent for holes associated with \(p\)-orbitals \([90]\). Indeed, a suppression of electron-nuclear coupling in hole conductors was recently demonstrated in InSb \([91]\).

Here, we measure spin coherence times of gate-confined hole spins in a Ge/Si nanowire double quantum dot using high bandwidth electrical control and read out of the spin state. We find inhomogeneous dephasing times \(T_2^*\) up to 0.18 \(\mu\)s, twenty times longer than in III-V semiconductors. This timescale is consistent with dephasing due to sparse \(^{73}\text{Ge}\) nuclear spins (see Sec. 2.2). The observed exponential coherence decay suggests a dephasing source with high-frequency spectral content, and we discuss a few candidate mechanisms. These results pave the way towards improved spin-orbit qubits and strong spin-cavity coupling in circuit quantum electrodynamics \([92]\).

2.2 Theoretical expectation for \(T_2^*\)

In this section we present a theoretical estimate of the timescale of hole spin dephasing due to dipolar hyperfine coupling. The dephasing time is set by the dipolar coupling constant for the \(^{73}\text{Ge}\) isotope, \(A_{73}^{\text{Ge}}\), which is not well known. We estimate its magnitude using the contact hyperfine constant in GaAs, \(A_{\text{GaAs}}^{\text{GaAs}}\), determined by spin qubit dephasing times in these systems.

\(T_2^* = \sqrt{2}h/\sigma\) is related to the nuclear hyperfine coupling constants by \([90]\)

\[
\sigma^2 = \frac{1}{4N} \sum_j v_j \bar{l}(\bar{l} + 1)(A^j)^2,
\]

(2.1)
where the sum is over the nuclear species with abundance \( v_j \) and spin \( I_j \), and \( N \) is the total number of nuclei overlapped by the hole wavefunction. The wavefunction amplitude is assumed to be homogeneous at each nuclear site. Because all isotopes of Ga and As have \( I_j = I_{GaAs} = 2 \), Eq. (2.1) can be rewritten as

\[
\sigma^2 = \frac{1}{4N} J_{GaAs} (J_{GaAs} + 1) \sum_j v_j (A_j^e)^2 = \frac{1}{4N} J_{GaAs} (J_{GaAs} + 1) (A^e_{GaAs})^2,
\]

where the last equality defines \( A^e_{GaAs} \). In GaAs \( T_2^* = 10–30 \text{ ns} \) \([6, 68, 93, 94]\), implying \( A^e_{GaAs} = 200–600 \mu\text{eV} \) assuming \( 10^6 \) nuclei.

We assume that \( A^e_{GaAs} \approx A^e_{Ge} \) because both result from contact hyperfine interaction in 4s orbitals, and use the approximate scaling factor from Fischer et al \([90]\) to estimate \( A^e_{Ge} \):

\[
\frac{A_h}{A_e} = \frac{1}{5} \left( \frac{Z_{eff}(Ge, 4p)}{Z_{eff}(Ge, 4s)} \right)^3.
\]

The ratio of effective nuclear charges is \( Z_{eff}(Ge, 4p)/Z_{eff}(Ge, 4s) = 0.84 \) \([95]\). \( A^e_{Ge} = 200–600 \mu\text{eV} \) then implies \( A^e_{Ge} = 20–70 \mu\text{eV} \). Eq. (2.3) agrees with experimental measurements in III/V semiconductor dots to within 10-20% \([91, 96]\). \( \sigma \) is then calculated using Eq. (2.1), assuming \( N = 3 \times 10^5 \) (dot length 80 nm) and the natural abundance values 0.92 for \( I = 0 \) (\(^{70}\)Ge, \(^{72}\)Ge, \(^{74}\)Ge) and 0.08 for \( I = g/2 \) (\(^{73}\)Ge). This gives \( \sigma = 25–90 \text{ neV} \).

The expected dephasing time for holes confined in the germanium core of our devices is therefore \( T_2^* = \frac{\sqrt{2h}}{\sigma} = 65–230 \text{ ns} \), in agreement with the experimental value \( T_2^* = 180 \text{ ns} \), found below. We emphasize that this estimate is rough. In particular the actual size of both GaAs and Ge dots are not well known, which introduces uncertainty in the estimate for \( N \).

### 2.3 Setup and Charge Readout

Ge/Si core/shell nanowires host a tunable hole gas in the Ge core \([\text{Fig. 2.1(a)}]\) with typical mobility \( \mu \sim 1000 \text{ cm}^2/(\text{V} \cdot \text{s}) \). In the presence of realistic external electric fields, the 1D hole gas is expected to occupy a single Rashba-split subband with \( \sim 1 \text{ meV} \) spin-orbit splitting, based on theory \([53]\) and previous experiments \([27, 52]\). Fabrication of double dots with discrete hole states, and measurements of spin relaxation have been reported \([50, 97]\).

The device, diagrammed in Fig. 2.1(b), is fabricated on a lightly doped Si substrate. The substrate, in-
Figure 2.1: Ge/Si double quantum dot device. a, Cross section and energy diagram of conduction band (CB) and valence band (VB). The quantum well supporting the hole gas forms in the VB of Ge. b, Device schematic. c, False color scanning electron micrograph. High-bandwidth plunger gates \( V_L \) and \( V_R \) are labeled. \( V_{\text{RF}} \) is reflected from the LC circuit attached on the right lead. d, Demodulated \( V_{\text{RF}} \) versus \( V_L \) and \( V_R \) at \( B = 1 \) T. Negatively sloped gray lines correspond to single-hole transfers between the right dot and right lead. Positive slopes are due to hole transfers directly between dots. Guides to the eye (dashed lines) indicate hole transfers between the left dot and lead, too faint to be visible in the data because the resonator is on the right side.

Gate voltages are tuned to form a double quantum dot in the nanowire with control over charge occupancy and tunnel rates. High-bandwidth (400 MHz) plunger gates \( V_L \) and \( V_R \), labeled in Fig. 2.1(c), control hole occupation in the left and right dots. The readout circuit is formed by wire bonding a 180 nH inductor directly to the source electrode of the device. Combined with a total parasitic capacitance of 0.2 pF, this forms an LC resonance at 830 MHz with bandwidth 15 MHz. Tunneling of holes between dots or between the right dot and lead results in a capacitive load on the readout circuit, shifting its resonant frequency. The circuit response is monitored by applying near-resonant excitation to the readout circuit and recording changes in the reflected voltage, \( V_{\text{RF}} \), after amplification at \( T = 4 \) K and demodulation using a 90° power splitter and two mixers at room temperature.

S. Weinreb LNA SN68. Minicircuits ZP-2MH mixers. Tektronix AWG5014 waveform generator used on \( V_L \) and
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The charge stability diagram of the double dot is measured by monitoring $V_{RF}$ at fixed frequency while slowly sweeping $V_L$ and $V_R$ [Fig. 2.1(d)]. To reject low-frequency electrical noise the RF carrier (frequency $\approx 830$ MHz) is turned on and off at a rate of $157$ Hz, and the reflected RF signal, demodulated by homodyne mixing, is fed into a SR830 lock-in amplifier. This lock-in technique was used only for Fig. 2.1(d), although conceptually similar differential methods are employed below. In addition to the lock-in technique, the plunger gates are pulsed in a square wave along the detuning axis on a microsecond timescale. These fast pulses, designed to search for Pauli blockade, result in a “negative copy” of the stability diagram, which are not shown.

Lines are observed whenever single holes are transferred to or from the right dot. Transitions between the left dot and left lead are below the noise floor (not visible) because the LC circuit is attached to the right lead. Enhanced signal is observed at the triple points, where tunneling is energetically allowed across the entire device. The observed “honeycomb” pattern is consistent with that of a capacitively-coupled double quantum dot [100]. The charging energies for the left and right dots are estimated $1.7$ meV and $2.7$ meV from Fig. 2.1(d), using a plunger lever arm of $0.3$ eV/V, determined from finite bias measurements on similar devices [50]. The few-hole regime was accessible only in the right dot, identified by an increase in charging energy. Based on the location of the few-hole regime in the right dot, we estimate the left and right hole occupations to be 70 and 10 at the studied tuning. We found that operating in the many-hole regime improved device stability, facilitating gate tuning and readout. We do not know if this affects the quality of the qubit, as recently found for electron spins in GaAs [101].

2.4 Spin readout

The spin state of the double dot is read out by mapping it onto a charge state using the Pauli blockade pulse sequence diagrammed in Fig. 2.2. At the points E1 and E2 (“empty”) the double dot is in the $(m+2, n+1)$ charge state, assuming that $m$ ($n$) paired holes occupy lower orbitals in the left (right) dot. Pulsing to P (“prepare”) in $(m+1, n+1)$ discards one hole from the left dot, leaving the spin state of the double dot in a random mixture of singlet and triplet states. Moving to M (“measure”) adjusts the energy detuning between the dots, making interdot tunneling favorable. When M is located at zero detuning, $\varepsilon = 0$, tunneling is $V_R$. Coilcraft 0603CS chip inductor.
Figure 2.2: Spin readout using Pauli blockade. $V_{RF}$ at the measurement point $M = (V_L, V_R)$ of the pulse sequence indicated by white arrows. Dashed lines estimate changes in double dot hole occupancy $(m, n)$, where $m$ ($n$) denotes the occupancy of the left (right) dot. Large solid triangle outlines the region over which direct interdot charge transitions occur. The interdot transition at $\varepsilon = 0$ (marked by a red line) is weak due to Pauli blockade of triplet states, illustrated in the red diagram. The interdot transition at $\varepsilon = \Delta_{ST}$ (marked by a blue line) is strong due to tunneling of triplet states, illustrated in the blue diagram.

allowed for singlet but Pauli-blocked for triplet states. When $M$ is at the singlet-triplet splitting, $\varepsilon = \Delta_{ST}$, triplet states can tunnel. The location of the interdot charge transition therefore reads out the spin state of the double dot. We expect this picture to be valid for multi-hole dots with an effective spin-$\frac{1}{2}$ ground state [97, 101–103]. We use singlet-triplet terminology for clarity, but note that strong spin-orbit coupling changes the spin makeup of the blockaded states without destroying Pauli blockade [104].

The fast pulse sequence $E_1 \rightarrow E_2 \rightarrow P \rightarrow M \rightarrow E_1$ is repeated continuously while rastering the position of $M = (V_L, V_R)$ near the $(m+1, n+1)-(m+2, n)$ charge transition (Fig. 2.2). The RF carrier is applied only at the measurement point, $M$. As shown in Fig. 2.1(d), features with negative slope are observed corresponding to transitions across the right barrier. We interpret the weak interdot transition at zero detuning accompanied by a relatively strong interdot feature at large detuning as Pauli blockade of the ground-state interdot transition ($\varepsilon = 0$), and lifting of blockade at the singlet-triplet splitting ($\varepsilon = \Delta_{ST}$). The strength of the $\varepsilon = 0$ interdot transition thus measures the probability of loading a singlet at point $P$, while the strength at $\varepsilon = \Delta_{ST}$ measures the probability of loading a triplet.

As a control, the Pauli blockade pulse sequence was run in the opposite direction, where it is not expected to result in the appearance of a triplet tunneling feature. The reasoning is that the reverse sequence initializes an $(m+2, n)$ at point $P$, which can always be separated into the $(m+1, n+1)$ charge state at the
interdot transition. The reversed sequence initializes only singlets, so no blockade signal is expected. Running the reversed sequence, only the singlet-singlet interdot transition is observed (Fig. 2.3), as expected for Pauli blockade.

2.5 Spin relaxation

Spin relaxation is measured by varying the dwell time $\tau_M$ at the measurement point for the counterclockwise Pauli-blockade sequence. As $\tau_M$ increases the triplet transition weakens and the singlet transition strengthens [Fig. 2.4(a,b)] due to triplet-to-singlet spin relaxation. Note that these relaxation processes have different charge characters at different measurement points. For example, at $\varepsilon = 0$ the initial charge state is $(m+1, n+1)$, whereas at $\varepsilon = \Delta_{ST}$ the initial charge state is hybridized with $(m+2, n)$.

The $T_1$ spin relaxation time is measured by analyzing a cut along the $V_\varepsilon$ axis [shown in Fig. 2.4(b)] and varying $\tau_M$. Two example cuts are shown in Fig. 2.4(c) The cuts were obtained in software post-processing in three steps. First, the colorscale of the 2D images [e.g. Fig. 2.4(a,b)] are scaled to take into account the duty cycles of the different pulse sequences, by multiplying each pixel by $\tau_\Sigma/\tau_M$ where $\tau_\Sigma$ is the total pulse sequence length. Second, a constant voltage is subtracted from each image such that $V_{RF} = 0$ corresponds to Coulomb blockade. Finally, we removed a small glitch due to a time-constant effect in the dc DAC.
Figure 2.4: Spin relaxation. a, $V_{RF}$ at the measurement point $M = (V_L, V_R)$ of $T_1$ pulse sequence (arrows). The dwell time at $M$ is $\tau_M = 0.4 \, \mu$s. b, Same as (a), but with $\tau_M = 4 \, \mu$s. c, Cuts along the $V_x$ region indicated in (b) for $\tau_M = 0.4 \, \mu$s (□) and $\tau_M = 4 \, \mu$s (△). Each cut is fit with the sum of two Lorentzians, the left of height $V_p^{(S)}$ and right of height $V_p^{(T)}$. The center of the left Lorentzian defines zero detuning, $V_x = 0$. d, Readout visibility $I^{(S,T)} = V_p^{(S,T)} / V_0^{(S,T)}$ as a function of $\tau_M$. Fits are to Eqs. (2.4,2.5) and have characteristic decay times $T_1^{(S)} = 200 \, \text{ns}$ and $T_1^{(T)} = 800 \, \text{ns}$ for singlet and triplet states. Normalization factors are $V_0^{(S)} = 25 \, \mu\text{eV}$ and $V_0^{(T)} = 200 \, \mu\text{eV}$. 
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\[ V_R \approx 196 \text{ mV} \] by subtracting a suitable background near \( V_R = 196 \text{ mV} \). This glitch occurred whenever the DC component of \( V_R \) crossed 196 mV, independent of \( V_L \). At this plunger gate voltage, data acquisition briefly paused while new calibrated plunger voltage values were loaded into the DC voltage source. This lookup process caused a small voltage spike in \( V_{RF} \) that does not represent any properties of the device itself. Software post-processing is done in three steps. First, the color scale of images in Figures 2-4 are scaled to take into account different duty cycles of the different pulse sequences, by multiplying each pixel by \( \tau_S/\tau_M \) where \( \tau_S \) is the total pulse sequence length. Second, a constant voltage is subtracted from each image such that \( V_{RF} = 0 \) corresponds to Coulomb blockade. Finally, we removed a glitch due to a time-constant effect in the dc voltage source occurring near \( V_R = 196 \text{ mV} \), independent of \( V_L \). At this plunger gate voltage, data acquisition briefly paused while new values were loaded into the DC voltage source. The additional settling time caused a small voltage spike in \( V_{RF} \) that does not represent any properties of the device itself. Cuts along the \( V_\varepsilon \) axis are taken in software and numerically smoothed to remove pixelation errors.

For each \( \tau_M \), the cut is fit to the sum of two Lorentzians with equal widths and constant spacing, as shown in Fig. 2.4(c). The Lorentzian heights, \( V_p^{(T)} \) for the triplet peak and \( V_p^{(S)} \) for the singlet peak, are fit to the exponential forms

\[
V_p^{(S)}(\tau_M) = \frac{1}{4} V_0^{(S)} \left[ 4 - 3p \left( \tau_M, T_1^{(S)} \right) \right], \\
V_p^{(T)}(\tau_M) = \frac{3}{4} V_0^{(T)} p \left( \tau_M, T_1^{(T)} \right),
\]

where \( p(\tau_M, T_1) = (1/\tau_M) \int_0^{\tau_M} e^{-t/T_1} dt \) is the exponential decay averaged over the measurement time. Figure 3(d) plots the readout visibility, \( f^{(S,T)} = V_p^{(S,T)}/V_0^{(S,T)} \) extracted from the \( V_\varepsilon \) cuts. The fit relaxation time is \( T_1^{(T)} = 800 \text{ ns} \) at the triplet position [blue line in Figs. 3(a,b)], and \( T_1^{(S)} = 200 \text{ ns} \) at the singlet position [red line in Figs. 3(a,b)]. We note that these spin relaxation times are three orders of magnitude shorter than those previously measured in a similar device in a more isolated gate configuration and away from interdot transitions [97]. Detuning dependence of spin relaxation has been observed previously and attributed to detuning-dependent coupling to the leads as well as hyperfine effects (presumably the former dominate here) [105, 106]. Relaxation due to the spin-orbit interaction is expected to take microseconds.
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Figure 2.5: Spin dephasing. 

- **a**, $V_{\text{RF}}$ at the measurement point $M = (V_L, V_R)$ of $T_s^2$ pulse sequence (arrows). The dwell time at $S$ is $\tau_S = 10$ ns.
- **b**, Same as **a**, but with $\tau_s = 1$ μs.
- **c**, Normalized differential voltage at the triplet line $\Delta V = |V(t_S) - V_{\infty}|/|V(0) - V_{\infty}|$ as a function of $\tau_S$. The $B = 0$ T data are measured at $(V_L, V_R)$ indicated in **(b)**, yielding a $T_s^2$ dephasing time of 0.18 μs. The $B = 1$ T data are obtained at a different dot occupancy and tuning using the same method, yielding $T_s^2 = 0.15$ μs. The normalization factor is $V_{\text{RF}}(0) - V_{\infty} = 35$ μV. Solid and dashed lines are fits to exponentials.
- **d**, Probability $P^{(S,T)} = V_p^{(S,T)}/V_0^{(S,T)}$ obtained from data as in **(a,b)**, analyzed as in Fig. 2.4(c). Fits are to Eqs. (2.6,2.7) with $T_s^2 = 0.18$ μs fixed from **(c)**. Normalization factors are $V_0^{(S)} = 60$ μeV and $V_0^{(T)} = 130$ μeV.

or longer [107]. The difference between $V_0^{(S)}$ and $V_0^{(T)}$ can possibly be attributed to differences in singlet-singlet and triplet-triplet tunnel couplings or enhanced coupling near the edges of the pulse triangle. The separation between Lorentzian peaks by 0.38 mV can be interpreted as $\Delta_{ST} = 160$ μeV, using a plunger lever arms of 0.3 eV/V.

2.6 Spin dephasing

To investigate spin dephasing, an alternate pulse sequence is used that first initializes the system into a singlet state in $(m+2, n)$ at point P, then separates to point S ("separate") in $(m+1, n+1)$ for a time $\tau_S$ [Fig. 2.5(a)]. The spin state of the double dot is measured at M by pulsing back towards $(m+2, n)$. For short $\tau_S$ [Fig. 2.5(a)] a strong singlet return feature is observed, consistent with negligible spin dephasing. For long $\tau_S$ [Fig. 2.5(b)], a strong triplet return feature is observed, consistent with complete spin dephasing.

The $T_s^2$ dephasing time is found by measuring $V_{\text{RF}}(\tau_S)$ at the triplet transition, and plotting the normal-
ized differential voltage $\Delta v \equiv [V_{RF}(\tau_S) - V_\infty] / [V_{RF}(0) - V_\infty]$ as a function of separation time [Fig. 2.5(c)]. Here, $V_\infty \equiv V_{RF}(500 \text{ ns})$ is the demodulated voltage for a pulse sequence with long dephasing time. The quantity $[V_{RF}(\tau_S) - V_\infty]$ is directly measured by alternating between the $T^*_2$ sequence and a reference sequence with long dephasing time, and feeding the demodulated voltage into a lock-in amplifier. Fitting the $B = 0$ data to $\exp[-(\tau_S/T^*_2)^\alpha]$ yields $\alpha = 1.1 \pm 0.1$. Figure 4(c) shows exponential fits ($\alpha = 1$) for both data sets. The $B = 0$ data decays exponentially on a timescale $T^*_2 = 0.18 \mu s$. Data acquired at $B = 1 \text{ T}$ at a different double-dot occupation give a similar timescale and functional form.

Although this timescale is approaching the limit expected for dephasing due to random Zeeman gradients from sparse $^{73}\text{Ge}$ nuclear spins (see Sec 2.2), the observed exponential loss of coherence is by and large unexpected for nuclei. A low-frequency-dominated nuclear bath is expected to yield a Gaussian fall-off of coherence with time [108], in contrast to the observed exponential dependence, which instead indicates a rapidly varying bath [109]. Nuclei can produce high-bandwidth noise in the presence of spatially varying effective magnetic fields, for example due to inhomogeneous strain-induced quadrupolar interactions [110]. The similarity of data at $B = 0$ and $B = 1 \text{ T}$ in Fig. 2.5(c), however, would indicate an unusually large energy-scale for nuclear effects. Electrical noise, most likely from the sample itself, combined with spin-orbit coupling is a plausible alternative. For electrons, the ubiquitous $1/f$ electrical noise alone does not result in pure dephasing [111], but can add high-frequency noise to the low-frequency contribution from the nuclear bath. It is conceivable that the behavior is different for holes, but this has not been studied to our knowledge. The relative importance of nuclei versus electrical noise could be quantified in future experiments by studying spin coherence in isotopically pure Ge/Si nanowires.

Cuts along the $V_e$ axis in Fig. 2.5(b) as a function of $\tau_S$ provide a second method for obtaining $T^*_2$, following analysis along the lines of Fig. 2.4(c). The resulting probability $P^{(S,T)} = V_p^{(S,T)} / V_0^{(S,T)}$ versus $\tau_S$ is shown in Fig. 2.5(d), along with exponential curves

$$V_p^{(S)}(\tau_S) = P_\infty V_0^{(S)} \left[ 1 - (1 - 1/P_\infty) e^{-\tau_S/T^*_2} \right], \quad (2.6)$$

$$V_p^{(T)}(\tau_S) = (1 - P_\infty) V_0^{(T)} \left[ 1 - e^{-\tau_S/T^*_2} \right], \quad (2.7)$$

using $T^*_2 = 0.18 \mu s$, with $P_\infty$ and $V_0^{(S,T)}$ as fit parameters. Depending on the nature of the dephasing, the
singlet probability settling value, $P_\infty$, is expected to range from $1/3$ for quasi-static Zeeman gradients to $1/4$ for rapidly varying baths $^{[112-114]}$. We find $P_\infty = 0.25 \pm 0.08$. Equations (2.6,2.7) do not take into account spin relaxation at the measurement point, meaning that the fitted $P_\infty$ systematically overestimates the true settling value $^\dagger$. Therefore, we conclude that the data weakly support $P_\infty = 1/4$ rather than $P_\infty = 1/3$, consistent with our inference of a rapidly varying bath.

2.7 DISCUSSION

Unexplained high-frequency noise has recently been observed in other strong spin-orbit systems, such as InAs nanowires $^9$, InSb nanowires $^{89}$, and carbon nanotubes $^{75}$. In these systems slowly varying nuclear effects were removed using dynamical decoupling, revealing the presence of unexplained high-frequency noise. In our system the effect of nuclei is reduced by the choice of material, and an unexplained high-frequency noise source appears directly in the $T^*_2$. These similarities suggest the existence of a shared dephasing mechanism that involves spin-orbit coupling.

Future qubits based on Ge/Si wires could be coupled capacitively $^{[115, 116]}$ or through a cavity using circuit quantum electrodynamics $^{[92, 106]}$. In the latter case, the long dephasing times measured here suggest that the strong coupling regime may be accessible.

$^\dagger$We do not correct for $T_1$ effects in Eqs. (2.6,2.7), as $V_{max}^{(S,T)}$ differed significantly from those observed in Fig. 2.4.
This chapter describes experiments demonstrating operation of a multi-electron spin qubit, performed under the supervision of Ferdinand Kuemmeth and Charles Marcus. The bulk of the chapter was published as Ref. [101], with Sec. 3.5 added to discuss dephasing in the small exchange limit. GaAs wafers were grown by M. P. Hanson and A. C. Gossard, and the device was fabricated by Christian Barthel.

3.1 Introduction

Spin-1/2 quantum dots with controlled exchange coupling form a potentially powerful platform for manipulating quantum information [36]. Single electrons confined by electrostatic gates in semiconductors are a well-developed realization of this system, and meet many of the basic requirements of quantum information processing. A broad research effort has emerged under this approach, focused on materials such as GaAs [6, 70, 116], carbon nanotubes [117], InAs [9, 106], InSb [89], and Si [10, 79]. In each system, producing large numbers of single-electron quantum dots places severe demands on materials and device de-
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sign, and is a considerable obstacle to scalability. Moving from single confined electrons to multi-electron qubits alleviates these difficulties, and, as we show, can also improve performance.

Requirements for conventional spin qubits include a spin-1/2 ground state, and a gap to excited states larger than temperature and the energy scales associated with control and coupling. For realistic densities, interactions are relatively weak, typically (though not always) resulting in a spin-1/2 ground state for odd occupancy [118]. Multi-electron dots can have higher-spin ground states and smaller-than-average gaps to the first excited state, due for instance to accidental degeneracies in their excitation spectrum. This concern may partially explain why there have been relatively few studies of their use as spin qubits. In practice, however, such degeneracies are typically lifted by desymmetrizing the confining potential or changing the applied magnetic field [102, 119].

Previous experimental work on multi-electron quantum dots has demonstrated Pauli blockade [73, 74, 97, 103, 120–122] and coherent operation [106]. In single-electron dots, both nuclear [71, 123] and electrical [124, 125] dephasing have been characterized, with electrical noise modeled as a fluctuating detuning between double-dot levels. Multi-electron quantum dots have also received theoretical attention due to ease of realization as well as possibly improved performance [102, 119, 126–128].

In this Chapter, we investigate coherent exchange oscillations in coupled multi-electron GaAs quantum dots—this operation was specifically chosen to be sensitive to electrical noise—and compare results to oscillations in the same device operated with single-electron dots. Our primary finding is that multi-electron qubits can be operated analogously to the single-electron case, which alleviates the need for singly-occupied dots. We also find significantly improved coherence in the multi-electron case, consistent with expectations of screening by core electrons [102, 126]. By analyzing the dephasing during the exchange-gate operation, we characterize the electrical noise environment for each occupancy. For both single and multiple occupancies, voltage noise affecting the detuning between dots dominates dephasing for large exchange, and fluctuating hyperfine (Overhauser) fields dominate dephasing for small exchange. For a range of intermediate exchange, an exchange-independent dephasing mechanism of unknown origin is dominant. The upshot of this work is that one can simultaneously relax fabrication requirements and improve qubit performance

*Fabrication yield for gate-defined dots is above 0.9 for established recipes. Tuning multi-dot devices to the single-electron regime has lower yield, ~0.5 per dot, due to disorder and unoptimized gate designs. Tuning to the few (5-10) electron regime is highly reliable, with yield above 0.9.
by working in the multi-electron regime. We also investigate the effect of multi-electron operation on nuclear dephasing and read-out, finding that both are weakly altered by multi-electron operation.

3.2 Setup and Operation

The double quantum dot has an integrated charge sensor, formed by Ti/Au depletion gates patterned by electron beam lithography on the surface of a GaAs/Al$_{0.3}$Ga$_{0.7}$As heterostructure with two-dimensional electron gas (2DEG) of density $\sim 2 \times 10^{15}$ m$^{-2}$ and mobility 20 m$^2$/Vs, located 100 nm below the wafer surface. The charge configuration of the double dot is detected using a conductance measurement of a proximal quantum dot (Fig. 3.1(a)) [93]. All measurements are performed in a dilution refrigerator with an electron temperature of $\sim$50 mK. A sufficiently large in-plane magnetic field is applied to isolate the $m_S = 0$ subspace of the double dot Hamiltonian. Specific values of field are given for particular data sets, with no observed dependence on the value of field within the range 50 – 200 mT.

Negative voltages were applied to the gate electrodes in order to form two quantum dots with several GHz of tunnel coupling. Plunger gate voltages $V_L$ and $V_R$ control electron occupancy in the left and right dots, denoted $(n; m)$, and also control interdot tunneling via the detuning, $\varepsilon \propto (V_L - V_R)$. When each dot forms a spin-1/2 system, tunneling occurs only between singlet-correlated dots due to Pauli blockade. The result is that the singlet ($S$) state can lower its energy with respect to the triplet ($T_0$) by an exchange energy $J$ (cf. Fig. 3.1(b)). When these states are split by $J$, the device is in a superposition of different charge states, and is therefore susceptible to electrical noise.

To set up the exchange oscillation measurement, an adiabatic ramp to $J = 0$ maps the initialized $S$ state to the lower zero-spin eigenstates of the Overhauser nuclear field (see Fig. 3.1(b)). Next, a square exchange pulse applied to $\varepsilon$ turns on exchange $J(\varepsilon)$ for a time $\tau$, accumulating a phase of $2\pi J(\varepsilon) \tau$ between $S$ and $T_0$. In terms of the $J = 0$ eigenstates, this phase accumulation corresponds to oscillations between the ground and excited state at frequency of $J$. Finally, the $J = 0$ eigenstates are mapped via a reverse ramp onto $S$ and $T_0$, which project differently into charge states of the double-dot, resulting in a different sensor dot conductance.

By varying $\varepsilon$ and $\tau$, and repeating the cycle for $>10$ minutes to average over the nuclear and electrical fluctuations, we generate a family of oscillating curves for the device configured with single (Fig. 3.1(c))
Figure 3.1: (a) Scanning electron micrograph of lithographically identical device, indicating double dot (blue) and charge sensor (yellow). Scale bar indicates 500 nm, arrow indicates magnetic field direction [200 mT for (1,1), 50 mT for (7,5)] and [110] crystal axis. (b) Schematic exchange pulse sequence. An adiabatic ramp to $J = 0$ initializes the system in the lowest energy $m_S = 0$ eigenstate before an exchange pulse of duration $\tau$ to detuning $\varepsilon$ is applied. Detuning noise, $\delta \varepsilon$, induces exchange fluctuations, $\delta J$, which limits the number of visible exchange oscillations at high detuning. (c) Probability of detecting a singlet, $P(S)$, as a function of detuning and exchange time for single-electron dots. (d) Same as (c) but for multi-electron dots. Coherence is significantly improved for the multi-electron exchange case. *Insets:* Simulated exchange oscillations (see text). Color scale shared for all 2D plots.
and multiple (Fig. 3.1(d)) electrons. The sensor conductance was normalized to 1 at its first maximum and 1/2 at its settling value such that it reflects a singlet return probability, \( P(S) \).

The central result is that not only are exchange oscillations observed between multiply-occupied dots, showing that a multi-electron dot forms a good qubit, but that the quality of these oscillations is improved over the singly-occupied case. This is shown in Fig. 3.1, where we observe high-quality exchange oscillations between multi-electron dots that clearly outperform the single-electron case in the same device. We have examined exchange gates between multi-electron dots at different electron-number occupations for three different cool-downs and two different devices with similar results.

### 3.3 Noise Analysis

We now examine the origin of the improvement observed in the multi-electron exchange gate. We consider a model that includes several contributions to the total dephasing rate, \( \Gamma \), including \( \varepsilon \)-equivalent noise (Fig. 3.1(b)), which dominates at large \( J \), \( \varepsilon \)-independent dephasing, which dominates at intermediate \( J \), and dephasing due to random gradients in the Overhauser field in the z-direction, which dominates for small \( J \). We find that this model is sufficient to describe our observations over the entire parameter range of Fig. 3.1 (insets).

Exchange oscillations were fit with a decaying sinusoid of the form

\[
\exp\left[-(\Gamma \tau)^2\right] \cos(2\pi J \tau + \varphi),
\]

with fit parameters \( \Gamma \), \( J \), and \( \varphi \). A phase shift \( \varphi \) can arise from bandwidth limits in the apparatus. Exchange oscillations are well fit by this Gaussian envelope, and inconsistent with an exponential envelope (see Sec. 3.6), consistent with [125]. The form of this decay envelope has physical implications: an exponential envelope can indicate either Gaussian-distributed white noise or Lorentzian-distributed low-frequency noise in exchange. A Gaussian envelope, on the other hand, reflects Gaussian-distributed low frequency (compared to \( 1/\tau \)) exchange noise [108, 125].

Figure 3.2(a) shows extracted values of \( J(\varepsilon) \) from the fits. For single-electron occupation, \( J(\varepsilon) \) can be found in regions where oscillations are not visible from the position of the \( S-T_+ \) anticrossing. This anti-
Figure 3.2: (a) Exchange coupling, $J(\varepsilon)$, as a function of detuning, $\varepsilon$, for the single- and multi-electron exchange gate. Data extracted from exchange oscillations (represented in insets) below (square, circle markers) and above (triangle markers) the range of the waveform generator (Tektronix AWG5014), measured by externally stepping the clock, and from the location of the $S-T_+-$ anticrossing ($\Diamond$), where Zeeman and exchange energies are equal. Fits are to bi-exponential models (see text). (b) $(dJ/d\varepsilon)/J$, obtained numerically from the fits in (a), reflects the dephasing per exchange pulse due to $\varepsilon$-noise. As $\varepsilon$ approaches zero, the multi-electron exchange gate should display improved coherence for equal amounts of $\varepsilon$-noise. This is consistent with the observation of improved coherence in the multi-electron case.
crossing occurs when the Zeeman splitting, $E_Z = g \mu_B B$, is equal to the exchange $J(\varepsilon)$ (see Fig. 3.1(b) for $J(\varepsilon) = |E_Z|$), resulting in a change of sensor conductance (color scale of inset ♦, Fig. 3.2(a)) due to leakage into the $T_+$ state. $J$ is extracted assuming the bulk $g$-factor $g = -0.44$.

The component of dephasing attributable to fluctuations in detuning, denoted $\Gamma_\varepsilon$, depends on $\frac{dJ}{d\varepsilon}$, as illustrated in Fig. 3.1(b). For Gaussian low-frequency (compared to $1/\tau$) $\varepsilon$-noise,

$$\Gamma_\varepsilon = \frac{dJ}{d\varepsilon} \pi \sqrt{2} \delta\varepsilon,$$

(3.2)

where $\delta\varepsilon$ is the rms $\varepsilon$-equivalent noise [108, 125]. To determine $\frac{dJ}{d\varepsilon}$, exchange profiles [Fig. 3.2(a)] were fit using a bi-exponential form, $A + B \exp[-k_1\varepsilon] + C \exp[-k_2\varepsilon]$. Figure 3.2(b) shows that as $\varepsilon$ approaches zero, $(\frac{dJ}{d\varepsilon})/J$ grows for the single-electron case, but saturates at a small value for the multi-electron case, consistent with the screening of $\varepsilon$-noise by core electrons. Thus, the shape of the exchange profile $J(\varepsilon)$ for the multi-electron dots explains some immunity to $\varepsilon$-equivalent noise. However, at more negative detuning $\Gamma_\varepsilon$ for (1,1) falls below that of (7,5). This is qualitatively inconsistent with our observations in Fig. 3.1(c) and suggests a deviation from the $\varepsilon$-equivalent noise model. The remainder of this Letter is concerned with developing a phenomenological noise model that describes our data.

We quantitatively examine the $\varepsilon$-noise model by extracting $\delta\varepsilon$ from our data. This can be done without assuming a particular functional form for $\frac{dJ}{d\varepsilon}$ by recasting Eq. 3.2 in integral form. Note that in the presence of only $\varepsilon$-noise the number (quality), $Q$, of observed oscillations satisfies the identity $J = Q \cdot \Gamma_\varepsilon$. Substituting Eq. 3.2 for $\Gamma_\varepsilon$ and integrating both sides of this identity with respect to $\varepsilon$ gives

$$\int J d\varepsilon = \pi \sqrt{2} \delta\varepsilon \int Q \frac{dJ}{d\varepsilon} d\varepsilon.$$  

(3.3)

Considering $Q$ to be a function of $J$, these integrals can be rewritten

$$\int_{\varepsilon_i}^{\varepsilon_f} J d\varepsilon = \pi \sqrt{2} \delta\varepsilon \int^{J(\varepsilon_f)}_{J(\varepsilon_i)} QdJ.$$  

(3.4)

In Fig. 3.3(a,b) we numerically compute the integrals in Eq. 3.4 as a function of the upper-bound detuning point $\varepsilon_i$ using the $J$ and $Q$ values from exchange oscillations in Fig. 3.2. A linear relationship reflects
Figure 3.3: Plotting the left side integral, $L(\varepsilon_i)$, versus the right side integral, $R(\varepsilon_i)$, of Eq. 3.4 allows us to extract an rms $\varepsilon$-noise of (a) $\delta \varepsilon = 2.0 \, \mu \text{eV}$ for (1,1) and (b) $\delta \varepsilon = 1.2 \, \mu \text{eV}$ for (7,5) dot occupations (dashed lines). Deviations from linear behavior indicate the presence of non-$\varepsilon$-noise. Using the extracted values for $dI/d\varepsilon$ and $\delta \varepsilon$, the dephasing rate due to $\varepsilon$-noise, $\Gamma_\varepsilon$, can be predicted without any free parameters. For both (c) (1,1) and (d) (7,5), the system is dominated by $\varepsilon$-noise at large $J$, but decoheres due to an unknown source at small $J$. The excess dephasing rate is not explained by nuclei ($\Gamma_n$), but is well captured by a model ($\Gamma_\Sigma$) that includes a constant dephasing rate $\Gamma_0$ as its only free parameter (see text).
the dominant $\varepsilon$-equivalent noise, and the slope gives the noise strength. We find that the linear relationship between these integrals holds for large $J$, but not for intermediate and small $J$ where other sources of dephasing dominate.

The measured dephasing rates, $\Gamma(J)$, are shown in Fig. 3.3(c,d) for single- and multi-electron cases. The deviation of $\Gamma(J)$ from the detuning-noise-only component, $\Gamma_\varepsilon(J)$, is evident for both the single- and multi-electron exchange operation. We next account for contributions to dephasing from fluctuations in the hyperfine field gradient, $\Gamma_n$, determined independently from measured dephasing time $T_{2,n}^*$ in a diabatic singlet-separation measurement, following the analysis in Ref. [129]. The formula we use for $\Gamma_n$ is valid for $J \gtrsim 1/T_{2,n}^*$. In the limit of $J \ll 1/T_{2,n}^*$, $\Gamma_n$ decreases in proportion to $J$, as can be verified by explicitly integrating over the nuclear ensemble. This behavior is due to the following physical effect: nuclear fluctuations larger than $J$ stop phase accumulation, but do not cause dephasing. Thus when $J$ becomes small, random Overhauser field gradients cause the visibility of oscillations to go to zero but do not contribute more noise (see Sec. 3.5).

For intermediate values of $J$, the measured dephasing rate exceeds contributions from $\Gamma_\varepsilon$ and $\Gamma_n$ for the single- and multi-electron cases. The excess dephasing is well described by including a phenomenological additional dephasing rate, $\Gamma_0$, that is independent of detuning. Fits to the data in Fig. 3.3(c,d) yield $\Gamma_0 = 14$ MHz for the single-electron case and $\Gamma_0 = 34$ MHz for the multi-electron case.

We take the total dephasing rate, $\Gamma_\Sigma = (\Gamma_\varepsilon^2 + \Gamma_n^2 + \Gamma_0^2)^{1/2}$, as the quadrature sum of these contributions. Strictly speaking, nuclear noise and electrical noise should not be combined in quadrature because the exchange oscillation is not separable into nuclear and electrical contributions. However, we have verified numerically that this introduces a small error. Figure 3.4(a) compares the quality factor, $Q$, of exchange oscillations with the model value $J \cdot \Gamma_\Sigma$. The agreement between model and experiment is excellent in both the single- and multi-electron regimes. Model calculations shown in the insets of Figs. 3.1(c,d) also use these parameters.

The additional rate $\Gamma_0$ cannot be readily explained by higher-frequency electrical noise, as whitening the noise power spectrum would presumably increase dephasing for short exchange pulses. This would tend to increase dephasing at large $J$, opposite of the observed trend. As in [125] we observed no significant temperature dependence of quality factors when heating the mixing chamber from below 50 mK to 200
Figure 3.4: (a) Quality of exchange rotations, $Q$, as a function of $J$ for (7,5) and (1,1). For large $J$, the multi-electron exchange gate significantly outperforms the single-electron gate. The model (solid lines) includes dephasing due to $\varepsilon$-noise, nuclei, and a constant $\Gamma_0$ to account for the unknown noise source discussed in Fig. 3.3. Also shown (dotted lines) are the same models without the contribution from $\Gamma_0$. (b) The observed reduction of $Q$ when applying external voltage fluctuations of fixed amplitude $\delta V_{\text{ext}}$ to the detuning axis is in good agreement with the model including $\Gamma_0$ (solid line), and is in disagreement with the model excluding $\Gamma_0$ (dotted line). All model parameters determined from other measurements. This serves as an independent check of our model parameters.

As a check of our noise model, we use the plunger gates to artificially expose the quantum dots to a known electrical noise environment and observe its effect on the quality of exchange rotations. A two-channel arbitrary waveform generator (Agilent 33522A) can emulate different noise spectra, as well as different noise correlations between right and left plunger voltages, that can be superimposed to the control voltages during the exchange pulse. To simulate $\varepsilon$-equivalent noise, we add anti-correlated voltage fluctuations of increasing $\text{rms}$ amplitude to $V_L$ and $V_R$, and observe exchange oscillations of decreasing quality factor. Figure 3.4(b) shows the expected decrease in $Q$ for single-dot occupation at $J = 0.2$ GHz $^\dagger$, in good agreement with the predictions from our noise model (solid line, no free parameters).

3.4 Full decoherence model and parameters

For completeness, we now give more complete details of the full dephasing model. The full decoherence model used, including the effects of $\Gamma_0$, $\Gamma_\varepsilon$ and $\Gamma_\varepsilon$, involves integrating over both the nuclear and electrical

$^\dagger$For Fig. 3.4(b), the Agilent 33522A waveform generator was programmed to output a 5 MHz sine wave (i.e. $\ll J$), phase-modulated at 19 kHz.
noise ensembles.

We begin with the usual Hamiltonian in the $S-T_0$ subspace \([108]\)

$$H_0 = \frac{J}{2}(1 + \tau^z) + \delta h^z \tau^x.$$  \(\text{(3.5)}\)

Here the $\tau^i$ are the Pauli matrices defined such that $\tau^z |T_0\rangle = |T_0\rangle$, $\tau^z |S\rangle = -|S\rangle$. $J$ is the exchange energy (assumed to be noiseless for now) and $\delta h^z$ is a random Overhauser gradient along the direction of the externally applied magnetic field. For the purposes of these calculations, we set $\hbar = 1$ and assume that $|+x\rangle = |S\rangle + |T_0\rangle$ is an eigenstate of the local effective Zeeman field in each dot. This is valid if we neglect transverse components of the Overhauser field, which holds for Zeeman fields due to the external magnetic fields much larger than the typical Overhauser fields (i.e., $\gg 5\text{mT}$).

We are interested in the probability to rotate between $|+x\rangle$ and $|-x\rangle$ when applying $H_0$ for a time $t$, which is an experimental relevant quantity because $|+x\rangle$ and $|-x\rangle$ can be mapped to and from $S$ and $T_0$, respectively, via an adiabatic ramp. In this case the expected oscillations are determined by the probability $P(T_0) = 1 - P(S) = \overline{|\langle -x|e^{-iH_0t}|+x\rangle|^2}$. Here the overline $\overline{\cdots}$ denotes an average over the nuclear ensemble. Using standard identities we find

$$\langle -x|e^{-iH_0t}|+x\rangle = e^{il/2t} \frac{J/2}{\sqrt{(\delta h^z)^2 + (J/2)^2}} \sin(\sqrt{(\delta h^z)^2 + (J/2)^2}t),$$  \(\text{(3.6)}\)

hence

$$|\langle -x|e^{-iH_0t}|+x\rangle|^2 = \frac{J^2}{2} \left(1 - \cos(\sqrt{(\delta h^z)^2 + (J/2)^2}t)\right).$$  \(\text{(3.7)}\)

Integrating of Gaussian distributed nuclear and exchange ensembles then gives

$$P(T_0) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} df dh P(J, \sigma_f) P(h, \sigma_h) K(J, h, t)$$  \(\text{(3.8)}\)

where

$$P(f, \sigma_f) = \frac{1}{\sqrt{2\pi}\sigma_f} e^{-f^2/2\sigma_f^2}$$  \(\text{(3.9)}\)
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Table 3.1: Parameters for dephasing model. See text for parameter definitions

<table>
<thead>
<tr>
<th>$f_0$ (GHz)</th>
<th>$f_1$ (GHz)</th>
<th>$f_2$ (GHz)</th>
<th>$k_1$ (meV$^{-1}$)</th>
<th>$k_2$ (meV$^{-1}$)</th>
<th>$\delta \varepsilon$ (meV)</th>
<th>$\Gamma_0$ (MHz)</th>
<th>$\sigma_h$ (MHz)</th>
<th>$\alpha$ ($\epsilon$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1)</td>
<td>0.29</td>
<td>0.61</td>
<td>0.85</td>
<td>15</td>
<td>59</td>
<td>2.0</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>(7, 5)</td>
<td>-0.42</td>
<td>0.70</td>
<td>5.5</td>
<td>1.34</td>
<td>12</td>
<td>1.2</td>
<td>33</td>
<td>13</td>
</tr>
</tbody>
</table>

Note that we have changed units so that $J$ and $h$ are frequencies (not angular frequencies).

The parameters in this model are $\sigma_h$ and $\sigma_J$ which quantify the total amount of exchange and nuclear noise. $\sigma_h$ is determined from $T_{2,n}^*$ measurements according to

$$\sigma_h = \frac{1}{2\pi \sqrt{2} T_{2,n}^*}$$

(3.11)

where $T_{2,n}^*$ is the $1/e$ time from the curves in Fig. 3.9.

$\sigma_J$ includes the contribution from both $\varepsilon$-noise ($\Gamma_\varepsilon$) and the unknown noise source ($\Gamma_0$) according to

$$\sigma_J = \frac{1}{\pi \sqrt{2}} (\Gamma_\varepsilon^2 + \Gamma_0^2)^{1/2},$$

(3.12)

where

$$\Gamma_\varepsilon = \pi \sqrt{2} \frac{df}{d\varepsilon} \delta \varepsilon,$$

(3.13)

and $\delta \varepsilon$ is the $rms$ $\varepsilon$-equivalent electrical noise extracted from the slopes of Figs. 3(a,b).

Finally, $\frac{df}{d\varepsilon}$ is extracted by fitting $J(\varepsilon)$ to the double-exponential form as described in Fig. 3.1

$$J = J_0 + J_1 e^{k_1 \varepsilon} + J_2 e^{k_2 \varepsilon}.$$  

(3.14)

All model parameters used in the text are summarized in Table 3.1. In this table $\alpha$ is the lever arm found from bias-triangles in transport.
3.5 Dephasing in the Small-J Limit

This section discusses dephasing in the small-J limit. The finding is that, even for vanishingly small exchange, electrical noise dominates the long-time behavior of the exchange oscillations.

To see how this arises, consider first the behavior of Eq. 3.8 in the absence of electrical noise. The triplet return probability with $\sigma_J = 0$ is

$$P(T_0) = \int_{-\infty}^{\infty} dh \frac{1}{\sqrt{2\pi\sigma_h}} e^{-h^2/2\sigma_h^2} \left( \frac{J^2}{2J^2 + (2h)^2} (1 - \cos(\sqrt{(2h)^2 + J^2} t)) \right). \quad (3.15)$$

To make the behavior of this integral more obvious we issue the change of variables $h \rightarrow h/J$, $\sigma = \sigma_h/J$, $\tau = Jt$. The integral becomes

$$\frac{J}{2\sqrt{2\pi\sigma_h}} \int_{-\infty}^{\infty} dh \frac{1}{1 + 4h^2} e^{-h^2/2\sigma^2} (1 - \cos(\sqrt{1 + 4\sigma^2 \tau})). \quad (3.16)$$

In the small-J limit ($\sigma \gg 1$) the integral is dominated by terms of order $J$ ($h \lesssim 1$) because of the Lorentzian term. Physically, this is because large gradients $\delta h^2$ freeze the system along the transverse axis of the Bloch sphere rather than introducing a random phase. The result is that exchange oscillations, in the absence of $J$ noise, should be a universal function $F(Jt)$ scaled by $J/\sigma_h$:

$$P(T_0) = |\langle -x | e^{-iH_0 t} | + x \rangle|^2 = \frac{J}{\sigma_h} F(Jt) \quad (3.17)$$

where

$$F(Jt) = \frac{1}{2\sqrt{2\pi}} \int_{-\infty}^{\infty} dh \frac{1}{1 + 4h^2} (1 - \cos(\sqrt{1 + 4h^2} Jt)) \quad (3.18)$$

is independent of the nuclear distribution.

To verify this reasoning, we numerically compute the integral in Eq. 3.16 for different values of $\sigma$. The results are presented in Fig. 3.5. Indeed, when $J \ll \sigma_h$ the exchange oscillations tend towards a zero-visibility function with a universal form (dashed blue line, Fig. 3.5(b)).

Thus, in the limit of arbitrarily large nuclear noise such that $J \ll \sigma_h$, the envelope of the exchange oscillations decays slowly in a universal way (see Fig. 3.5). In a real experiment, $J$-noise, always finite in practice,
Figure 3.5: (a) Numerically integrated $P(T_0)$ versus $Jt$ for $\sigma_h/J = 1, 2, 4, 8, 16, 32$ from top to bottom. The visibility of oscillations is clearly reduced when $J < \sigma_h$. (b) $\sigma_h/J \cdot P(T_0)$ versus $Jt$ for $\sigma_h/J = 32, 16, 8, 4, 2, 1$ from top to bottom. Black line indicates the mathematical function $F(Jt)$. Scaling $P(S)$ by $\sigma/J$ reveals that the quality of exchange oscillations tends towards the function $F(Jt)$ when $\sigma_h >> J$. This behavior is consistent with the asymptotic prediction of Eq. 3.17.

will dominate the envelope at long times, even though exchange is a small parameter ($J \ll \sigma_h$).

3.6 Justification of Gaussian envelopes

Here, we discuss our assumption of a Gaussian envelope of exchange oscillations, as given in Eq. 3.1. We consider different envelopes of the form

$$e^{-(\Gamma t)^p},$$

where $\Gamma$ is the decoherence rate and $p$ is the envelope exponent (e.g., $p = 1$ is an exponential envelope, $p = 2$ is a Gaussian envelope). Figure 3.6(a) shows fits for large and small exchange, $J$, for single-electron dots, with $p$ treated as a fit parameter. For $J < 0.1$, where nuclear fluctuations play an important role, the data are consistent with $p \lesssim 1$. However, in this regime theory predicts polynomial tails which differ from the form assumed by Eq. 3.19 [108]. The tendency towards small $p$ in the nuclear dominated regime is due to the contribution of these polynomial tails, which result in a slower decay rate. For $J > 0.1$ GHz, where detuning noise dominates, data are consistent with $p = 2$, or a Gaussian envelope. Figure 3.6(b) shows an example of a trace that is well described by a Gaussian envelope.

We also consider the sensitivity of the extracted decoherence rate, $\Gamma$, to our choice in $p$. As shown in Fig. 3.6(c), $\Gamma$ is essentially independent of $p$ for $p \geq 2$. Since the data are better described by $p = 1$ in
Figure 3.6: (a) Noise envelope power, $p$, as a function of exchange frequency, $J$. $p$ is determined from a least-squares fit to exchange oscillations. For $J < 0.1$ GHz (shaded region) nuclear noise plays an important role and the envelopes are altered away from $p = 2$. For $J > 0.1$ GHz, where detuning noise dominates, the data are consistent with $p = 2$, or a Gaussian envelope. (b) Example of a fit for $p$ at $J = 160$ MHz. The fit is consistent with $p = 2$, or a Gaussian envelope. (c) Experimental decoherence rate $\Gamma$, as a function of $J$ for different noise envelope powers, $p$. The values $p=1...5$ show qualitatively similar behavior. For $J > 0.1$ GHz, where $\varepsilon$-noise dominates, the fit data are consistent with $p = 2$, and $\Gamma$ is insensitive to the value of $p$. 
Figure 3.7: (a) Singlet return probability, $P(S)$, versus exchange time, $\tau$, between multi-electron dots for device #2. High quality exchange oscillations are observed. (b) $\epsilon$-noise extraction using the same method as Figs. 3(a, b). An rms $\epsilon$-noise of 1.4 $\mu$eV is found. This is consistent with the values found in device #1, even though the lever-arm, $\alpha$, in device #2 is almost three times as big. This suggests the $\epsilon$-noise does not actually arise from voltage fluctuations on the plunger gates.

In the nuclear regime, the analysis in the main text may underestimate the nuclear decoherence in the small $J$ regime by roughly 15 MHz. However, these deviations are small and do not alter the conclusions of the paper. Since we only extract the $1/e$ time from our data, the insensitivity to $p$ is expected.

3.7 Multi-electron operation in a second device

High-quality exchange oscillations between multi-electron dots of various occupancies where observed in device #1 in several cool downs. Multi-electron exchange oscillations from an independent device #2, lithographically identical to device #1 that has been discussed so far, are shown in Fig. 3.7. Both the quality of the oscillations, $Q \sim 15$, and the extracted $\epsilon$-noise are consistent with the results found in device #1. For device #2 the gate lever arm with respect to the detuning axis was found larger than in device #1 (0.031e as opposed to 0.012e), suggesting that the $\epsilon$-noise does not actually originate from the plunger gates or cryostat. Also, we have observed that the quality factors do not improve when adding attenuators to the output of the waveform generator, indicating that instrumental voltage fluctuations are not the dominating electrical noise source either. We believe that the dominating noise arises from within the GaAs substrate, but observed no significant temperature dependence of quality factors when heating the sample from below 50 mK to 200 mK.
3.8 Charge sensing and single-shot readout of a multi-electron singlet-triplet qubit

We demonstrate that multi-electron spin qubits can be initialized, manipulated, and read-out using the same procedures developed for single-electron spin qubits, including fast single-shot readout with integration times less than $1\mu$s. In the main text we are interested in averaging over a slowly fluctuating ensemble, and so do not make use of single-shot readout. It is important, however, to demonstrate that single-shot readout works in the multi-electron regime.

Fig. 3.8(a) shows the stability diagram near the (4, 4)-(3, 5) transition. The zero-bias conductance $g$ through a sensor quantum dot is measured with a lock-in. The gate voltages of the sensor dot were linearly cross compensated for changes in the right and left plunger gate voltages of the double quantum dot, $V_R$ and $V_L$, defined as in [130, Fig. 3.1(a)]. The change of sensor conductance due to a charge rearrangement from (4, 4) to (3, 5) is shown in Fig. 3.8(b), and is large enough to allow high-fidelity single-shot readout.

Fig. 3.8(c) shows single-shot traces obtained by radio-frequency reflectometry similar to that described in [131] and employed in [93, 130]. A radio-frequency carrier (195 MHz, -105 dBm) is applied to a tank circuit (1200 nH surface-mount inductor by Coilcraft) connected to the sensor quantum dot. The carrier is only applied during the measurement segment a pulse cycle. The reflected power is preamplified by a low-noise cryogenic amplifier mounted on the still plate of the dilution refrigerator (Quinstar QCA-U230-30HZI), and further amplified at room temperature. Homodyne detection with appropriate low-pass filtering (Picosecond Pulse Labs 5915-100-31.5 MHz low-pass filter) then demodulates the sensor signal to a DC voltage, $V_{rf}$, that is sampled by a high-impedance input digital storage oscilloscope (Agilent MSO8104A, high-resolution mode, sampling speed 5MS/s). The sampled data shows abrupt changes in $V_{rf}$ when a triplet state (high $V_{rf}$) decays into a singlet state (low $V_{rf}$). One such event is shown in Fig. 3.8(d).

By averaging an ensemble of such single-shot traces the longitudinal relaxation time in the readout point of the qubit can be determined, here $T_1 = 10 \mu$s. If the integration subinterval after qubit manipulation is kept short compared to $T_1$, then a high-fidelity readout of the qubit states can be achieved by simply comparing the integrated $V_{rf}$ to a threshold that separates singlet from triplet outcomes. For an integration time of 200 ns, we obtain a signal-to-noise ratio (SNR) of $217 \text{ mV}/5.3 \text{ mV}_{\text{rms}} = 4.1$. For comparison, using the quantum point contact signal of a (1,1)-(0,2) qubit, SNR $\sim 1$ for 400 ns of integration in [93]. Using a single quantum dot sensor, a SNR $\sim 3$ at 100 ns integration time was found using -99 dBm applied rf power.
Figure 3.8: Charge sensing of a multi-electron double quantum dot and single-shot qubit readout. (a) Stability diagram near the (4,4)-(3,5) transition acquired by standard locking detection of the zero-bias conductance of the sensor quantum dot (rms excitation ≈ 10 µV). Plunger gate voltages $V_R$ and $V_L$ are defined as in [130, Fig. 3.1(a)]. (b) Cut along vertical line indicated in (a), revealing the sensitivity of the sensor conductance to the interdot transition. (c) Single-shot traces obtained by radio-frequency reflectometry. Each vertical trace shows the demodulated sensor signal $V_{rf}$ after bringing a triplet-initialized qubit state to its measurement point. (d) Sensor signal when reading out shot #40 indicated in (c), demonstrating a qubit readout signal-to-noise ratio of 4.1 for an integration subinterval of 200 ns. (e) 12100 consecutive single-shot measurements of $V_{rf}$ using the pulse sequence sketched in Fig. 3.1(b) with integration subinterval of 750 ns and exchange time $\tau$ incremented every 100 cycles. (f) Thresholding data similar to (e), the singlet return probability $P(S)$ reveals a high-$Q$ exchange oscillation. Each data point was calculated from an ensemble of 1000 single-shot outcomes obtained at $B=400$ mT. Note: Panel (a) and (b) can be directly compared to analogous, previous work on (1,1) dot occupations in an lithographically identical device [130, Figs. 2(a,c)]. Multi-electron single-shot data in panels (c-e) can be compared with [93, Figs. 1(d), 2(a)].
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(\sim 0.15 \text{ mV}) \cite{130}.

We note that the possibility of single-shot readout may facilitate qubit initialization in multi-electron double quantum dots. Unlike the \((1,1)\) singlet, which can easily be initialized by temporarily emptying the left dot \((0,1)\), and reloading the right dot \((0,2)\), a multi-electron singlet in \((2n+1, 2m+1)\) can be more complicated to achieve: Pulsing into \((2n, 2m+1)\) may result in an excited state of the left dot with high total spin and long relaxation time, resulting in an unknown state even if the right dot is subsequently loaded in a singlet configuration. Single-shot readout alleviates these concerns in two ways. First, because data are only acquired during the readout step, we are able to initialize for a sufficiently long time without decreasing the signal-to-noise ratio. Second, single-shot data are naturally normalized by counting shot-by-shot, allowing one to accurately detect preparation infidelities.

High quality-factor exchange oscillations measured in single-shot mode are demonstrated in Figs. 3.8(e, f). Panel (e) shows 12100 consecutive single-shot measurements of \(V_{\text{rf}}\) using the pulse sequence sketched in Fig. 3.8(b). In this sequence \(\tau\) is varied from 0 to 100 ns, with each \(\tau\) value repeated 100 times. Each point in Fig. 3.8(e) is identified as either singlet or triplet based on a simple threshold criterion (blue and green regions in Fig. 3.8(e)) \cite{93}. By counting the number of singlet occurrences for each \(\tau\) value, a singlet return probability can then be determined. This is done in Fig. 3.8(f) for a similar data set with 1000 repetitions to reduce shot noise. A sinusoidal fit with a Gaussian envelope yields a quality factor \(Q \sim 24\).

3.9 Measurement of \(T_{2,n}^z\) for \((1,1)\) and \((7,5)\) dot occupations

In order to quantify the amount of nuclear noise for each electron occupation, we employ a dephasing pulse sequence (inset of Fig. 3.9) that directly measures the inhomogeneous dephasing time, \(T_{2,n}^z\). For \((1,1)\), a singlet-correlated pair of spins is initialized in \((0,2)\) and separated quickly (compared to \(1/T_{2,n}^z\)) deep into \((1,1)\). During the separation time, \(\tau_S\), the two separated spins accumulate a relative phase due to the fluctuating nuclear gradient, \(\delta h^z\). The singlet return probability, \(P(S)\), is found by averaging over many cycles of this pulse sequence, thus many values of \(\delta h^z\). We find that the strength of nuclear spin fluctuations for \((7,5)\) \(1/T_{2,n}^z = 0.11 \text{ GHz}\) is similar to that of \((1,1)\), \(1/T_{2,n}^z = 0.13 \text{ GHz}\). These values were used as input parameters for the \(\Gamma_S\) and \(\Gamma_n\) fits in Figs. 3(c, d).
In conclusion, we have compared noise-sensitive exchange oscillations in single- and multi-electron spin qubits. The multi-electron dots are subject to less exchange noise than single-electron dots both because of a lowered noise susceptibility, $dJ/d\varepsilon$, and a lower rms noise value, $\delta\varepsilon$. Our observation of high-quality exchange oscillations between multiply-occupied dots suggests a route to simplifying device fabrication while simultaneously improving performance. It is worth emphasizing that the true source of the detuning-equivalent $\varepsilon$ noise is not clear, but that is probably does not arise form the gates themselves. In addition, there is a dephasing source, $\Gamma_0$, which has both unknown origin and is non-detuning-equivalent. One possibility is that it arises from transverse electric fields effecting the tunnel-coupling of the device. We have also demonstrated single-shot readout and nuclear dephasing in the multi-electron regime, finding similar results to the single-electron case. In general, multi-electron qubits are provide similar functionality to the single-electron case, but with enhanced electrical noise performance.
4

Quasiparticles in an Al-InAs quantum dot

This chapter describes Coulomb blockade experiments on an Al-InAs quantum dot. The bulk of the chapter also appears in Ref. [132], co-written with Sven Albrecht. The devices were fabricated by Sven Albrecht, and measured in collaboration with him under the supervision of Charles Marcus. Willy Chang, Ferdinand Kuemmeth, and Thomas Jespersen assisted with the experiments, and theory work was performed by Gediminas Kiršanskas and Karsten Flensberg. The nanowires were grown by Peter Krogstrup. Leonid Glazman, Bert Halperin, Roman Lutchyn and Jukka Pekola gave helpful comments while the work in this chapter was being prepared for publication.

4.1 Introduction

Quasiparticle excitations can compromise the performance of superconducting devices, causing high frequency dissipation, decoherence in Josephson qubits [133–138], and braiding errors in proposed Majorana-based topological quantum computers [139–141]. Quasiparticle dynamics have been studied in detail in
metallic superconductors [142–146] but remain relatively unexplored in semiconductor-superconductor structures, which are now being intensely pursued in the context of topological superconductivity.

Quantum dots are useful for studying quasiparticles; a large charging energy can make single-quasiparticle occupation energetically favorable, allowing the “injection” of quasiparticles with a gate voltage. At zero bias, the equilibrium properties of quasiparticles can be tested, and at finite bias the dynamics become important.

To study the physics of quasiparticles in a Majorana system, we introduce an Al-InAs quantum dot comprising a gate-confined semiconductor nanowire with an epitaxially grown superconductor layer, yielding an isolated, proximitized nanowire segment. Bound states in the semiconductor are identified via bias spectroscopy, determine the characteristic temperatures and magnetic fields for quasiparticle excitations, and extract a parity lifetime (poisoning time) of the bound state in the semiconductor exceeding 10 ms.

Semiconductor-superconductor hybrids have been investigated for many years [147–151], but recently have received renewed interest in the context of topological superconductivity, motivated by the realization that combining spin-orbit interaction, Zeeman splitting and proximity coupling to a conventional s-wave superconductor provides the necessary ingredients to create Majorana modes at the ends of a one-dimensional (1D) wire. Such modes are expected to show nonabelian statistics, allowing, in principle, topological encoding of quantum information [15, 16, 152] among other interesting effects [153, 154].

Transport experiments on semiconductor nanowires proximitized by a grounded superconductor have recently revealed characteristic features of Majorana modes [18, 155]. Semiconductor quantum dots with superconducting leads have also been explored experimentally [156–159], and have been proposed as a basis for Majorana chains [160–162]. Here, we expand the geometries investigated in this context by creating an isolated semiconductor-superconductor hybrid quantum dot (HQD) connected to normal leads. The device forms the basis of an isolated Majorana system with protected total parity, where both the semiconductor nanowire and the metallic superconductor are mesoscopic [163, 164].

4.2 Experimental Setup

The measured device consists of an InAs nanowire with epitaxial superconducting Al on two facets of the hexagonal wire, with Au ohmic contacts (Figs. 4.1a,b), forming a normal metal-superconductor-normal
metal (NSN) device. The nanowires were grown in the [001] direction with wurzite crystal structure and the Al was matched to [111] on two of the six {110} side facets. They were then deposited randomly onto a doped silicon substrate with 100 nm of thermal oxide, followed by electron-beam lithographically patterned wet etch of the epitaxial Al shell (Transene Al Etchant D, 55 C, 10 s) resulted in a submicron Al segment (310 nm, Fig. 4.3a). Ti/Au (5/100 nm) ohmic contacts were then deposited on the ends following in situ Ar milling (1 mTorr, 300 V, 75 s), with side gates deposited in the same step. For the present device, the end of the upper left gate broke off during processing. However, the device could be tuned well without it. Four devices showing similar behavior have been measured.

Differential conductance, $g$, was measured in a dilution refrigerator with base electron temperature $T \sim 50$ mK using standard ac lock-in techniques. Local side gates, patterned with electron beam lithography, and a global back gate were adjusted to form an Al-InAs HQD in the Coulomb blockade regime, with gate-controlled weak tunneling to the leads. The lower right gate, $V_R$, was used to tune the occupation of the dot, with a linear compensation from the lower left gate, $V_L$, to keep tunneling to the leads symmetric. We parameterize this with a single effective gate voltage, $V_G$, related to the actual gate voltage $V_L$ and $V_R$ by

$$V_R = V_{R,0} + \kappa V_G,$$

$$V_L = V_{L,0} + \sqrt{1 - \kappa^2} V_G,$$

with $\kappa = 0.9997$ and offset voltages $V_{R,0} = -2.41$ V, $V_{L,0} = -3.96$ V. These transformation rules ensure that $V_G^2 = (V_R - V_{R,0})^2 + (V_L - V_{L,0})^2$, so that $V_G$ can be interpreted as the distance from $(V_{R,0}, V_{L,0})$ in the $V_R - V_L$ plane. All measurements are performed at backgate voltage $V_{BG} = 2.39$ V.
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Figure 4.2: Differential conductance, $g$, as a function of effective gate voltage, $V_G$, and source-drain voltage, $V_{SD}$, at $B = 0$. Even (e) and odd (o) occupied Coulomb valleys labeled.

4.3 COULOMB BLOCKADE

Differential conductance as a function of $V_G$ and source-drain bias, $V_{SD}$, reveals a series of Coulomb diamonds, corresponding to incremental single-charge states of the HQD (Fig. 4.2). While conductance features at high bias are essentially identical in each diamond, at low bias, $V_{SD} < 0.2$ mV, a repeating even-odd pattern of left- and right-facing conductance features is observed. This results in an even-odd alternation of Coulomb blockade peak spacings at zero bias, similar to even-odd spacings seen in metallic superconductors [25, 165]. However, the parity-dependent reversing pattern of subgap features at nonzero bias has not been reported before, to our knowledge. The repeating even-odd pattern indicates that a parity-sensitive (but otherwise relatively invariant) bound state is being repeatedly filled and emptied as electrons are added to the HQD.

Measured charging energy, $E_C = 1.1$ meV, and superconducting gap, $\Delta = 180$ μeV, satisfy the condition ($\Delta < E_C$) for single electron charging [166, 167]. Differential conductance at low bias occurs in a series of narrow features symmetric about zero bias, suggesting transport through a bound state, with negative differential conductance (NDC) observed at the border of odd diamonds. NDC arises from slow quasiparticle escape, as discussed below, similar to current-blocking seen in metallic superconducting islands in the opposite regime, $\Delta > E_C$ [168, 169].

To gain quantitative understanding of these features, we present a simple model of transport through a single bound state in the InAs plus a Bardeen-Cooper-Schriffer (BCS) continuum in the Al. The model
Figure 4.3: a, Experimental differential conductance, $g$, as a function of gate voltage $V_G$ and source-drain $V_{SD}$, shows characteristic pattern including negative differential conductivity (NDC). b, Transport model of a. $v_G = \alpha V_G$ up to an offset, where $\alpha$ is the gate lever arm. Axis units are $\Delta/e = 180 \mu V$, where $\Delta$ is the superconducting gap. See text for model parameters. c, Source and drain (gold) chemical potentials align with the middle of the gap in the HQD density of states. No transport occurs due to the presence of superconductivity. d, Discrete state in resonance with the leads at zero bias. Transport occurs through single quasiparticle states. e, Discrete state in resonance with the leads at high bias. Transport occurs through single and double (particle-hole) quasiparticle states. f, Discrete state and BCS continuum in the bias window. Transport is blocked when a quasiparticle is in the continuum, resulting in NDC.
makes several simplifying assumptions: symmetric coupling of both the bound state and continuum to the leads, motivated by the observed symmetry in $V_{SD}$ of the Coulomb diamonds, and a fixed-energy bound state, motivated by the repetitive pattern observed in the Coulomb diamonds as well as the expectation that the Al dominates the gate-dot capacitance. Transition rates were calculated from Fermi’s golden rule and a steady-state Pauli master equation was solved for state occupancies. The master equations consider states with fixed total parity, composed of the combined parity of quasiparticles in the thermalized continuum and the $0$, $1$, or $2$ quasiparticles in the bound state. Conductance was then calculated from occupancies and transition rates (see Ref. [132] supplement for theory details).

Measured and model conductances are compared in Figs. 4.3a,b. The coupling of the bound state to each lead, noting the near-symmetry of the diamonds, was estimated to be $\Gamma_0 = 0.5$ GHz, based on zero-bias conductance (Fig. 4.3d). The energy of the discrete state, $E_0 = 58 \mu$eV at zero magnetic field, was measured using finite bias spectroscopy (Fig. 4.3e). The normal-state conductance from each lead to the continuum, $g_{Al} = 0.15 e^2/h$, was estimated by comparing Coulomb blockaded transport features in the high bias regime ($V_{SD} = 0.4$ mV). The superconducting gap, $\Delta = 180 \mu$eV, was found from the onset of NDC, which is expected to occur at $eV_{SD} = \Delta - E_0$ (Fig. 4.3f). While the rate model shows good agreement with experimental data, some features are not captured, including broadening at high bias, with greater broadening correlated with weaker NDC, and peak-to-peak fluctuations in the slope of the NDC feature. These features may be related to heating or cotunneling, not accounted for by the model.

To increase intuition for the rate model, it is useful to interpret each Coulomb diamond conductance threshold, as shown in Fig. 4.4. For example, the highest bias at which NDC is observed occurs is $v_{SD} = (\Delta + E_0)/e$, at the intersection of black and green lines.

### 4.3.1 Implications of negative differential conductance

The observation of negative differential conductance places a bound on the relaxation rate of a single quasiparticle in the HQD from the continuum (in the Al) to the bound state (in the InAs nanowire). Negative differential conductance arises when an electron tunnels into the weakly coupled BCS continuum, blockading transport until it exits via the lead. The blocking condition is shown for a hole-like excitation in Fig. 4.3f. Unblocking occurs when the single quasiparticle relaxes into the bound state, followed by a
fast escape to the leads. When the typical time for quasiparticle relaxation is shorter than characteristic transport timescales, the NDC is predicted to disappear, as shown in Fig. 4.5. NDC thus indicates a long quasiparticle relaxation time, \( \tau_{\text{qp}} \), from the continuum to the bound state.

The depth strength of NDC is quantified by introducing the relative conductance ratio

\[
R = \frac{g' + g_{\text{NDC}}}{g' - g_{\text{NDC}}}
\]

(4.1)

where \( g_{\text{NDC}} \) is the minimum of the negative differential conductance, and \( g' \) is the maximum of the extra conductance threshold that appears when \( \tau_{\text{qp}} \to 0 \) (see Fig. 4.5). Figs. 4.5f-j shows example conductance traces at constant bias and the associated \( R \)-values. The traces show that \( R \approx -1 \) corresponds to slow quasiparticle relaxation, and \( R \approx 1 \) corresponds to fast quasiparticle relaxation.

The data give \( R = 0.85 \pm 0.1 \), found by averaging over all negative differential conductance features in Fig. 4.2. The measured \( R \)-value is consistent with \( \tau_{\text{qp}} > 0.1 \mu s \), as shown in Fig. 4.6, giving the experimental bound on the single quasiparticle relaxation time.

Thus, using independently determined parameters, the observed NDC is only compatible with the model when \( \tau_{\text{qp}} > 0.1 \mu s \).
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Figure 4.5: a Measured conductance $g$ versus source-drain bias $V_{SD}$ and gate $V_G$. b, Transport model of a, with $\tau_{qp} = \infty$. $v_G \equiv \alpha V_G$ up to an offset, where $\alpha$ is the gate lever arm. Axis units are $\Delta/e = 180 \mu V$. c-e, Model with $\tau_{qp} = 0.1 \mu s$, $\tau_{qp} = 5$ns, and $\tau_{qp} = 0$ respectively. f-j, Conductance versus gate at constant bias indicated in a. Relative conductance ratio, $R = (g'_N + g'_{NDC})/(g' - g_{NDC})$, for theory curves is labeled (see text).

Figure 4.6: Relative conductance ratio, $R = (g'_N + g'_{NDC})/(g' - g_{NDC})$, versus single quasiparticle relaxation time $\tau_{qp}$. Dashed curve is theory derived as shown in Fig. S1. Data is the average over all charge transitions in Fig. 1, with vertical error the standard deviation of the mean, and horizontal error propagated from vertical.
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Figure 4.7: a, Measured zero-bias conductance, \( g \), versus gate voltage, \( V_G \), at temperature \( T \approx 50\) mK, and magnetic field \( B = 0 \). b, Peak spacing, \( S \), versus gate voltage. Black points show spacings from a calculated using the peak centroid (first moment), red points \( T = 350\) mK and \( B = 0 \), purple points \( B = 150\) mT and \( T \approx 50\) mK. c, Right-most peaks in a. Peak maxima (\( \triangle \)) and centroids (\( \square \)) are marked. d, Free energy, \( F \), at \( T = 0 \) versus gate-induced charge, \( N \), for different HQD occupations, where \( N = CV_G/e \) up to an offset and \( C \) is the gate capacitance. Parabola intersection points are indicated by circles, corresponding to Coulomb peaks. BCS continuum (shaded), shown for odd occupancy. Odd Coulomb diamonds carry an energy offset \( E_0 \) for quasiparticle occupation of the sub gap state, resulting in a difference in spacing for even and odd diamonds.

4.4 Zero-bias data

Turning our attention to the even-odd structure of zero-bias Coulomb peaks (Figs. 4.7a,b), we observed consistent large-small peak spacings, associating the larger spacings with even occupation, as expected theoretically [166, 167] and already evident in Fig. 4.2. Occasional even-odd parity reversals on the timescale of hours were observed in some devices, similar to what is seen in metallic devices [146]. Peak spacing alternation disappears at higher magnetic fields, \( B \), consistent with the superconducting-to-normal transition, and also disappears at elevated temperature, \( T > 0.4\) K, significantly below the superconducting critical temperature, \( T_c \approx 1\) K. The temperature dependence is consistent with similar behavior seen in metallic structures [25, 165], and can be understood as the result of thermal activation of quasiparticles within the HQD with fixed total charge.

As seen in Fig. 4.7c, individual Coulomb peaks are asymmetric in shape, with their centroids (first moments) on the even sides of the peak maxima. Note that the asymmetry leads to higher near-peak conductance in even valleys, the opposite of the Kondo effect. The asymmetric shape is most pronounced at low temperature, \( T < 0.15\) K, and decreases with increasing magnetic field. The degree of asymmetry is not
predicted by the rate model, even taking into account the known small asymmetry due to spin degeneracy [22]. In the analysis below, we consider peak positions defined both by peak maxima and centroids.

A model of even-odd Coulomb peak spacing that includes thermal quasiparticle excitations follows earlier treatments [25, 165, 167], including a discrete subgap state as well as the BCS continuum [25] (Fig. 4.7d). Even-odd peak spacing difference, \( S_e - S_o \), depends on the difference of free energies,

\[
S_e - S_o = \frac{4}{\alpha e} (F_o - F_e),
\]

where \( \alpha \) is the (dimensionless) gate lever arm. The free energy difference, written in terms of the ratio of partition functions is,

\[
F_o - F_e = -k_B T \ln \left( \frac{Z_o}{Z_e} \right).
\]

For even-occupancy,

\[
Z_e = 1 + \sum_{i \neq j} e^{-E_i/k_B T} e^{-E_j/k_B T} + \ldots,
\]

where the first term stands for zero quasiparticles, the second for two (at energies \( E_i \) and \( E_j \)), and additional terms for four, six, etc. \( Z_o \) similarly runs over odd occupied states. Rewriting the sums of Boltzmann factors as integrals over the density of states, \( D(E) \), gives

\[
\frac{Z_o}{Z_e} = \int_0^\infty dE D(E) \ln \coth[E/(2k_B T)],
\]

where \( D(E) \) consists of one subgap state and the continuum,

\[
D(E) = \rho_{BCS}(E) + \frac{1}{2} \rho_0^+(E) + \frac{1}{2} \rho_0^-(E).
\]

We take \( \rho_{BCS}(E) \) to be a standard BCS density of states,

\[
\rho_{BCS}(E) = \frac{\rho_{Al}^{VE}}{\sqrt{E^2 - \Delta(B)^2}} \theta(E - \Delta)
\]
(θ is the step function), and $\rho_0$ to be a pair of Lorentzian-broadened spinful levels symmetric about zero,

$$
\rho_0^\pm (E) = \frac{y/2\pi}{(E-E_0^\pm)^2 + (y/2)^2} + \frac{y/2\pi}{(E+E_0^\pm)^2 + (y/2)^2}.
$$

(4.8)

Zeeman splitting of the bound state and pair-breaking by the external magnetic field are modeled with the equations

$$
E_0^\pm (B) = \frac{\Delta(B)}{\Delta} E_0 \pm 1/2 g\mu_B B,
$$

(4.9)

$$
\Delta(B) = \Delta \sqrt{1 - \left( \frac{B}{B_c} \right)^2},
$$

(4.10)

where $E_0$ is the zero-field state energy and $\Delta$ is the zero field superconducting gap. In the event that a bound state goes above the continuum, $E_0^+ > \Delta(B)$, we no longer include the state in the free energy. Equations (4.9) and (4.10) are reasonable provided the lower spin-split state remains at positive energy, $E_0^- > 0$.

For sufficiently large $B_c$, the bound state will reach zero energy, resulting in topological superconductivity and Majorana modes, the subject of future work.

For $\Delta \gg k_B T$, the free energy can be approximated

$$
F_o - F_e \approx -k_B T \ln(N_{eff} e^{-\Delta/k_B T} + 2 e^{-E_0/k_B T}),
$$

(4.11)

where $N_{eff} = \rho_{Al} V_{Al} \sqrt{2\pi k_B T \Delta}$ is the effective number of continuum states for Al with volume $V_{Al}$ and electron density of states $\rho_{Al}$ [25, 165] (see Appendix B for discussion of approximations).

Based on Eq. 4.11, one can identify a characteristic temperature, $T^* \sim \Delta/[k_B \ln(N_{eff})]$, less than the gap, above which even-odd peak spacing alternation is expected to disappear. Note in this expression $N_{eff}$ itself depends on $T$, and also that $T^*$ does not depend on the bound state energy, $E_0$. A second (lower) characteristic temperature, $T^{**} \sim (\Delta - E_0)/[k_B \ln(N_{eff}/2)]$, which does depend on $E_0$, is where the even-odd alternation is affected by the bound state, leading to saturation at low temperature [25, 165]. For a spin-resolved zero-energy ($E_0 = 0$) bound state—the case for unsplit Majorana zero modes—these characteristic temperatures coincide and even-odd structure vanishes, as pointed out in Ref. [163]. In the opposite case, where the bound state reaches the continuum ($E_0 = \Delta$), the saturation temperature vanishes, $T^{**} = 0$, and
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the metallic result with no bound state is recovered \[25, 165\].

Experimentally, the average even-odd peak spacing difference, \( \langle S_e - S_o \rangle \), was determined by averaging over a set of 24 consecutive Coulomb peak spacings, including those shown in Fig. 4.7, at each temperature. Figure 4 shows even-odd peak spacing difference appearing abruptly at \( T_{\text{onset}} \sim 0.4 \) K, and saturating at \( T_{\text{sat}} \sim 0.2 \) K, with a saturation amplitude near the value expected from the measured bound state energy, \( 4V_0 = 4E_0/(ae) \). Figure 4 shows good agreement between experiment and the numerically-integrated model, Eq. (4.2), using a density-of-states parameters determined independently from data in Fig. 4.3, with \( V = 7.4 \times 10^4 \text{nm}^3 \) as a fit parameter, consistent with the micrograph (Fig. 4.1a), and \( \rho_{\text{Al}} = 23 \text{eV}^{-1}\text{nm}^{-3} \) \[146\].

The asymmetric peak shape complicates measurement of even-odd spacings, as one can either use the centroids or maxima to measure spacings, the two methods giving different results. Larger peak tails on the even valley side cause the centroids to be more regularly spaced than the maxima. This is evident in Fig. 4.8, where the centroid method shows a decreasing peak spacing difference at low temperature, while with the maximum method the spacing remains flat. The thermal model of \( S_e - S_o \) can also show a decrease at low temperature if broadening of the bound state is included. We do not understand at present if the low temperature decrease in the centroid data is related to the decrease seen in the model when broadening is included. It is worth noting, however, that the fit to the centroid data gives a broadening \( \gamma = 50 \text{neV} \), reasonably close to the value estimated from the lead couplings, \( (h\Gamma_0)^2/\Delta = 20 \text{neV} \).

Applied magnetic field (direction shown in Fig. 4.3b) reduces the characteristic temperatures \( T_{\text{onset}}, T_{\text{sat}} \), and saturation amplitudes. Field dependence is modeled by including Zeeman splitting of the bound state and orbital reduction of the gap and bound state energy, taking the \( g \)-factor and critical magnetic field as two fit parameters applied to all data sets. The fit value \( g = 6 \) lies within the typical range for InAs nanowires \[170, 171\], supporting our interpretation that the bound state resides in the InAs. The fit value of critical field, \( B_c = 120 \text{mT} \), is typical for this geometry.

4.5 Number of quasiparticles

Agreement with the thermodynamic model suggests that ensemble averages of even-odd spacing, \( S_e - S_o \), provides a measure of the equilibrium quasiparticle density, \( n_{\text{qp}} \). Figure 4 (right axis) gives the value
Figure 4.8: Average even-odd spacing difference, \( \langle S_e - S_o \rangle \), versus temperature, \( T \). Spacing between peak maxima (triangle) and centroids (square) are shown. Spacing expected from lower Zeeman-split bound state, \( 4V_0(B) = 4E_0(B)/(ae) \) indicated. Quasiparticle activation temperature, \( T^* \), and crossover temperature, \( T^{**} \), indicated on top axis. Right axis shows calculated aluminum quasiparticle density, \( n_{qp} \) (see text). Solid curve is Eq. (4.2) with a HQD density of states measured from Fig. 4.3 (\( \Delta = 180 \mu eV \), \( E_0 = 58 \mu eV \), \( \alpha = 0.013 \)), and the fitted aluminum volume, \( V_{Al} = 7.4 \times 10^4 \text{nm}^3 \). Dotted curve includes a discrete state broadening, \( \gamma = 50 \text{neV} \), fit to the centroid data. Left inset: Same as main, but at \( B = 40, 80, 100, 150 \text{mT} \), from top to bottom and \( 4V_0 \) appearing on the right-hand axis. Curves are fit to two shared parameters: \( g \)-factor, \( g = 6 \), and superconducting critical field, \( B_c = 120 \text{mT} \), with other parameters fixed from main figure. Right inset: Representative Coulomb peaks showing even \( (S_e) \) and odd \( (S_o) \) spacings.

\[
n_{qp}(T) = V_{Al}^{-1}N_{eff}^2e^{-2\Delta/k_BT},
\]

an expression valid for large charging energy [172] (see Appendix A). Note the factor of \( 2\Delta \) in the exponent occurs because of the strong Coulomb blockade limit \( E_C > \Delta \); it reflects the fact that single quasiparticles are at energy \( E_C + \Delta \) and thus “freeze out” before double-quasiparticle excitations at \( 2\Delta \).

Below \( T_{sat} \sim 0.2 \text{K} \), even-odd spacing saturates at the bound-state value \( 4V_0 \), as expected, making it difficult to infer a quasiparticle density in this low-temperature range. Instead, we conservatively take \( n_{qp}(T_{sat}) \sim 0.1 \mu \text{m}^{-3} \) as an upper bound for the quasiparticle density at low temperature. This value is within the range from the recent literature, \( 0.03 - 30 \mu \text{m}^{-3} \) [135–138, 145]. Because the volume of Al is small in this device geometry, the upper bound on the number of quasiparticles, \( n_{qp}V_{Al} < 10^{-5} \), is correspondingly, quite small.
4.5.1 Discussion

Using the results of this chapter, we determine a lower bound on the poisoning time, $\tau_p$, of the bound state. The physical mechanism for this poisoning is relaxation of a quasiparticle into the InAs from the Al, a process that preserves the overall parity of the isolated island (InAs plus Al) but changes the parity of the bound state. The process is intrinsic to the superconductor-semiconductor system, and is expected to set the fundamental limit on parity lifetime [140]. The poisoning rate, $1/\tau_p$, is given by the product of the relaxation rate of a single quasiparticle from the Al, $1/\tau_{qp}$, and the number of quasiparticles in the Al [140], which, from above, is bounded by $n_{qp} V_{Al} < 10^{-5}$. Quantitative comparison of transport data to the numerical model—in particular, the relative strength of negative differential conductivity at finite bias, which vanishes for fast quasiparticle relaxation—provides a lower bound on the quasiparticle relaxation time, $\tau_{qp} > 0.1 \mu s$ (see Sec. 4.3.1). Together, these values give a conservative lower bound on the poisoning time of the bound state, $\tau_p = \tau_{qp}/(n_{qp} V_{Al}) > 10 \mu s$.

Quasiparticle density depends sensitively on device geometry, filtering, and shielding, resulting in a wide range of experimental values (0.03 – 30 $\mu m^{-3}$), and thus poisoning times. We note that recent work in transmon qubits [145] found $n_{qp} = 0.04 \mu m^{-3}$, corresponding to state-poisoning times well above 10 ms. We also note that the Coulomb blockade geometry effectively enforces quasiparticles from the Al shell to be created only in pairs, which is different from non-charging device geometries.

Based on previous work, $\tau_{qp}$, hence $\tau_p$, is expected to depend weakly on the bound-state energy for low-energy bound states [143, 173, 174], including zero-energy Majorana modes with $E_0 = 0$. The long poisoning time found here, $\tau_p > 10 \mu s$, is auspicious for application of this system to topological quantum computing, suggesting that a large number of braiding operations of Majorana modes could be performed before the parity of the bound state is poisoned by the proximitizing Al. Chapter 5 investigates the emergence of Majorana modes in this system.
This chapter presents magnetic field dependence of Coulomb peak spacings and heights in an Al-InAs quantum dot. It is a continuation of the study in Chapter 4, and most of the content will appear in a manuscript, currently in preparation. The devices were fabricated by Sven Albrecht, and measured in collaboration with him under the supervision of Charles Marcus. Morten Madsen, Willy Chang, Ferdinand Kuemmeth, and Thomas Jespersen assisted with the experiments. The nanowires were grown by Peter Krogstrup.

5.1 Introduction

Majorana modes are predicted to possess nonabelian braiding statistics, making them appealing for topological quantum computing [13, 175]. Braids are protected by pinning of the ground state to zero energy, which is ensured exponentially as the separation between Majorana modes is increased [176]. Following proposals [16, 177], several experiments have found signatures of Majorana modes at the ends of super-
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conducting nanowires [18, 155, 178–180] and atomic chains [181], with small mode-splitting potentially explained by hybridization of the Majoranas [182, 183]. Exponential robustness with increasing separation, corresponding to the disappearance of hybridization for distantly separated Majoranas, has yet to be experimentally tested.

This chapter reports the observation of exponentially suppressed energy splittings for zero-energy states in an isolated Majorana island. State energies are inferred from Coulomb peak spacings. For short devices, Coulomb peaks oscillate strongly, as expected for hybridized Majorana fermions. The amplitude of the oscillations decrease exponentially with device length, as expected for the exponential pinning of Majorana modes to zero energy. Coulomb peak heights increase when the putative Majorana state emerges, consistent with so-called electron teleportation by Majorana fermions [186].

The devices reported in this chapter are fabricated and measured using the same techniques as Chapter 4 [Fig. 5.1(a,b)]. The two salient differences are that the Al shell length, \( L \), is varied between 320 nm and 1.5 \( \mu \)m, and that the magnetic field is aligned to be in a direction giving large critical fields, in excess of 500 mT.

5.2 Experiment

Sweeping gate while measuring conductance reveals Coulomb peaks (Fig. 5.1c, \( L = 790 \) nm device). At zero field, the peaks are \( 2e \)-periodic, which is a limiting case of the even-odd alternations in Chapter 4. This regime is expected to occur when all single-particle states have sufficiently large energy, \( \Delta > E_C \), causing the odd Coulomb valleys to shrink to zero width. Above a characteristic applied magnetic field \( B^* \)
Figure 5.2: a, Conductance, $g$, as a function of gate voltage, $V_G$ and magnetic field, $B_{\parallel}$. b, Even valley width, $S_e$, and odd valley width, $S_o$ versus magnetic field, extracted from a. Characteristic field, $B^*$, where peaks cross over from 2-electron to 1-electron charging, labeled.

the Coulomb peaks split, resulting in a pronounced even-odd structure ($B_{\parallel} = 80$ mT, Fig. 5.1c). Splitting Coulomb peaks indicate the emergence of a new charge state, presumably due to the presence of at least one single-electron state satisfying $E_0 < E_C$. Further increasing magnetic field, the odd Coulomb valley continues to grow until the peaks are evenly spaced at a second characteristic field $B = B^{**}$. Under general considerations, evenly spaced peaks indicate that at least one state with zero single-particle energy is present. The simplest interpretation of these data is that a single-particle state emerges in finite field and moves to zero energy, which is consistent with the emergence of Majorana modes.

Sweeping gate and field while measuring conductance reveals more detailed behavior of the Coulomb peaks as a function of field (Fig. 5.2a, 900 nm device). At low field, when the peaks are $2e$-periodic there is essentially no field dependence. After splitting near $B^* = 100$ mT, the peaks become roughly $1e$ periodic. In the $1e$-regime, the Coulomb valleys exhibit a characteristic breathing fine-structure, where the width of odd and even valleys oscillates as a function of field. The oscillations are better resolved by extracting valley widths and averaging over even and odd valleys separately, as shown in Fig. 5.2b. The Coulomb valleys oscillate with a characteristic amplitude of a 4.5 mV in gate voltage, corresponding to an energy-oscillation of 7 μeV. It is worth emphasizing that the $2e$ to $1e$ transition and the Coulomb valley oscillations occur far
Figure 5.3: Conductance, $g$, as a function of source-drain bias, voltage $V_{SD}$, and magnetic field, $B_{||}$. Characteristic field $B^*$ (cf. Fig. 5.2), and superconducting critical field, $B_C$ labeled. Note that $B^* \ll B_C$.

before the normal-state transition, as shown in Fig. 5.3.

In the Majorana picture, oscillations with magnetic field – due to residual overlap of Majorana wave-functions – are expected to be exponentially suppressed as wire length increases. To test this prediction, we measure Coulomb peak oscillations in devices of five different lengths, shown in Fig. 5.4. In every measured device, Coulomb peaks are $2e$-periodic at $B = 0$ — even-odd for $L = 320$ nm, 400 nm and $2e$-charging for $L = 790$ nm, 0.9 μm, 1.5 μm — reflecting the fact that the superconductor distinguishes between even and odd total parity. At a device-dependent $B^{**}$, between 100 mT and 300 mT, Coulomb peaks become 1e periodic. For larger fields, $B > B^*$, even and odd valley width oscillate as a function of field, as already discussed for the $L = 0.9$ nm device.

From Fig. 5.4 it is already clear that the energy associated with even-odd valley oscillations decreases as $L$ increases, qualitatively agreeing with the Majorana expectation. To quantify the dependence of oscillation amplitude, $A$, on device length we measure the characteristic oscillation amplitude for each device, as indicated in Fig. 5.4d.

The measured oscillation amplitudes, $A$, shown in Fig. 5.5, are consistent with the exponential dependence on length, $A_0 e^{-L/\xi}$. The fit Majorana coherence length, $\xi = 250$ nm, is reasonable given known InAs material parameters [155]. Thus, the data are consistent with modes localized on the wire ends. The

---

*For $L = 320$ nm, Coulomb peak fluctuations became uncorrelated after several peaks. In that case, fluctuations were averaged over five sets of Coulomb peaks taken in different device tunings, and Fig. 5.4a shows data from a single set of peaks. For all other device lengths, $A$ is extracted directly from Fig’s 5.4(b-e).
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Figure 5.4: Even valley width, $S_e$, and odd valley width, $S_o$ versus magnetic field, extracted from Coulomb peaks similar to Fig. 5.2, for device lengths a, $L = 320$ nm b, $L = 400$ nm c, $L = 790$ nm d, $L = 0.9$ μm e, $L = 1.5$ μm. Characteristic oscillation amplitude $A$ labeled in d.
observed exponential suppression constitutes an experimental test of the robustness; $B$-field perturbations are exponentially suppressed as the wire length is increased. It should be noted, however, that the smallest splitting measured here, $A \sim 1 \mu eV = h \cdot 250$ MHz, is still very large as far as time-domain braiding experiments are concerned.

We conclude our discussion of Coulomb peak spacings, and turn attention to Coulomb peak heights. As discussed in Chapter 1, Coulomb peak heights are proportional to wavefunction norms at both leads \cite{22, 24}, and therefore some indication of wavefunction shape. Comparing Coulomb peak heights for different device lengths (Fig. 5.6) shows that a region of strongly suppressed peak height develops in long devices at intermediate fields $B'' < B < B'''$, with weak peak height fluctuations at higher field. We found that this effect occurs only in the weak-coupling regime; indeed, the data in Fig. 5.2 do not display this effect and are with stronger coupling to the leads. The onset of suppressed conductance at $B'$ coincides with the crossover from Cooper pair to single-electron charging, suggesting that single-electron states are decoupled from the leads below $B'''$. Strong brightening of peaks at $B''$, coincident with the onset of 1e-periodicity, is consistent with the emergence of a zero-energy state with enhanced wavefunction weight at the leads, as predicted by the Majorana teleportation picture \cite{163}. Brightening would also be observed, however, if localized, zero-energy, single-particles states were present on each end \cite{184}; numerical simulations of the system may help distinguish the two cases.
Figure 5.6: a, Conductance, $g$, as a function of gate voltage, $V_G$ and magnetic field, $B_\parallel$ in the weak-coupling regime for $L = 320$ nm, 790 nm, 1.5 $\mu$m. b, Normalized, average peak conductance, $g/g_{\max}$ versus normalized field, $B/B^{**}$. For $L = 1.5$ $\mu$m, peaks dim at $B^*$ and brighten at $B^{**}$.
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Figure 5.7: a, Conductance, $g$, versus source-drain bias voltage, $V_{SD}$, and gate voltage, $V_G$ for $L = 1.5 \, \mu m$ device. b, Conductance versus source-drain bias at the indicated diamond closing points.

All data presented so far in this chapter have been zero-bias, and therefore do not contain any information about excited states. In particular, for identifying Majorana modes, the presence of an excitation gap is a key feature. Coulomb diamonds in the 1$e$-periodic (Majorana) regime are shown for an $L = 1.5 \, \mu m$ device in Fig. 5.7a. Conductance is gapped at the closing point of the Coulomb diamonds, indicating the presence of an excitation gap in the quantum dot. Bias spectroscopy at the diamond closing points, shown in Fig. 5.7b, reveals a repeatable Majorana zero-bias peak.

5.3 Discussion

This chapter reported a length study of Majorana islands composed of InAs nanowires with epitaxial Al half-shells, extending the study in Chapter 4 to long wire lengths. Oscillating energy splittings, measured using Coulomb peak spacings, are exponentially suppressed in wire length, with the characteristic Majorana coherence length $\xi = 250 \, \text{nm}$. This constitutes an explicit demonstration of exponential protection from external perturbations. Brightening of Coulomb peaks for longer devices suggests the presence of a robust, delocalized state connecting the leads, and provides the first experimental support for electron teleportation by Majorana fermions. Finally, Coulomb diamonds show that the zero-energy state is gapped.
This chapter sketches a proposal for realizing Majorana-parity qubit initialization and readout that uses techniques similar to spin qubits (Chap.'s 3-2). This proposal, if implemented, would also serve as a test of the robustness of Majorana modes, as discussed in Sec. 6.2. Many of the ideas in this proposal are already present in many places in the literatures, especially [185], which showed that charging energy is a resource for computation and [17] which discusses fusion rule demonstration. A full proposal is being prepared by, in addition to myself, David Aasen, Michael Hell, Ryan Mishmash, Jeroen Danon, Martin Leijnse, Jason Alicea, Thomas Jespersen, Joshua Folk, Karsten Flensberg, and Charles Marcus.
Figure 6.1: a, Diagrams for open (high-conductance) and closed (zero conductance) tunnel barriers. b, A dot with closed barriers and Majorana modes $\gamma_1, \gamma_2$. The parity eigenstates $|\pm\rangle_{12}$ are split by the charging energy. c, Adiabatically opening left and right barriers results in degenerate parity eigenstates. This configuration can be held for a time $\tau$. d, Closing the tunnel barriers maps parity back onto charge, to be detected by a proximal sensor quantum dot.

6.1 Fusion rule setup

Imagine a superconductor/semiconductor nanowire with two Majorana modes at its ends. The two Majorana modes, $\gamma_1$ and $\gamma_2$, which obey the relations

$$\gamma_i = \gamma_i^\dagger,$$
$$\gamma_i \gamma_j + \gamma_j \gamma_i = 2\delta_{ij},$$

Together form a single regular fermion $c_{12} = \frac{1}{2}(\gamma_1 + i\gamma_2)$. In the presence of more than two Majoranas, the decision of which modes to pair into regular fermions is called choosing a basis. The regular-fermion parity is a well defined observable

$$\hat{P}_{12} = i\gamma_1 \gamma_2 = 2\hat{n}_{12} - 1,$$

where $\hat{n}_{12} = c_{12}^\dagger c_{12}$ is the number operator. Parity, $\hat{P}_{12}$ can have eigenvalues $\pm 1$, with eigenstates $|\pm\rangle_{12}$.

Imagine that the Majorana modes are present in a quantum dot, as potentially already realized in Chap. 5.
When the dot is isolated from the leads, it has a charging energy, which splits the parity eigenstates (Fig. 6.1a). For example, if the dot is tuned to the $n = 0$ charge state, the parity state $|-\rangle_{12}$ is the ground state, and $|+\rangle_{12}$ has energy of order $E_C$. The charging energy is quenched if the leads are set to unity transmission, making the parity states $|-\rangle_{12}$, $|+\rangle_{12}$ degenerate. In this open configuration it becomes important that the device has superconducting leads, so that parity is conserved even in the absence of charging energy.

The single dot geometry already allows for some interesting experiments, as outlined in Fig. 6.1. The Majorana modes can be initialized into a fixed parity state, made degenerate for a time $\tau$, then mapped back onto charge for readout [see Fig. 6.1(a-d)]. The charge readout can be performed with a nearby sensor dot, similar to spin qubits (Chap. 3). Note that this parity readout mechanism is sensitive only to overall parity of the dot, but is insensitive “internal” poisoning events where a quasiparticle enters enters the continuum and another one flips the Majorana parity, which were discussed in Chap. 4. The entire pulse sequence constitutes a time-domain parity lifetime measurement of the Majorana parity qubit, and reminiscent of the prepare-separate-measure cycle for measuring $T_2^*$ in Chap. 4.

Moving to a double quantum dot would allow even more sophisticated experiments. Now there are four Majorana modes — $\gamma_1$, $\gamma_2$, $\gamma_3$, and $\gamma_4$ — to work with, where the two central modes, $\gamma_2$ and $\gamma_3$, are split in the presence of finite inter-dot tunneling. Charging energy can be used to couple $\gamma_1$ and $\gamma_4$ over long distance, while tunneling couples $\gamma_2$ and $\gamma_3$ locally.

The double dot geometry can be used to test Majorana fusion rules. Borrowing the first few steps from Fig. 6.1, we can initialized into an eigenstate of $P_{14}$, then open the leads to make $|\pm\rangle_{14}$ degenerate (Fig. 6.2a,b). Next, the central tunnel barrier is closed adiabatically, which initializes Majoranas $\gamma_2$ and $\gamma_3$ into one of the degenerate eigenstates $|\pm\rangle_{23}$ (Fig. 6.2c). The system is now initialized into an eigenstate of $\hat{P}_{14} \otimes \hat{P}_{23}$ (outer $\otimes$ inner). The left and right parities, $\hat{P}_{12}$ and $\hat{P}_{34}$, are then read out by closing tunnel barriers to the leads, as shown in Fig. 6.2d. The read out process can be considered a fusion of the left ($\gamma_1, \gamma_2$) and right ($\gamma_3, \gamma_4$). The Majorana fusion rule is that $\langle P_{12} \rangle = \langle P_{34} \rangle = 0$ with individual $\hat{P}_{12}$ and $\hat{P}_{34}$ eigenvalues perfectly anti-correlated.
6.2 Discussion

The fusion rule demonstration discussed above could serve as an experimental test of “how zero” the Majorana zero modes are. In the realistic case of some finite hybridization between $\gamma_1$ and $\gamma_2$, a truly adiabatic “separate” pulse, which generates the central Majoranas (Fig. 6.2b → c), would always initialize into an eigenstate of $\hat{P}_{12}$. For fusion rules, the separate pulse therefore needs to be diabatic with respect to the residual splitting between $\gamma_1$ and $\gamma_2$, which is exponentially small in theory. So far Majorana modes have only been identified in bias spectroscopy and addition energy, limited to energy resolution $\approx kT$. The fusion rule demonstration would be a zero-energy test with resolution $h/t_{\text{separate}}$, where $t_{\text{separate}}$ can be of order the poisoning time. Putting in $t_{\text{separate}} \sim 1$ ms gives an anticipated energy resolution $h/t_{\text{separate}} = 10^{-8} \cdot k_b T$, eight orders of magnitude better than bias spectroscopy.

Even more progress can be made if a controlled coupling between $\gamma_2$ and $\gamma_3$ is possible. Then a parity gate, similar to the exchange gate implemented in Chap. 3 should be possible. One could initialize in the $P_{12}, P_{24}$ basis (by waiting at Fig. 6.2d), then coherently rotate into a $P_{14}, P_{23}$ eigenstate. Demonstrating coherent oscillations would show that the Majorana mode is a well-behaved qubit. Turning off all couplings part-way through the coherent rotation would constitute demonstration of a Majorana mode quantum memory.
Finally, it's interesting to note that the sequence in Fig. 6.2 could be run in reverse, demonstrating initialization in the $\hat{P}_{12}$ and $\hat{P}_{34}$ eigenbasis, followed by readout of $\hat{P}_{4}$. A potential problem with the reverse sequence is that a quasiparticle generated from $(\gamma_2, \gamma_3)$ fusion could poison the $(\gamma_1, \gamma_4)$ system. Still, the reverse sequence would demonstrate the unusual property that two zero-energy fermionic states $(c_{12}, c_{34})$ always combine to form another zero-energy fermionic state $(c_{14})$, rather than “anticrossing” away from zero.
Thermodynamics of even-odd effect

This appendix gives a full derivation of the thermodynamic approach to the even-odd effect of Chapter 4, including the number of quasiparticles on the island. Section A.1 was led by Gediminas Kiršanskas and Karsten Flensberg, with small inputs from me.

A.1 General thermodynamics

The parity of the number of quasiparticles has to be equal to the parity of the number of electrons $N$ on the island. The free energy difference $\delta F$ between the odd and even occupation is expressed as [25, 165]

$$\delta F = F_o - F_e = -\frac{1}{\beta} \ln \left( \frac{Z_o}{Z_e} \right), \quad (A.1)$$

in terms of the partition functions for different parities

$$2Z_{o/e} = \prod_{n,s} (1 + e^{-\beta E_n}) \mp \prod_{n,s} (1 - e^{-\beta E_n}). \quad (A.2)$$
where $\beta = 1/k_B T$ denotes the inverse temperature of the island. For a sufficiently large island the single particle spectrum can be described by the spectrum of a grounded superconductor where the single particle spectrum is $E_n = \sqrt{\varepsilon_n^2 + \Delta^2}$, for electron dispersion $\varepsilon_n$.

Without a subgap state the free energy difference Eq. (A.1) is expressed as

$$\delta F_{BCS} = -k_B T \ln \tanh \left( \frac{1}{2} \sum_{n,s} \ln \coth \left( \frac{\beta E_n}{2} \right) \right) = -\frac{1}{\beta} \ln \tanh \int_{\Delta}^{+\infty} dE \rho_{BCS}(E) \ln \coth \left( \frac{\beta E}{2} \right),$$

where $\rho_{BCS}(E)$ is the BCS density of states for quasiparticles on the island given by

$$\rho_{BCS}(E) = \frac{\rho_D E}{\sqrt{E^2 - \Delta^2}},$$

with $\rho_D = \rho_{Al} V$ denoting the normal state density of states, including spin, and $\rho_{Al}$ is aluminum density of states per volume, and $V$ is the volume of the island. For small temperatures $\beta \Delta \gg 1$, the free energy difference (A.3) can be approximated as

$$\delta F_{BCS} \approx -k_B T \ln \tanh \left( 2 \int_{\Delta}^{+\infty} dE \rho_{BCS}(E) e^{-\beta E} \right) = -k_B T \ln \tanh \left( N_{eff} e^{-\beta \Delta} \right) \approx \Delta - k_B T \ln(N_{eff}),$$

where an effective number of quasiparticle states $N_{eff}$ is given by

$$N_{eff} = 2 \int_{\Delta}^{+\infty} dE \rho_{BCS}(E) e^{-\beta (E - \Delta)} = 2 \rho_D \Delta e^{\beta \Delta} K_1(\beta \Delta) \approx \rho_D \sqrt{\frac{2\pi k_B T \Delta}{\pi}},$$

and $K_\nu(x)$ denotes the modified Bessel function of the second kind.

With a subgap state the free energy difference Eq. (A.1) acquires an additional term and one gets

$$\delta F_{ABS} = -k_B T \ln \tanh \left[ \int_{\Delta}^{+\infty} dE \rho_{BCS}(E) \ln \coth \left( \frac{\beta E}{2} \right) + \ln \coth(\beta E_0 / 2) \right].$$

See also Eq. (B.1) where the approximate expression for the first term in used.

In Chapter 4 we discuss how the low-temperature data deviates from the above Andreev-bound-state model in terms of a life-time broadening of the subgap state. This is done by including a phenomenological...
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broadening with width \( \gamma \) into the subgap density of states, which then gives the free energy difference

\[
\delta F_{\text{ABS-LB}} = -k_B T \ln \tanh \left[ \int_{-\infty}^{+\infty} dE \rho_{\text{BCS}}(E) \ln \coth \left( \frac{\beta E}{2} \right) + \frac{1}{2} \sum_{r=\pm 1} \int_{0}^{+\infty} \frac{d\omega}{2\pi} \frac{y \ln \coth \left( \frac{\beta \omega}{2} \right)}{\omega - \tau E_0} + \left( \frac{y}{2} \right)^2 \right].
\]

(A.8)

In the kinetic equation calculation presented below, the equilibrium distributions of quasiparticle in the continuum with an even or odd number of quasiparticles are needed. Since we will assume that the particles occupying the continuum are effectively equilibrated, we find the distribution functions by modifying the usual Fermi-Dirac distribution function as

\[
\begin{align*}
    f_P(E) &= \frac{1}{e^{\beta E/Z_P} + 1} \\
    &\rightarrow \\
    f_e(E) &= \frac{1}{e^{\beta E + \delta F_{\text{BCS}}}} + 1, \\
    f_o(E) &= \frac{1}{e^{\beta E - \delta F_{\text{BCS}}} + 1},
\end{align*}
\]

(A.9)

where \( P \in \{e, o\} \), and \( P \) represents the opposite of \( P \).

A.2 Number of quasiparticles

Using the above results, we derive a simple expression for the number of quasiparticles in the absence of a bound state. At low temperature, when \( \delta F_{\text{BCS}} = \Delta - k_B T \ln(N_{\text{eff}}) \), the distribution functions take the form

\[
\begin{align*}
    f_e &= N_{\text{eff}} e^{-\beta (E + \Delta)}, \\
    f_o &= \frac{1}{N_{\text{eff}}} e^{-\beta (E - \Delta)},
\end{align*}
\]

(A.10, A.11)

where \( N_{\text{eff}} \) is given by Eq. (A.6).

The number of quasiparticles in each parity state can then be calculated using

\[
N_P = 2 \int_{\Delta}^{+\infty} dE \rho_{\text{BCS}}(E) f_P(E).
\]

(A.12)

Substituting the above expression for \( f_o \) gives \( N_o = 1 \), as expected. Substituting \( f_e \) gives the quasiparticle
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number

\[ N_e = 2 \int_{\Delta}^{+\infty} dE \rho_{BCS}(E) N_{eff} e^{-\beta(E+\Delta)} = N_{eff} e^{-2\beta\Delta} \int_{\Delta}^{+\infty} dE 2 \rho_{BCS}(E) e^{-\beta(E-\Delta)} = \left( N_{eff} e^{-\beta\Delta} \right)^2. \] (A.13)

Because of the large charging energy \( N_e \) is the square of the bulk value \( N_{eff} e^{-\beta\Delta} \), indicating that quasiparticles must be created in pairs.

Dividing the above expression for \( N_e \) by the Al volume, \( V_{Al} \), gives the quasiparticle density

\[ n_{qp} = V_{Al}^{-1} N_{eff} e^{-2\beta\Delta} \] (A.14)

consistent with Chapter 4. It is worth noting that the formula for \( n_{qp} \) is volume dependent, ultimately a result of the fact that the derivation is performed in the large charging energy limit. In the bulk limit \( E_C \to 0 \), this equation would cease to be valid, with a crossover to the bulk result \( N_{eff} / V e^{-\beta\Delta} \) when \( E_C < kT \).

To understand the crossover, consider the full partition function as written by Lafarge \[25\]

\[ Z = \sum_n e^{-\beta E_C (n-N_g)^2} Z_n, \] (A.15)

where \( n \) denotes the charge on the island. For odd \( n \), \( Z_n \) corresponds to the previously defined \( Z_o \); likewise for even \( n \) it corresponds to \( Z_e \). In the low temperature limit \( (k_B T \ll \Delta, E_C) \) and for the gate voltage \( N_g \in [-1/2, 1/2] \) being in the region of the even diamond \( n = 0 \), it is enough to take into account the odd particle states \( n = \pm 1 \). The single particle distribution function is given by

\[ f(E) \approx \frac{p_o e^{-\beta E} Z_e + p_e e^{-\beta E} Z_o}{1 + p_o / p_e (e^{\beta E} + e^{\beta F_{BCS}})} = e^{\beta(E+\Delta) + 1 + p_o / p_e (e^{\beta E} + e^{\beta F_{BCS}})} \]

\[ \approx N_{eff} e^{-\beta(E+\Delta)} \left[ 1 - \left( \frac{p_o}{p_e} \right)^2 \right] + \frac{p_o}{p_e} e^{-\beta E} \left[ 1 - \frac{p_o}{p_e} e^{-\beta E} \right], \]

\[ \text{with } p_o = e^{-\beta(1-N_g)^2 E_C} + e^{-\beta(1+N_g)^2 E_C}, \quad p_e = e^{-\beta N_g^2}. \]
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Here we again used the low temperature limit \( k_B T \ll \Delta, E_C \) and \( Z_e/Z_0 = e^{\beta \delta F_{BCS}} \approx e^{\beta \Delta}/N_{\text{eff}} \). Using the above distribution (A.16) the total number of quasiparticles becomes

\[
N_{qp} = 2 \int_{-\infty}^{+\infty} dE \rho_{BCS}(E) f(E) \approx N_{\text{eff}}^2 e^{-2\beta \Delta} \left[ 1 - \left( \frac{P_0}{P_e} \right)^2 \right] + \frac{P_0}{P_e} N_{\text{eff}} e^{-\beta \Delta} \left[ 1 - \frac{P_0}{\sqrt{2}P_e} e^{-\beta \Delta} \right]. \tag{A.17}
\]

The number of quasiparticles in the even Coulomb valley is then found by setting \( N_g = 0 \), which yields

\[
N_e = N_{qp}(N_g = 0) \approx 2N_{\text{eff}} e^{-\beta (\Delta + E_C)} + N_{\text{eff}}^2 e^{-2\beta \Delta}. \tag{A.18}
\]

For our system, which has \( E_C > \Delta \), the first term is \( 10^{-22} \) times smaller than the second at \( T = 200 \text{mK} \), so

\[
N_e \approx N_{\text{eff}}^2 e^{-2\beta \Delta} \tag{A.19}
\]

is an excellent approximation, in agreement with Eq. (A.13). In the small charging energy limit, \( E_C \ll k_B T \), from Eq. (A.15) one arrives at the bulk result \( N_{\text{eff}} e^{-\beta \Delta} \), as expected. It is important to note that the number of quasiparticles is gate, \( N_g \), dependent. For example, at \( N_g = 1/2 \) there is effectively no charging energy and the bulk result is recovered.

To further emphasize that the \( e^{-2\beta \Delta} \) result is generic for large \( E_C \), we take the simple limit where there are \( N \) quasiparticle states at \( \Delta \). Then we can binomial expand \( Z_e \approx 1 + N^2 e^{-2\beta \Delta} \) and \( Z_0 \approx N e^{-\beta \Delta} \). Substituting into Eq. (A.15), the overall partition function takes the intuitive form

\[
Z = 1 + 2Ne^{-\beta (\Delta + E_C)} + N^2 e^{-\beta (2\Delta)}. \tag{A.20}
\]

The first term corresponds to zero quasiparticles, the second to one quasiparticle, and the third to two quasiparticles. The energy of single quasiparticles is \( \Delta + E_C \), indicating that the total charge on the dot must change, whereas the energy of two quasiparticles is \( 2\Delta \), indicating that a Cooper pair can be broken at fixed total charge. In the limit \( E_C > \Delta \), the single quasiparticle term is negligible, leaving only an \( e^{-2\beta \Delta} \) term.
This appendix discusses various approximations made in the treatment of the even-odd effect of Chapter 4.

B.1 Comparison of free energy approximations

This section gives examples of the free energy difference, \( F_0 - F_e \), calculated under different approximations, considering the case without broadening \( \gamma = 0 \) and without an applied field \( B = 0 \). Under these conditions the free energy difference is given by Eq. (A.7). When \( \beta \Delta > 1 \) the approximation \( \ln \coth(\beta E/2) \approx 2e^{-\beta E} \) can be used for the first term. Applying the identity \( \int_{-\infty}^{+\infty} dE \rho_{BCS}(E)e^{-\beta E} = \rho_{Al}V_{Al}\Delta K_{1}(\beta \Delta) \) then gives

\[
F_0 - F_e \approx -k_B T \ln \tanh \left[ 2\rho_{Al} V_{Al} \Delta K_1(\beta \Delta) + \ln \coth \left( \frac{\beta E_0}{2} \right) \right],
\]

(B.1)
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Figure B.1: Free energy difference $F_o - F_e$ versus temperature $T$ for three different expressions for the free energy. All parameters same as Chapter 4 ($\Delta = 180\mu eV$, $E_0 = 58\mu eV$, $\gamma = 0$, $B = 0$). Black crosses are numerically exact values from Eq. (A.7), red line is Eq. (B.1), blue line is Eq. (B.2).

where $K_1(x)$ is a Bessel function of the second kind. In the very low temperature limit $\beta \Delta \gg 1$, $\beta E_0 > 1$ the approximations $K_1(\beta \Delta) \approx \sqrt{\pi/(2\beta \Delta)} e^{-\beta \Delta}$, $\ln \coth(\beta E_0/2) \approx 2e^{-\beta E_0}$, and $\tanh(x) \approx x$ can be used, giving

$$F_o - F_e \approx k_B T \ln \left[ N_{\text{eff}} e^{-\beta \Delta} + 2e^{-\beta E_0} \right],$$

(B.2)

where $N_{\text{eff}} = \rho_{\text{Al}} V_{\text{Al}} \sqrt{2\pi k_B T \Delta}$.

Equations (B.1) and (B.2) constitute two levels of accuracy at which Eq. (A.7) can be evaluated. Figure S4 compares the methods. Equation (B.1) is an excellent approximation to Eq. (A.7) over the experimentally relevant temperature range. Equation (B.2) is poor approximation at intermediate temperatures.

B.2 Effect of the bound state on the free energy

Figure S5 shows a comparison of the free energy difference, $F_o - F$, with and without the subgap bound state. As the lowest energy unoccupied state, the bound state causes the free energy to saturate at $F_o - F_e = E_0$ at low temperature. It should be noted that the free energy difference with a subgap bound state was also shown in Fig. 5 of Lafarge et al.[25].
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Figure B.2: Free energy difference $F_o - F_e$ versus temperature $T$ with and without the semiconductor bound state. All parameters the same as Chapter 4 ($\Delta = 180 \mu\text{eV}, E_0 = 58 \mu\text{eV}, \gamma = 0, B = 0$). Blue trace includes the BCS density of states only, red trace includes the BCS density of states and the discrete state.

B.3 Comparison of thermodynamic and rate models

The thermodynamic and rate models can both be used to calculate Coulomb peak spacings. The thermodynamic model assumes equilibrium conditions, and hypothesizes that Coulomb peaks are at free energy degeneracies. The rate model takes into account thermodynamics, and also includes the differential bias used for conductance measurement. It is worth emphasizing that the rate model is fully consistent with thermodynamics; when used to calculate equilibrium quantities such as charge it exactly reproduces the thermodynamic results \[167\].

Figure S7 shows the even-odd peak spacing data along with predictions of the thermodynamic and rate approaches. The rate model gives the better fit of the two with a slightly different best-fit Al volume, although the improvement is at a level comparable to experimental error. A theoretical description of the difference between these two models, physically related to differential versus direct measurements of the chemical potential, will be developed in future theoretical work.
Figure B.3: Average even-odd spacing difference, $\langle S_e - S_o \rangle$, versus temperature, $T$. Spacing between peak maxima (triangle) and centroids (square) are shown. Solid curve is found by numerically solving Eq.'s (S38-S42) and finding peak maxima. Parameters are same as Chapter 4, except the fit Al volume $V_{Al} = 1.9 \times 10^3 \text{nm}^3$. Dashed curve is thermodynamic model, Eq. (S16), identical to Fig. 4.1.
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