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Abstract

ROMM is a class of Randomized, Oblivious, Multi-phase, Minimal routing algorithms. ROMM routing offers a potential for improved performance compared to both fully randomized algorithms and deterministic oblivious algorithms, under both light and heavy loads. ROMM routing also offers close to best case performance for many common routing problems. In previous work, these claims were supported by extensive simulations on binary cube networks [30, 31]. Here we present analytical and empirical results for ROMM routing on wormhole routed mesh and torus networks. Our simulations show that ROMM algorithms can perform several representative routing tasks 1.5 to 3 times faster than fully randomized algorithms, for medium-sized networks. Furthermore, ROMM algorithms are always competitive with deterministic, oblivious routing, and in some cases, up to 2 times faster.

1 Introduction

Efficient data motion has been critical in high performance computing as long as computers have been in existence. Massively parallel computers use a sparse interconnection network between processing nodes with local memories. Minimizing the potential for high congestion of communication links is an important goal in the design of routing algorithms and networks. Moreover, the packaging technology introduces constraints on the data motion bandwidth at module boundaries, such as chips and boards. These constraints suggest that preserving locality of reference with careful data allocation and minimizing network load by using minimal algorithms are desirable objectives. However, it is important to note that minimal algorithms and locality preserving data mappings do not always guarantee the best routing times. In fact, for certain problems, non-minimal routing algorithms and data allocations which do not preserve locality can utilize more of the available network bandwidth and cause less communication link congestion, without the corresponding increase in demand for network bandwidth.

In this paper, we report on a class of minimal algorithms designed to keep the risk of severe congestion low for arbitrary routing patterns, yet to behave like optimal algorithms for some important representative routing patterns. ROMM (Randomized, Oblivious, Multi-phase, Minimal) routing was first presented in [30, 31]. In the earlier work, we examined the behavior of ROMM algorithms on s-dimensional binary cube networks using store-and-forward routing [44]. In this work, we study the behavior of ROMM algorithms on mesh and torus networks using wormhole routing [10].

The outline of this paper is as follows. Section 2 discusses related work. Section 3 provides basic definitions and terminology. Section 4 presents ROMM routing for mesh and torus networks. Section 5 analyzes the behavior of ROMM routing for some representative problems. Section 6 provides simulation results which show that ROMM routing, for these representative problems, performs better than fully randomized routing and close to best case routing.

2 Related Work

Message routing algorithms can be classified as oblivious, adaptive, or customized. In oblivious algorithms, the paths taken by messages depend only on the source and destination of the messages. In adaptive algorithms, the path taken is influenced by other messages, usually in an attempt to minimize the total routing time. In customized algorithms, message routing is based on a global knowledge of the problem. In a randomized algorithm, the path selection, the scheduling of messages, or both, use randomization. In a deterministic algorithm, randomization is not used. A routing algorithm is minimal if all messages follow shortest paths from source to destination. A good survey of message routing algorithms is provided in [25].

Any viable routing algorithm must ensure freedom from deadlock and livelock. The minimum buffer capacity in the nodes and the buffer management required to achieve these properties depend on whether wormhole [10], virtual cut-through [22], or store-and-forward [44] routing is used. The requirements for store-and-forward and virtual cut-through routing have been studied extensively [6, 7, 16, 29]. For concurrent use of all channels of a node, wormhole routing requires a buffer for each virtual channel, which is a more stringent requirement than what is required for virtual cut-through and store-and-forward routing. For these routing techniques deadlock and livelock can be guaranteed even if buffers are shared between channels. The atomic unit being routed is however typically considerably smaller in wormhole routing than in the other two techniques, and the total
buffer space required for deadlock and livelock freedom is in most cases significantly less than for the other two techniques. Hence, a great deal of effort has been devoted in recent years to develop both analytical models as well as efficient implementations of wormhole routing. For instance, wormhole technology, designed originally for massively parallel computers, is currently also being applied to high-speed local area networks [3]. A survey of wormhole routing can be found in [33].

The Caltech Mosaic [42], CMU iWarp [5], Cray T3D [35], Intel Paragon, MIT Alewife [2], MIT J-Machine [34], and Stanford DASH [27] all use deterministic, oblivious routing. Such routing is relatively easy to implement and usually performs well, though performance may decay rapidly under heavy load. Also, these algorithms have poor worst case behavior. For any $N$-node, degree $d$ network, there exist permutations for which any deterministic, oblivious routing strategy requires time $\Omega(\sqrt{N/d})$ [21].

Valiant and Brebner proposed two-phase randomized routing in which a random node is used as an intermediate destination [48, 49]. The algorithm can route any permutation on the $n$-dimensional binary cube in $O(n)$ steps with high probability. Tsantilas showed that the constant factor is approximately two [47]. The disadvantages of the algorithm are that all data locality is lost and buffers of size $O(n)$ are required in each node. Data locality is of particular interest in inhomogeneous networks. For instance, non-uniform channel widths may be introduced by packaging constraints. Variants which use fixed size buffers have been proposed [28]. In the Connection Machine CM-5 [45], randomization is employed in the first routing phase in the fat-tree network [26]. An improvement of the routing time by approximately a factor of two can be achieved by randomizing the allocation of the address space, as suggested by Ranade et al. [39, 40]. This approach is being implemented by Abolhassan et al. [1]. Fixed size buffers suffice, but data locality is still lost. Randomized allocation is an option for some gather/scatter related operations on Connection Machine systems [46].

Minimal and non-minimal deterministic, adaptive, routing algorithms have been proposed by many researchers [9, 11, 12, 14, 15, 23, 32, 38, 37]. A survey of adaptive routing for binary cubes can be found in [13]. Deterministic, adaptive routing is used on the Connection Machine models CM-1, CM-2, and CM-200 [17]. The Chaos router [24] is a randomized, adaptive router, which allows messages to follow random shortest paths from source to destination, but misroutes messages when congestion occurs. A chip implementation of the Chaos router has been made [4]. However, questions about the effectiveness of adaptive routing, in general, have been raised [36].

Customized algorithms exist for many routing problems, such as frequently occurring permutations and gather/scatter operations, on a variety of networks. Advanced compilers may detect instances of these problems and generate the appropriate machine code, or call functions in a library such as the Connection Machine Scientific Software Library [46].

Unlike all of the routing algorithms described above, ROMM routing is randomized, oblivious, and minimal. Furthermore, ROMM routing is suitable for store-and-forward, virtual cut-through, and wormhole routed networks, unlike some of the adaptive techniques described above, which are not applicable to wormhole networks. In this paper, we examine ROMM routing on wormhole routed mesh and torus networks.

3 Preliminaries

Massively parallel computers are constructed from processor nodes linked together by an interconnection network. A processor node consists of three major elements: a processing element, a local memory, and a network interface. An interconnection network is a graph in which the vertices are the processor nodes and the edges are the communication links. Figure 1 shows the main features of the network interface for a generic processor node.

Processor nodes communicate with each other by sending messages. The atomic unit being communicated in wormhole routing is a flit (flow control digits). Messages are divided into flits, with the flits from a message (the "worm") possibly spread out across multiple nodes during routing. But only the header flit contains routing information. Hence, all flits from the same message must follow the same path, and flits from different messages cannot be interleaved. In order to avoid excessively long worms, messages may be divided into packets, which in turn are divided into flits. Each packet forms a worm, with different worms possibly following different routing paths.

Definition 1 ($n$-dimensional Mesh Network) This network is defined by a set of extents, $K_0, K_1, \ldots, K_{n-1}$, and has $N = K_0 \times K_1 \times \ldots \times K_{n-1}$ nodes. Nodes are labeled by $n$-tuples, with values corresponding to the node’s offset in each dimension with respect to node $(0, 0, \ldots, 0)$. Node $X = (x_0, x_1, \ldots, x_{n-1})$ is a valid node if $0 \leq x_i < K_i$, for $0 \leq i < n$. In dimension $i$, $0 \leq i < n$, the connectivity for

---

1. For example, dimension-order routing performs poorly when routing transpose permutations on 2-dimensional meshes.

2. Throughout this paper, we will use the terms link and edge interchangeably.
The best known randomized, oblivious routing algorithm is the DimOrder routing. In DimOrder routing, messages are moved from source to destination by correcting the displacements in ascending dimension order. On 2-dimensional meshes, it is called X-Y routing; on binary cubes, it is called ε-Cube routing. The best known randomized, oblivious routing algorithm is Valiant–Brebner routing (Valiant) [48, 49]. Valiant is a two-phase algorithm which, in the first phase, uses DimOrder to route the message from its source to a random node, and in the second phase, uses DimOrder to route the message from the random node to its destination. The algorithm is obviously non-minimal, but despite its increased demands for network bandwidth compared to minimal algorithms, it has been shown to decrease the likelihood of edge-congestion by effectively converting the original routing problem into two random routing problems.

To ensure the correctness of ROMM algorithms, we will employ virtual channels:

**Definition 4 (Virtual Channels)** A virtual channel consists of a unidirectional communications link between adjacent nodes together with an input and output buffer. Virtual channels may share physical communication links, but the buffers are private. Virtual channels can be used to eliminate deadlock [10] and to improve performance [8].

### 4 ROMM Routing

Although many routing algorithms have been proposed, DimOrder is still used in many parallel systems, primarily because it is easy to implement and usually exhibits good performance. Unfortunately, DimOrder has poor worst case behavior and degrades under heavy loads. In contrast, Valiant routing prevents worst case behavior by employing randomization to convert a routing problem into two random, average case problems. This almost always results in non-minimal paths and higher demand for network bandwidth. But, the use of additional network edges through non-minimal routing may well outweigh the increased demand and hence reduce the total routing time, as for instance Gray-to-binary code conversion on a binary cube [18, 20]. Unfortunately, for many problems, Valiant routing results in longer routing times.

Randomized, Oblivious, Multi-phase, Minimal (ROMM) routing offers a compromise. ROMM algorithms are minimal, like DimOrder, and randomized, like Valiant. Furthermore, ROMM algorithms are oblivious, which eliminates the complexity often associated with adaptive approaches. Because ROMM algorithms use only minimal paths, they cannot offer as much randomization for many problems as a fully randomized algorithm like Valiant. However, the lower degree of randomness is compensated by only using minimal paths.

The degree of randomness in ROMM algorithms is controlled through the number of randomly selected nodes along a minimal path a message is required to pass through (the precise details will be described shortly). A p-PHASE ROMM algorithm has p = 1 randomly selected nodes Z₁, Z₂, ..., Zₚ₋₁ between source and destination. The p-1 intermediate nodes are selected individually for each message. During each phase, a subset of the displacements in the routing set of a message are decreased in magnitude. During the i-th phase (0 ≤ i < p), the message is routed from node Zᵢ to node Zᵢ₊₁ using DimOrder routing. Rᵢ = (Rᵢ₋₁, Rᵢ₋₂, ..., Rᵢ₋ₚ₋₁) denotes the routing set for the i-th phase (i.e., routing from Zᵢ to Zᵢ₊₁) with Rᵢ = ∑ᵢ₋ₙ₋₁ Rⱼ, for 0 ≤ j < n (Rⱼ is the displacement from source to destination in the j-th dimension. Figure 3 shows a possible 3-PHASE path through a 2-dimensional mesh.

---

\( \text{Figure 2: A } 4 \times 3 \times 2 \text{ mesh network and a } 4 \times 3 \text{ torus network.} \)

- Figure 2 provides examples of mesh and torus networks. Note that meshes for which \( K_i = 2 \), for \( 0 \leq i < n \), are also known as binary cubes or hypercubes. In a mesh, the distance (in links) between node \( X = (x_0, x_1, \ldots, x_{n-1}) \) and \( Y = (y_0, y_1, \ldots, y_{n-1}) \) is \( \sum_{i=0}^{n-1} |y_i - x_i| \). In a torus, the distance is \( \sum_{i=0}^{n-1} \min(|y_i - x_i|, K_i - |y_i - x_i|) \). Because distance does not capture many of the characteristics of the path of a message, we introduce another metric, the routing set for a message.

- **Definition 3 (Routing Set)** The routing set for a message is an n-tuple of the displacements in each dimension of a mesh or torus required for a message to reach its destination. Let \( R = (R_0, R_1, \ldots, R_{n-1}) \) be the routing set for a message originating at node \( X = (x_0, x_1, \ldots, x_{n-1}) \) destined for node \( Y = (y_0, y_1, \ldots, y_{n-1}) \). For a mesh, \( R_j = (y_j - x_j) \). For a torus, the computation of \( R_i \) is more complex. Each to the wrap-around links:

\[
R_i = \begin{cases} 
(y_i - x_i) & \text{if } |y_i - x_i| \leq |K_i/2| \\
(y_i - x_i + K_i) & \text{if } |y_i - x_i| > |K_i/2| \text{ and } y_i > x_i \\
(y_i - x_i + K_i) & \text{if } |y_i - x_i| > |K_i/2| \text{ and } y_i \leq x_i 
\end{cases}
\]

The magnitude \(|R|\) of a routing set is defined as \(|R| = \sum_{i=0}^{n-1} |R_i|\). Note that \(|R|\) is also the distance from X to Y.

- The cardinality \(|R|\) of a routing set is defined as the number of dimensions for which \(|R_i| \neq 0, 0 \leq i < n\).

- The most well-known deterministic oblivious routing algorithm is dimension-order routing (DimOrder). In DimOrder routing, messages are moved from source to destination by correcting the displacements in ascending dimension order. On 2-dimensional meshes, it is called X-Y routing; on binary cubes, it is called ε-Cube routing [43]. The best known randomized, oblivious routing algorithm is Valiant–Brebner routing (Valiant) [48, 49]. Valiant

---

3 Any fixed order is valid, though ascending order is typically used.

4 We will use \( Z_0 \) and \( Z_p \) as shorthand for the source and destination nodes throughout this paper.
Deadlock, Livelock and Starvation

Theorem 1 p virtual channels per physical link are necessary and sufficient to ensure deadlock freedom for p-phase ROMM routing on a wormhole routed mesh network.

Proof (Informal) To demonstrate deadlock freedom for an oblivious wormhole algorithm, we must show that the buffer dependency graph is acyclic [10]. It is straightforward to show that DimORDER routing on an n-dimensional mesh is deadlock free, using only one virtual channel. We have p virtual channels for p phases, so we simply require messages in phase i to use virtual channel i. Since this eliminates resource dependencies across phases and DimORDER is used in each phase, it follows that p-phase is deadlock-free. If fewer than p virtual channels are available, deadlocked configurations can be constructed easily.

Remark The proof of Theorem 1 implies that the message header contains phase information, in addition to any other routing information required for the algorithm.

Theorem 2 2p virtual channels per physical link are necessary and sufficient to ensure deadlock freedom for p-phase ROMM routing on a wormhole routed torus network.

The proof of Theorem 2 is similar to the proof of Theorem 1. However, DimORDER routing is not deadlock-free on a torus network using one virtual channel, due to the wrap-around links. To make DimORDER routing deadlock-free, one must use two virtual channels per physical link, partitioning the physical channels into two groups to break the cyclic dependency. Then, p-phase ROMM can be made deadlock free using the same approach as before, and it follows that 2p virtual channels are necessary and sufficient for deadlock freedom.

Remark p (or 2p) virtual channels also suffice to make p-phase store-and-forward and virtual cut-through ROMM routing deadlock-free on a mesh (or torus) network. This result can be proved with arguments similar to the ones above [10].

Theorem 3 Deadlock-free p-phase ROMM routing is livelock-free on mesh and torus networks.

Proof Since the intermediate destinations for a message fall along a minimal path from source to destination and DimORDER routing is used in each phase, p-phase ROMM routing is minimal. Theorems 1 and 2 guarantee that a message moves, and minimality guarantees that it moves closer to its destination. Hence, there is no livelock.

To prevent starvation, we require a mechanism to ensure timely access to shared resources for all messages. The resources of concern are the physical links, and the outgoing buffers (including the delivery buffers).

Theorem 4 p-phase ROMM routing can be made starvation-free on mesh and torus networks using a round-robin resource allocation algorithm at each node.

Proof (Informal) Servicing the virtual channel buffers associated with a physical link in cyclic order ensures fairness among multiple virtual channels sharing a physical link. In mapping incoming and injection buffers to outgoing buffers, we can guarantee fair service to every message by cycling through the outgoing buffers and maintaining for each outgoing buffer, a cyclic ordering on the incoming buffers with the injection buffers included, starting after the last incoming (or injection) buffer that used the outgoing buffer. This scheme ensures service for all fits eventually, whether they are waiting to move from an incoming buffer to an outgoing (or delivery) buffer or waiting for transmission on a physical link.

4.2 Randomization Issues

The amount of randomization introduced by a ROMM algorithm is directly related to p, the number of phases. If, for a given message, \( p = distance(src, dst) - 1 \), the intermediate destinations can be used to define any minimal path from src to dst. However, as p increases, additional resources are required. One cost is the memory and logic associated with p virtual channels. Another is the cost of managing \( p - 1 \) intermediate destinations. These may be carried in the message (which increases the header size) or computed dynamically at the start of a phase (which increases routing logic). Hence, there is a tradeoff between the degree of randomization and resource requirements. In this section, we explore these issues and propose a methodology designed to minimize the resource requirements and maximize performance.

In previous work [30, 31], we examined several ways to randomly select the intermediate destinations for store-and-forward ROMM routing on a binary cube. Analytical and empirical results suggested that it is desirable to make the magnitudes of the routing sets for each phase about the same, maximizing the number of different paths available to a message. However, there are several issues involved in translating this observation to a mesh or torus network.

One important issue is the bias with respect to edge-load introduced by using DimORDER routing in each phase. On a mesh or torus network with randomly selected intermediate nodes and DimORDER routing used in each phase, most messages will depart the source node in dimension 0 (see Figure 3). In fact, all but \( \frac{N}{2} \) of the N possible destinations begin routing in dimension 0, since these are the only nodes that do not include dimension 0. Since \( K_0 = 2 \) for a binary cube, this bias is less severe on the binary cube. The heavy use of dimension 0 for the first routing step creates contention...
when messages in the injection buffers attempt to enter the network. A similar problem occurs in dimension \( n-1 \) for messages in the network trying to enter the delivery buffers.

The above problem is of major concern only if routing delays are caused primarily by contention at injection or delivery. Our simulations indeed suggest that this form of contention is the primary problem in mesh and torus wormhole routing. It is our conjecture that with high source and destination node contention, there is not a sufficiently large number of messages in the network to cause network induced contention (contention for network resources caused by interference among messages with different sources and destinations). The random selection of intermediate nodes described below, at injection attempts to distribute messages evenly among the dimensions that must be routed in order to move from source to destination.

For wormhole routing, a full random selection of the \( Z_i \)’s may cause worms to become “angled” and reduce the chances that worms may follow each other nicely in “marching order”. A negative impact on performance of many turns have been observed by others [41] as well as in our own simulations. The randomization scheme described below for ROMM routing yields a minimal number of turns when the number of phases is at most equal to the number of dimensions to be routed.

For \( p \)-Phase ROMM routing on an \( n \)-dimensional mesh or torus, intermediate nodes are chosen with the intent to balance the edge-load at the source and destination nodes, and also with the intent to minimize the number of turns for a given number of phases \( p \). For \( p \leq d \), where \( d \) is the maximum cardinality of any routing set, we accomplish this task by restricting intermediate nodes to be randomly selected from the set of “corner” nodes of the minimal submesh defined by the source and destination nodes. The intermediate corner nodes are selected by evenly and randomly distributing the \( d \) elements of the routing set of a message among the \( p \) phases. Thus, in fact, only corner nodes that evenly (assuming \( p \) divides \( d \)) divide the number of submesh edges between source and destination are allowed as candidate intermediate nodes. All corner nodes are eligible when \( p = d \). For example, when using 3-Phase ROMM routing on a 6-dimensional mesh or torus, a possible selection of routing sets for the three phases is

\[
\mathcal{R}^6 = ( 0, 0, \mathcal{R}_2, 0, \mathcal{R}_4, 0 )
\]

\[
\mathcal{R}^1 = ( 0, \mathcal{R}_1, 0, 0, 0, \mathcal{R}_5 )
\]

\[
\mathcal{R}^2 = ( \mathcal{R}_6, 0, 0, \mathcal{R}_3, 0, 0 )
\]

If the number of phases exceeds the number of dimensions being routed, then some of the \( \mathcal{R}_i \)’s are split. In this case, nodes other than corner nodes are also allowed as intermediate nodes, and the number of turns between source and destination is no longer minimal. Note however, that the additional intermediate nodes allowed when \( p > d \) are contained within the minimal submesh defined by the source and destination nodes.

For example, when using 4-Phase on a 3-dimensional mesh or torus, the routing sets could be

\[
\mathcal{R}^6 = ( 0, 0, \mathcal{R}_2, \mathcal{R}_5 )
\]

\[
\mathcal{R}^1 = ( 0, \mathcal{R}_1, 0, 0, 0 )
\]

\[
\mathcal{R}^2 = ( \mathcal{R}_6, 0, 0, \mathcal{R}_3, 0, 0 )
\]

\[
\mathcal{R}^3 = ( 0, 0, \mathcal{R}_4, \mathcal{R}_5 )
\]

where \( \mathcal{R}_1 + \mathcal{R}_4 = \mathcal{R}_2 \).

Finally, we specify a few other parameters of our randomization scheme. It is important to note that the ROMM randomization scheme is applied to every message independently. Hence, two messages with the same source and destination will not necessarily follow the same path. Moreover, whether or not one or more \( \mathcal{R}_i \)’s are split in our analysis and simulation results is determined by \( d \), the maximum cardinality of the routing set for any message. Hence, even though the number of phases may exceed the cardinality of the routing set for a particular message, no splitting of the elements of the routing set is made for that message (as long as \( p \leq d \)). Messages for which the cardinality of their routing sets is less than \( p \), simply experiences some null phases in which the message does not move. Such null phases do not affect the correctness of ROMM routing. Moreover, our splitting scheme splits a dimension at most \( \lceil \frac{d}{2} \rceil \) times. Dimensions to be split are selected such that no \( \mathcal{R}_i = 0 \) is generated as long as there exists one dimension to be split within the constraint that no dimension is split more than \( \lceil \frac{d}{2} \rceil \) times.

It is interesting to note that for a mesh or torus network 2-Phase and VALIANT both have two phases, but 2-Phase has a highly constrained set of intermediate nodes compared to VALIANT since it only allows corner nodes at half distance measured in dimensions on a minimal submesh as intermediate nodes, compared to any node for VALIANT.

5 Performance Analysis

To assess the performance of ROMM algorithms on mesh and torus networks, we have selected four representative routing tasks. These are bit-complement permutations, transpose permutations, single-random problems (same random destination for every message originating from a given node), and full-random problems (individual random destinations for every message).

Bit-complement is an operation that may occur in distributed matrix multiplication [19], as well as when performing vector reversals. Bit-complement is also interesting because it is highly symmetric and places a substantial load on the links in the network. Matrix transpositions occur often in scientific and engineering programming. Although the total link load for routing this permutation is lower than that of bit-complement, the loads are not well balanced when DimOrder routing is used. Figure 4 provides examples of bit-complement and transpose permutations on mesh networks. Single-random tasks attempt to model general routing of large blocks of information by selecting, for each node, a random destination and routing all messages from that node to the selected destination. Full-random destinations model what many other researchers have done by selecting, for each message, a random destination.

For the purposes of our analyses and simulations, we assume that every node injects \( L \) messages (except, of course, for any node whose destination is itself). We refer to \( L \) as the network load. Furthermore, we allow for the possibility that sources and destinations may exhibit locality and that a routing task may require routing in only \( d \) of the \( n \) dimensions. When \( d < n \), minimal algorithms can have a significant advantage over non-minimal ones.

For transpose permutations in more than 2-dimensions, we assume \( K_1 = K_{i+1/2} \), for \( 0 < i < n/2 \).
To better understand the characteristics of these routing tasks, we have analyzed the average and maximum path lengths, the number of paths available, and the maximum edge-loads for the different algorithms. Table 1 shows the average and maximum possible path lengths on meshes. Average path length multiplied by the load and the message size measured in flits is the total network bandwidth required, in flits. For minimal algorithms, bit-complement has the highest demand, while the others are equal. Compared to any minimal algorithm, VALIANT doubles the expected bandwidth required for all of these tasks when \( d = n \), except for bit-complement for which the expected bandwidth required for VALIANT is the same as for the other algorithms. When \( d < n \), then the bandwidth requirements for VALIANT are more than double that of the other algorithms for all problems, except bit-complement for which VALIANT still has higher routing requirements than the other algorithms. Note though that the bandwidth available for VALIANT is also higher than for the other algorithms, especially when \( d < n \).

Under light load, the maximum possible path length can determine the performance. VALIANT may increase the maximum path length substantially for all of the tasks, except bit-complement when \( d = n \).

In Table 2, we determine the number of different paths available to a message with routing set \( \mathcal{R} \). DIMORDER routing provides only one path, while \( p \)-PHASE ROMM and VALIANT provide substantially more paths. Whether \( p \)-PHASE or VALIANT provides the most depends upon the mesh shape (i.e., the \( K_i \)'s), \( d \), the number of dimensions to be routed, \( n \), the dimensions of the mesh, and \( p \). Note that the number of edge-disjoint paths is a more interesting measure than the number of different paths, but edge-disjoint paths are considerably harder to determine. As an example, the number of paths accessible for \( d = n \) in a 4x4x4 cube mesh, cubic mesh, and binary cube are given in Table 3.

Finally, Table 4 describes the expected maximum edge-loads (in messages) for the different problems and algorithms, on mesh networks. This is a useful performance metric, because it is a lower bound on routing time, albeit not a tight one. The maximum expected edge-load

---

6 These analytical results are expected values whenever the task or algorithm is randomized.
Table 3: The number of paths available to a message for the various routing algorithms on several 4096 processor networks, for a longest path in each network.

<table>
<thead>
<tr>
<th>Mesh Shape</th>
<th>2-Phase</th>
<th>4-Phase</th>
<th>6-Phase</th>
<th>Valiant</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 2, N = 64</td>
<td>2</td>
<td>&gt; 4,097</td>
<td>—</td>
<td>3,970</td>
</tr>
<tr>
<td>n = 3, N = 16</td>
<td>—</td>
<td>&gt; 96</td>
<td>&gt; 83,760</td>
<td>4,054</td>
</tr>
<tr>
<td>n = 12, N = 2</td>
<td>924</td>
<td>365,600</td>
<td>7,481,400</td>
<td>4,084</td>
</tr>
</tbody>
</table>

Table 5: Simulation configuration parameters, including number of virtual channels required for deadlock freedom. Round-robin scheduling was used for buffer and switch scheduling, as described in Theorem 4. Two injection and two delivery lanes were used. The network links and the links across the router crossbar can transfer one fit per simulated cycle. All data points reflect averages over 32 runs.

The results of the 2-dimensional simulations are plotted in Figures 5 and 6. The torus performs better than the mesh, as expected, since torus networks offer twice the bisection width of mesh networks.

For bit-complement permutations, the analyses in Section 5 suggest that all of the minimal algorithms require the same bandwidth and have the same expected maximum edge-load. Valiant requires 33% more bandwidth but has the same expected maximum edge-load. The results generally agree with the analyses, except that Valiant is more than 33% slower and 4-Phase is substantially worse than 2-Phase and DimOrder. The main problem is that both Valiant and 4-Phase split displacements across phases which results in driving more messages towards the center of the mesh or torus, the most congested area for this task (see Figure 4). Furthermore, the routes used by these algorithms involve many turns which may cause more contention amongst worms (i.e., "tangling"). Finally, the larger headers account for a small increase in routing time with respect to DimOrder.

For transpose permutations, which have an unbalanced edge-load under DimOrder routing, we observe that 2-Phase is the best algorithm, with performance approximately double that of DimOrder. For injection(ejection) limited routing, 2-Phase is expected to complete in about half the time of DimOrder. For higher dimensional meshes the advantage of 2-Phase is expected to be more significant. 4-Phase does slightly better than DimOrder (and worse than 2-Phase) on the mesh, but slightly worse on the torus. The balancing of edge-loads at injection is the same for 2-Phase and 4-Phase. Moreover, 4-Phase tends to drive messages into the minimal submesh defined by the source and destination nodes by allowing extra turns compared to 2-Phase that only use the "bounding" edges of the minimal submesh. Since edge-loads accumulate towards two of the corners in 2-Phase to become \( \frac{1}{4}(\sqrt{N} - 1) \) for an \( N \) node.
### Table 4: Expected maximum edge loads, in messages, for different routing tasks and algorithms on mesh networks. Note that the $p$-Phase result for transpose assumes $p = d$ and $K_i = K$, for $0 \leq i < d/2 - 1$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Bit-Complement</th>
<th>Transpose</th>
<th>Single/Full-Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>DimOrder</td>
<td>$L \times \max_{0 \leq i &lt; d} \left( \frac{K_i}{2} \right)$</td>
<td>$L \times \max \left( (K_0 - 1) \cdot \prod_{i=0}^{d/2-2} K_i, \left( K_{d/2-1} - 1 \right) \cdot \prod_{i=0}^{d/2-2} K_i \right)$</td>
<td>$L \times \max_{0 \leq i &lt; d} \left( \frac{K_i}{4} \right)$</td>
</tr>
<tr>
<td>p-Phase</td>
<td>$L \times \max_{0 \leq i &lt; d} \left( \frac{K_i}{2} \right)$</td>
<td>$L \times \sum_{j=1}^{d/2} \left[ \frac{1}{2^j} \times (K - 1)^j \times \prod_{i=1}^{d/2-1} \left( \frac{d-2i}{2^j-1} \right) \right]$</td>
<td>$L \times \max_{0 \leq i &lt; d} \left( \frac{K_i}{4} \right)$</td>
</tr>
<tr>
<td>Valiant</td>
<td>$L \times \max_{0 \leq i &lt; n} \left( \frac{K_i}{4} \right)$</td>
<td>$L \times \max_{0 \leq i &lt; n} \left( \frac{K_i}{4} \right)$</td>
<td>$L \times \max_{0 \leq i &lt; n} \left( \frac{K_i}{4} \right)$</td>
</tr>
</tbody>
</table>

![Graphs of simulated cycles vs. load for 16 x 16 mesh networks.](image)

**Figure 5:** Graphs of simulated cycles vs. load for $16 \times 16$ mesh networks.
and p loads than DimOrder outperform ROMM algorithms on such networks, despite the additional buffering resources (four times that of 2-Phase). For large meshes, the relative merits of 4-Phase may increase, since the header size will not increase (measured in displacements) and the “corner effect” grows as $\sqrt{N}$. VALIANT does not measurably improve the edge-load at injection compared to DimORDER. Though VALIANT routing drives messages into the mesh and away from the most congested corners, this expected benefit is clearly more than offset by “tangling” or other congestion effects for the simulated mesh size. As for 4-Phase, the relative merits of VALIANT are expected to grow with the mesh size. It is worth noting that VALIANT and p-Phase routing will have substantially lower edge-loads than DimORDER when routing transpose permutations on higher dimensional networks, and under heavy load may outperform ROMM algorithms on such networks [30, 31].

For single-random tasks, 2-Phase and 4-Phase are expected to perform better than DimORDER and VALIANT assuming edge-load at injection(ejection) is the performance limiting factor. Our simulation results suggest that indeed holds for both mesh and torus networks. 4-Phase, as for the transpose case, seem handicapped by the “tangling” of worms and increased header size despite its higher buffering capacity. VALIANT is not competitive, since there is no real benefit of randomizing a random problem, and the required bandwidth is doubled.

For full-random tasks, we expect similar performance from all of the minimal algorithms. On the mesh, DimORDER is the best, with 2-Phase close behind, presumably due to its larger header. 4-Phase lags farther behind, for the reasons discussed earlier. VALIANT doubles the required bandwidth, and hence, takes much longer. On the torus, the minimal algorithms are nearly indistinguishable. In this case, both 2-Phase and 4-Phase are competitive, presumably due to the shorter distances in a torus and the message dispersal effects discussed earlier.

The results of the 3-dimensional torus simulations are plotted in Figure 7. For bit-complement problems, DimORDER is best, with 2-Phase and 3-Phase lagging behind by about a factor of two, and VALIANT worse by a factor of close to four. The larger message header of the ROMM algorithms penalizes their performance somewhat compared to DimORDER. But, it is our conjecture that most of the performance differential is due to the fact that the randomization of dimensions disrupts the balanced load of DimORDER for this problem and, given the very short extents of the mesh in all dimensions, the load imbalance caused by randomization is relatively more significant than in the $16 \times 16$ square mesh. In fact, for the $4 \times 4 \times 4$ mesh at most two messages contend for an edge in DimORDER routing and the relative impact of load-imbalance is very significant. For the $16 \times 16$ mesh up to eight messages may contend for an edge in DimORDER routing and the relative impact of load-imbalance caused by the randomization in ROMM routing is expected to be small. Transpose does not map easily to 3-dimensional networks, so it was not tested. For single-random tasks on the 3-dimensional torus, we ex-

---

Figure 6: Graphs of simulated cycles vs. load for $16 \times 16$ torus networks.
Table 6: Performance of the various algorithms, for the tasks and networks tested. Measurements are in cycles per message.

<table>
<thead>
<tr>
<th>Net.</th>
<th>Algorithm</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16 x 16 mesh</td>
<td>DimOrder</td>
<td>248 240 223 119</td>
</tr>
<tr>
<td></td>
<td>2-Phase</td>
<td>245 150 184 136</td>
</tr>
<tr>
<td></td>
<td>4-Phase</td>
<td>463 217 212 176</td>
</tr>
<tr>
<td></td>
<td>Valiant</td>
<td>625 340 400 344</td>
</tr>
<tr>
<td>16 x 16 torus</td>
<td>DimOrder</td>
<td>103 128 192 102</td>
</tr>
<tr>
<td></td>
<td>2-Phase</td>
<td>107 74 146 101</td>
</tr>
<tr>
<td></td>
<td>4-Phase</td>
<td>198 160 146 101</td>
</tr>
<tr>
<td></td>
<td>Valiant</td>
<td>134 258 293 258</td>
</tr>
<tr>
<td>4 x 4 x 4 torus</td>
<td>DimOrder</td>
<td>16 — 63 22</td>
</tr>
<tr>
<td></td>
<td>2-Phase</td>
<td>30 — 48 29</td>
</tr>
<tr>
<td></td>
<td>3-Phase</td>
<td>32 — 46 28</td>
</tr>
<tr>
<td></td>
<td>Valiant</td>
<td>63 — 73 62</td>
</tr>
</tbody>
</table>

Table 7: A comparison of the expected maximum edge load and the actual routing time for transpose permutations on a 16 x 16 mesh network, for routing 50 messages.

7 Conclusions

We have presented ROMM routing, a class of Randomized, Oblivious, Multi-phase, Minimal routing algorithms. Our analysis and simulation results show that ROMM routing for comparable network resources has the potential to offer better performance than DimOrder routing by decreasing the contention for network resources. The minimality of ROMM routing is an advantage compared to Valiant routing for many problems and networks. ROMM routing outperformed Valiant routing in all our simulations. Moreover, ROMM routing tends to balance the edge-loads at sources and destinations, as seen with the transpose and single-random tasks. The advantages of ROMM routing should scale to large network sizes, since the maximum edge-load tends to increase with network size, but less rapidly for ROMM routing than DimOrder routing.

Freedom from deadlock for p-Phase ROMM routing is achievable using p virtual channels per physical channel on mesh networks and 2p virtual channels per physical channel on torus networks. These results suggest that the simplicity and efficiency of ROMM routing makes it a viable alternative to deterministic and adaptive methods. Furthermore, compared to Valiant routing, ROMM routing is of particular interest in non-homogeneous networks since the minimality, combined with mappings of the index space to memory locations preserving locality of reference with respect to low capacity links or bisections, may reduce the message traffic across these links or bisections.

The strong performance of ROMM for single-random tasks is of interest, because these problems are representative general routing of large blocks of information. Finally, we note that randomizing the order in which the dimensions are traversed appears more useful than simply selecting random destinations along a minimal path.

In this paper, we have explored only a small set of the design parameters in ROMM routing. There are many potentially worthwhile choices of intermediate nodes. Furthermore, routing algorithms other than DimOrder, possibly random ones, could be used in each phase. Such algorithms could improve performance by eliminating the dimension bias introduced by DimOrder. Buffer scheduling policies other than round-robin are also of interest. We have only made a preliminary study of the impact of buffer depth, which indicates that there is a monotonic performance improvement with increased buffer size. Other important aspects of wormhole routing in the context of ROMM routing as well as for other routing schemes is the effect of message size and the behavior in routing with mixed sizes. Yet another issue the requires further study is the conjectured “tangling” of worms.

8 Acknowledgements

We would like to acknowledge the support of the National Center for Supercomputing Applications, the Navy Research Laboratory, Washington D.C., the Massachusetts Institute of Technology, and the Northeast Parallel Applications Center for providing access to Connection Machine systems. We
Figure 7: Graphs of simulated cycles vs. load for \(4 \times 4 \times 4\) torus networks.

Figure 8: Graphs of cycles/message vs. mesh size, for transpose and single-random on square meshes.
would also like to acknowledge the support of the Office of Naval Research through grant N00014-93-1-0192 and the Air Force Office of Scientific Research through grant F49620-93-1-0480.

References


