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Abstract

This paper gives a sharp lower bound on the spectral radius $\rho(A)$ of a reciprocal Perron–Frobenius matrix $A \in M_{2g}(\mathbb{Z})$, and shows in particular that $\rho(A)^g \geq (3 + \sqrt{5})/2$. This bound supports conjectures on the minimal entropy of pseudo-Anosov maps. The proof is based on a study of the curve complex of a directed graph.
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1 Introduction

In this paper we study the clique polynomial of a graph and its connections to entropy, Perron–Frobenius matrices, pseudo-Anosov maps, right-angled Artin groups and outer space.

These connections provide general methods for analyzing the leading eigenvalue of a non-negative matrix. As a motivating application, we will show:

**Theorem 1.1** The minimum value of the spectral radius \( \rho(A) \) over all reciprocal Perron-Frobenius matrices \( A \in M_{2g}(\mathbb{Z}) \), \( g \geq 2 \), is given by the largest root of the polynomial

\[
L_{2g}(t) = t^{2g} - t^g(1 + t + t^{-1}) + 1.
\] (1.1)

Consequently \( \rho(A)^g \geq (3 + \sqrt{5})/2 \) for all such \( A \).

Here **reciprocal** means the eigenvalues of \( A \) (counted with multiplicities) are invariant under \( \mu \mapsto \mu^{-1} \). This hypothesis is of interest for applications to the mapping class group (see below).

**The Perron polynomial.** Let \((\Gamma,m)\) be a finite, metrized, directed graph. The metric is given by a positive function \( m : E(\Gamma) \to \mathbb{R}_+ \), specifying the length of each edge; we allow parallel edges and loops. We define the **Perron polynomial** of \((\Gamma,m)\) by

\[
P(t) = \text{det}(I - A(t)),
\]

where \( A(t) \) is the weighted adjacency matrix with entries

\[
A_{ab}(t) = \sum_{[e]=(a,b)} t^{m(e)}.
\]

Here \([e]=(a,b)\) if the edge \( e \) runs from vertex \( a \) to vertex \( b \). The Perron polynomial is a finite sum of the form \( P(t) = \sum a_\alpha t^\alpha \), with integral coefficients and real exponents \( \alpha \geq 0 \).

The **growth rate** of a metrized directed graph is defined by

\[
\lambda(\Gamma,m) = \lim_{T \to \infty} N_0(T)^{1/T},
\]

where \( N_0(T) \) is the number of closed directed paths in \( \Gamma \) of length \( \leq T \). It is related to the Perron polynomial by the following basic result (§3):
Theorem 1.2 The smallest positive zero of $P(t)$ is given by $t = 1/\lambda(\Gamma, m)$. The quantity $h(m) = \log \lambda(\Gamma, m)$ is a convex function of $m$.

Eigenvalues. The growth rate $\lambda(\Gamma, 1)$, obtained by setting $m(e) = 1$ for all $e$, is the spectral radius of the traditional adjacency matrix $A_\Gamma = A(1)$. When $m$ takes integer values, we can put $m(e) - 1$ new vertices along each edge $e \in E(\Gamma)$ to obtain a new graph $\Delta$; then

$$\rho(A_\Delta) = \lambda(\Delta, 1) = \lambda(\Gamma, m).$$

Thus $P(t)$ packages information on the eigenvalues of infinitely many directed graphs with the same underlying topology.

The clique polynomial. Now let $G$ be a finite, undirected graph, with no loops or parallel edges, and let $w : V(G) \to \mathbb{R}_+$ be a weight on the vertices of $G$. The vertices $K \subset V(G)$ form a clique if they span a complete subgraph; we allow $K = \emptyset$. The clique polynomial of $(G, w)$ is defined by

$$Q(t) = \sum_K (-1)^{|K|} t^{w(K)},$$

where $w(K) = \sum_{v \in K} w(v)$ and the sum is over all cliques of $G$.

The graph $G$ also determines a right-angled Artin group $W(G)$. The group $W(G)$ is obtained from the free group on the vertices $V(G)$ by imposing the relation $[a, b] = 1$ whenever $a$ and $b$ are joined by an edge. The weight of an element $g = a_1 \cdots a_n$ in the positive semigroup $W(G)_+$ is defined by

$$w(g) = \sum w(a_i);$$

it is independent of the word chosen to express $g$. The growth rate of $(G, w)$ is defined by

$$\lambda(G, w) = \lim_{T \to \infty} N(T)^{1/T},$$

where $N(T) = |\{g \in W(G)_+ : 0 < w(g) \leq T\}|$.

Given an ordering of $V(G)$, the lexicographically minimal words in $W(G)_+$ are recognized by a finite-state automaton. Allowed transitions between states are described by a directed graph $\Delta$. Using this fact, Theorem 1.2 and results from [CF], in §4 we will show:

Theorem 1.3 The smallest positive zero of $Q(t)$ is given by $t = 1/\lambda(G, w)$, and the function

$$h(w) = \log \lambda(G, w)$$

is convex. Provided $G'$ is connected and $|V(G)| > 1$, the function $h(w)$ is strictly convex, real-analytic, and $h(w) \to \infty$ at the boundary of the cone of positive weights.
Here $G'$ denotes the graph with the same vertices as $G$ but the complementary edges. When $G'$ has $k$ components, we have a factorization of the form

$$W(G) \cong W(G_1) \times W(G_2) \cdots \times W(G_k).$$

The condition that $G'$ is connected ensures that $W(G)$ is irreducible, in the sense that $k = 1$.

**The curve complex.** The polynomials $P(t)$ and $Q(t)$ are related by the curve complex construction.

A *simple curve* is a collection of edges $C \subset E(\Gamma)$ that form a closed, directed loop which never visits the same vertex twice. A *multicurve* is a union of simple curves $C = C_1 \cup \cdots \cup C_k$ such that no two share a vertex.

The *curve complex* of $\Gamma$ is the graph $G$ obtained by taking a vertex for each simple curve $C$, and then joining $C_1$ and $C_2$ by an edge whenever $(C_1, C_2)$ is a multicurve. The terminology is meant to recall the curve complex of a surface [Ha], [MM], although for our purposes the 1-skeleton $G$ will suffice.

The metric $m$ on $\Gamma$ determines weights $w$ on $G$ by

$$w(C) = \sum_{e \in C} m(e).$$

(1.2)

By a basic result in graph theory [CDS, §1.4], we have:

**Theorem 1.4** The Perron polynomial of $(\Gamma, m)$ is equal to the clique polynomial of its curve complex $(G, w)$. That is,

$$P(t) = Q(t) = \sum_C (-1)^{k(C)} t^{m(C)},$$

where the sum is over all multicurves in $\Gamma$. In particular we have

$$\lambda(\Gamma, m) = \lambda(G, w),$$

where $w$ is given by (1.2).

Here $k(C)$ denotes the number of components of $C$. (For the proof, express $\det(I - A(t))$ as a sum over permutations of $V(\Gamma)$ and write each permutation as a product of disjoint cycles.)

This shows Theorem 1.3 implies Theorem 1.2 and is formally stronger, since some graphs (e.g. $G = 2A_2$) do not occur as curve complexes.
<table>
<thead>
<tr>
<th>G</th>
<th>nA1</th>
<th>A2*</th>
<th>A2**</th>
<th>A2***</th>
<th>A2****</th>
<th>A3*</th>
<th>A3**</th>
<th>A4</th>
<th>2A2</th>
<th>L3*</th>
<th>L4*</th>
<th>X*</th>
<th>Y*</th>
<th>Y**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td>1/2</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
<td>1/3</td>
<td>1</td>
<td>2/3</td>
<td>1</td>
<td>1/3</td>
<td>1/3</td>
<td>2/3</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.82... = 3+2√2</td>
<td>7.46... = 4+2√3</td>
<td>9</td>
<td>2</td>
<td>5.82... = 3+2√2</td>
<td>8</td>
<td>11.65... = 6+4√2</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>5.82... = 3+2√2</td>
<td>2</td>
<td>8</td>
<td></td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.82... = 3+2√2</td>
<td>2</td>
<td>8</td>
<td></td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.46... = 4+2√3</td>
<td>3</td>
<td>9</td>
<td></td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.89... = 5+2√6</td>
<td>6</td>
<td>9</td>
<td></td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\lambda(G) = \begin{cases} 
\log(2\lambda)/\log(\lambda^2) & a=1-a \\
\log(3\lambda)/\log(\lambda^2) & a=1-a \\
\log(4\lambda)/\log(\lambda^2) & a=1-a \\
\end{cases}
\]

Figure 1. Minimal growth rates $\lambda(G)$. 
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Connectivity. A directed graph Γ with curve complex \( G \) is strongly connected if every pair of vertices lies on a closed, directed path. In this case \( G' \) is connected. This hypothesis will occur frequently below.

Classification. A weight \( w : V(G) \to \mathbb{R}_+ \) is admissible if \( w(K) \leq 1 \) for all cliques \( K \subset V(G) \). We define the minimal growth rate of \( G \) by

\[
\lambda(G) = \inf\{\lambda(G, w) : w \text{ is an admissible weight}\}.
\]

Similarly, a metric on \( \Gamma \) is admissible if \( m(C) \leq 1 \) for all multicurves \( C \), and we let

\[
\lambda(\Gamma) = \inf\{\lambda(\Gamma, m) : m \text{ is an admissible metric}\}.
\]

Any metric of total length 1 is admissible, as is the metric \( m(e) = 1/n \) where \( n = |V(\Gamma)| \). It is thus immediate that we have:

\[
\lambda(\Gamma, 1)^n \geq \lambda(\Gamma) \geq \lambda(G)
\]

(1.3)

when \( G \) is the curve complex of \( \Gamma \).

In §6 we will show:

**Theorem 1.5** For any \( M > 0 \), there are only finitely many graphs \( G \) such that \( G' \) is connected and \( 1 < \lambda(G) \leq M \).

**Theorem 1.6** The graphs with \( G' \) connected and \( 1 < \lambda(G) < 8 \) are given by

\[
A_2^*, A_2^{**}, A_2^{***}, A_3^*, Y^*, \text{ and } nA_1,
\]

with \( 2 \leq n \leq 7 \).

These graphs, along with some borderline cases, are shown in Figure 1. This result can be regarded as a classification of right-angled Artin semigroups with small growth. See §4 for notation and §6 for more details.

**Perron–Frobenius matrices.** There are thousands of strongly connected, trivalent directed graphs (up to isomorphism) with \( 1 < \lambda(\Gamma) < 8 \). But these graphs give rise to only a handful of curve complexes, by Theorem 1.6 (see Table 2 and Figure 3). In §7 we leverage this combinatorial simplification, together with equation (1.3), to establish the bound on \( \rho(A) \) given in Theorem 1.1. For general Perron–Frobenius matrices of rank \( n \geq 2 \), we will show that the minimum of \( \rho(A) \) is the largest root of \( t^n - t - 1 = 0 \). For irreducible \( A \) with \( \rho(A) > 1 \) one has \( \rho(A)^n \geq 2 \) [Pen, p. 445]; see also [HIS, Lemma 1.3].
Table 2. Number of trivalent $\Gamma$ with a given curve complex $G$.

<table>
<thead>
<tr>
<th>$G$</th>
<th>$2A_1$</th>
<th>$3A_1$</th>
<th>$4A_1$</th>
<th>$5A_1$</th>
<th>$6A_1$</th>
<th>$7A_1$</th>
<th>$A_2^*$</th>
<th>$A_2^{**}$</th>
<th>$A_2^{***}$</th>
<th>$A_3^*$</th>
<th>$Y^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$#\Gamma$</td>
<td>1</td>
<td>2</td>
<td>14</td>
<td>119</td>
<td>1556</td>
<td>26,286</td>
<td>1</td>
<td>5</td>
<td>42</td>
<td>5</td>
<td>42</td>
</tr>
</tbody>
</table>

Figure 3. Example: The trivalent graphs $\Gamma$ with $G = 4A_1$. 
Pseudo–Anosov maps. The formulation of Theorem 1.1 is motivated by questions in surface dynamics raised by Lanneau–Thiffeault and Hironaka [LT, Question 6.1], [Hir, Question 1.12].

Let Σ_g be a closed surface of genus g, and let log δ_g denote the minimum of the entropy h(f) over all pseudo-Anosov mapping–classes f ∈ Mod(Σ_g). Let δ^+_g denote the minimum for f with orientable foliations. Lanneau–Thiffeault asked if, for g even, δ^+_g coincides with the largest zero of the polynomial L_{2g}(t), and proved results in this direction for g ≤ 8.\(^1\)

The question of convergence of δ_g was raised in [Mc, §10]. Hironaka showed \(\limsup_{g \to \infty} \delta_g \leq (3 + \sqrt{5})/2\) and asked if, in fact,

\[
\lim_{g \to \infty} \delta_g = \lim(\delta^+_g)^g = \frac{(3 + \sqrt{5})}{2}.
\]

For a positive answer, one needs a lower bound on δ_g.

A key feature of a surface automorphism f is that it preserves the symplectic form on \(H_1(\Sigma_g)\) and, more generally, on the tangent space to \(\mathcal{M}\mathcal{L}_g\) (see e.g. [Pa]). Thus a suitable train-track representative for f gives rise to a Perron–Frobenius matrix A with \(h(f) = \log \rho(A)\), whose eigenvalues come in reciprocal pairs. Theorem 1.1 may therefore be useful for bounding \(h(f)\) from below, if the complexity of the train track — and hence the rank of A — can be controlled.

The Perron polynomial of a directed graph enjoys many similarities with the Teichmüller polynomial of a fibered 3-manifold, which plays a useful role in the construction of mapping–classes with small entropy (§5). In §6 we give examples of the transcendence of optimal weights, a phenomena which was first observed in the setting of fibered 3-manifolds [Sun].

Optimal metrics and outer space. In the Appendix we discuss optimal metrics on undirected graphs, and the connection with entropy as a piecewise-smooth Morse function on Culler–Vogtmann’s outer space \(X_n\).

Symplectic groups. For comparison, we remark that it is an open problem to show that \(\liminf \eta_g^g > 0\), where

\[
\eta_g = \inf\{\rho(A) : A \in \text{Sp}_{2g}(\mathbb{Z}), \rho(A) > 1\}.
\]

This is equivalent to a conjecture of Schinzel and Zassenhaus from 1965 (as is same statement for GL_g(\mathbb{Z})). For recent results, see e.g. [Smy, §3].

Notes and references. The convexity of \(h(m)\) can be regarded as an instance of the convexity of pressure in the thermodynamic formalism [PP].

\(^1\)See also [CH] for the case \(g = 2\), and [Hir], [AD] and [KT2] for further progress on the values of \(\delta^+_g\).
Some useful references for graph theory and the clique polynomial include [CDS], [CF], [Fi], [Csi], and [GS]. For more on the related algebraic theory of Perron numbers, see e.g. [Li], [B], [Smy], [KOR] and [Wu]. We learned of the relevance of [CDS, §1.4] and Theorem 1.4 from Birman’s preprint [Bir].

I would like to thank E. Hironaka for many useful discussions related to this work, which began during her visit to Harvard in 2009; and H. Sun for helpful comments.

2 Background

In this section we recall some basic facts about positive power series and positive matrices.

**Polynomials and power series.** In the sequel it will be useful to count paths, cycles, group elements and other objects using formal generating functions. The functions we will consider have the form

\[ f(t) = a_0 + \sum_{n=1}^{\infty} a_n t^{\alpha_n} \]  

with \( a_n \in \mathbb{Z}, \alpha_n \in \mathbb{R}, \) and \( 0 < \alpha_n \to \infty \) as \( n \to \infty. \) The ring of all such formal power series will be denoted by \( \mathbb{Z}[[t^{\alpha} : \alpha > 0]]. \) The subring of finite sums (polynomials with positive real exponents) will be denoted by \( \mathbb{Z}[t^{\alpha} : \alpha > 0]. \)

Note that \( t \mapsto t^{\alpha} \) has a unique analytic continuation from the positive real axis to the slit complex plane \( U = \mathbb{C}\setminus(-\infty,0]. \) If \( f(t) \) is a finite sum, then it defines an analytic function on the whole region \( U. \) Otherwise, we have \( \limsup |a_n| \geq 1 \) and hence the sum (2.1) defining \( f(t) \) diverges for \( |t| > 1. \) To determine its region of convergence, let

\[ \lambda = \limsup_{T \to \infty} N(T)^{1/T} \quad \text{where} \quad N(T) = \sum \{|a_i| : \alpha_i \leq T\}, \]

and let \( \tau = 1/\lambda. \) Then the sum (2.1) is absolutely convergent for \( |t| < \tau, \) and defines an analytic function on the region \( U \cap B(0,\tau). \) Moreover, if \( a_n \geq 0 \) for all \( n, \) then:

1. The series \( \sum a_n t^{\alpha_n} \) diverges for \( t > \tau, \) and

2. The analytic function \( f(t) \) has a singularity at \( t = \tau. \)
Indeed, the substitution \( t = e^{-s} \) converts (2.1) into a traditional Dirichlet series of the form

\[
F(s) = \sum_{0}^{\infty} a_n e^{-\alpha_n s},
\]

and the statements above follow well-known results on the abscissa of convergence and boundary behavior of \( F(s) \); see [La, §243] and [HR, Thms. 8 and 10].

**Perron–Frobenius theory.** Let \( A \in \mathbb{M}_n(\mathbb{R}) \) be a real matrix of rank \( n \). We will write \( A \geq 0 \) (respectively \( A \gg 0 \)) to mean that \( A_{ij} \geq 0 \) (respectively \( A_{ij} > 0 \)) for all indices \( 1 \leq i, j \leq n \), and similarly for vectors \( v = (v_i) \in \mathbb{R}^n \). The notation \( A \geq B \) means \( A - B \geq 0 \).

There are many equivalent norms on the space of matrices; for concreteness, let

\[
\|A\| = \sum_{i,j} |A_{ij}|.
\]

The spectral radius \( \rho(A) \), defined as the maximum modulus of the complex eigenvalues of \( A \), satisfies

\[
\rho(A) = \lim_{n \to \infty} \|A^n\|^{1/n}.
\]

If \( A \geq 0 \) then \( \rho(A) \) is in fact an eigenvalue of \( A \), with an associated eigenvector \( v \geq 0 \), and

\[
A \geq B \geq 0 \implies \rho(A) \geq \rho(B) \geq 0.
\] (2.2)

A matrix is Perron–Frobenius if \( A^m \gg 0 \) for some \( m > 0 \). In this case \( \rho(A) \) is a simple eigenvalue for \( A \), it has an associated eigenvector \( v \gg 0 \), and the remaining eigenvalues of \( A \) satisfy \( |\lambda| < \rho(A) \).

A matrix \( A \geq 0 \) is irreducible if \( B = A + A^2 + \cdots + A^m \gg 0 \) for some \( m > 0 \). In this case \( \rho(A) \) is still a simple eigenvalue for \( A \), and its corresponding eigenvector is strictly positive, but \( A \) may have other eigenvalues satisfying \( |\lambda| = \rho(A) \). For these facts, see e.g. [Gant, Ch. XIII].

Note that if \( A \) is the adjacency matrix of a graph \( \Gamma \), then \( A \) is irreducible iff \( \Gamma \) is strongly connected.

### 3 The Perron polynomial

In this section we record some basic facts about directed graphs, including the proof of Theorem 1.2.
**Directed graphs.** Let \( \Gamma \) denote a finite directed graph as in §1. The graph \( \Gamma \) is determined by its edge and vertex sets together with the map

\[
E(\Gamma) \to V(\Gamma) \times V(\Gamma)
\]

which sends an edge \( e \) running from \( a \) to \( b \) to the ordered pair \([e] = (a, b)\). We allow \([e] = (a, a)\) and we may have \([e_1] = [e_2]\) even if \( e_1 \neq e_2 \). Alternatively, if we regard \( \Gamma \) as a topological 1-complex, then the same information is recorded by the boundary map

\[
\partial : C_1(\Gamma) \cong \mathbb{Z}^{E(\Gamma)} \to C_0(\Gamma) \cong \mathbb{Z}^{V(\Gamma)},
\]

which is given by \( \partial(e) = b - a \) if \([e] = (a, b)\).

We let \( H_1(\Gamma) = Z_1(\Gamma) = \text{Ker}(\partial) \) denote the space of integral 1-cycles on \( \Gamma \).

**Paths and simple curves.** A *path* is a sequence of edges \( p = (e_1, \ldots, e_n) \), \( n \geq 1 \), with \([e_i] = (a_i, b_i)\) and \( a_{i+1} = b_i\); it is *closed* if \( a_1 = b_n \). A closed path that never visits the same vertex twice determines a *simple curve*

\[
C = \sum_1^n e_i \in H_1(\Gamma).
\]

A pair of simple curves are *disjoint* if they have no vertices in common. A *multicurve* is a sum of disjoint simple curves, \( C = C_1 + \cdots + C_k \).

**The Perron polynomial.** From \( \Gamma \) we obtain an adjacency matrix \( A_\Gamma \) with entries in the group ring \( \mathbb{Z}[C_1(\Gamma)] \), defined by

\[
(A_\Gamma)_{ab} = \sum_{[e] = (a, b)} e.
\]

The *Perron polynomial* of \( \Gamma \) is defined by \( P_\Gamma = \det(I - A_\Gamma) \). By Theorem 1.4 we have

\[
P_\Gamma = \sum_C (-1)^{k(C)} \cdot C \in \mathbb{Z}[H_1(\Gamma)], \tag{3.1}
\]

where the sum is over all multicurves and \( k(C) \) denotes the number of components of \( C \). (We include \( C = 0 \) with \( k(C) = 0 \).)

**Metrics.** A metric on \( \Gamma \) is a map \( m : E(\Gamma) \to \mathbb{R} \) such that \( m(e) > 0 \) for all \( e \). Since \( E(\Gamma) \) gives a basis for \( C_1(\Gamma) \), the map \( e \mapsto t^{m(e)} \) extends to a ring homomorphism

\[
\mathbb{Z}[C_1(\Gamma)] \to \mathbb{Z}[t^\alpha : \alpha > 0]
\]
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sending $e$ to $t^{m(e)}$. The image of $P_{Γ} = \sum a_{C} \cdot C$ under this map, given by

$$P_{Γ}(t^{m}) = \sum_{C} a_{C} t^{m(C)},$$

is the Perron polynomial of $(Γ,m)$. Equivalently, $m$ determines a matrix $A_{Γ}(t^{m})$ whose coefficients lie in $\mathbb{Z}[t^{α} : α > 0]$, and we have

$$P_{Γ}(t^{m}) = \det(I - A_{Γ}(t^{m})).$$

As in §1, we often write $A(t) = A_{Γ}(t^{m})$ and $P(t) = P_{Γ}(t^{m})$ when the metric is fixed, and think of $A(t)$ and $P(t)$ as real-analytic functions defined for all $t \geq 0$.

**Growth rates.** Let $N(T)$ denote the number of paths $p = (e_{1}, \ldots, e_{n})$ in $Γ$ with length

$$m(p) = \sum_{1}^{n} m(e_{i}) \leq T,$$

and let $N_{0}(T)$ be the number of closed paths satisfying the same inequality.

**Lemma 3.1** The growth rate of closed paths,

$$\lambda(Γ,m) = \lim_{T \to \infty} N_{0}(T)^{1/T},$$

is well-defined for all metrized directed graphs. It agrees with the growth rate of all paths, provided $Γ$ has at least one cycle.

**Proof.** Any path $p$ of length $\leq T_{1} + T_{2}$ can be split into segments $p_{1}, p_{2}$ and $r$ with $m(p_{1}) \leq T_{1}$, $m(p_{2}) \leq T_{2}$ and $m(r) = O(1)$. Thus $N(T)$ is roughly submultiplicative: it satisfies the inequality

$$N(T_{1} + T_{2}) \leq K \cdot N(T_{1})N(T_{2}),$$

and hence $N(T)^{1/T}$ converges to a finite limit.

Now if $Γ$ is strongly connected, any path can be continued a bounded distance to form a cycle; thus $N_{0}(T) \asymp N(T)$ and therefore $N_{0}(T)^{1/T}$ and $N(T)^{1/T}$ have the same limit. The general case is handled by considering the strongly connected components of $Γ$. 
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**Extreme case.** If $\Gamma$ has no closed paths, then $A_\Gamma$ is nilpotent, $P_\Gamma = 1$ and $\lambda(\Gamma, m) = 0$ for all $m$.

The matrices $A(t)$ associated to a metrized graph $(\Gamma, m)$ are increasing with $t$. More precisely, let $\mu = \min_{e \in E(\Gamma)} m(e) > 0$ be the length of the shortest edge in $\Gamma$; then we have

$$t \frac{d}{dt} A(t) \geq \mu \cdot A(t),$$

which implies

$$t \frac{d}{dt} \rho(A(t)) \geq \mu \cdot \rho(A(t))$$

for all $t \geq 0$ by (2.2).

**Trace formula.** Let $C$ denote the set of all closed paths in $\Gamma$. By Cramer’s rule, there is a matrix of polynomials $B(t)$ (built from minors of $A(t)$) such that

$$B(t)(I - A(t)) = \det(I - A(t))I = P(t)I.$$ 

Taking traces, we obtain a formal expression for the generating function of the lengths of closed paths:

$$f(t) = \sum_{p \in C} t^m(p) = \sum_{n=1}^\infty \Tr A^n(t) = \Tr \frac{A(t)}{I - A(t)} = \frac{R(t)}{P(t)}$$

where $R(t) = \Tr(A(t)B(t)) \in \mathbb{Z}[t^\alpha : \alpha > 0]$.

**Theorem 3.2** If $\Gamma$ has at least one closed path, then the smallest positive zero of $P(t)$ is given by $\tau = 1/\lambda(\Gamma, m)$. This is also the unique positive solution to the equation $\rho(A(t)) = 1$.

**Proof.** By general results (§2), the generating function $f(t)$ given in equation (3.4) has radius of convergence $\tau$ given by the reciprocal of the growth rate $\lambda(\Gamma, m)$. Moreover $f(t)$ has a singularity at $t = \tau$, so $\tau$ must be among the zeros of $P(t)$. Since $\Gamma$ has at least one cycle, $\rho(A(t))$ is positive for $t > 0$. Equation (3.3) then implies $\rho(A(t))$ is strictly increasing and tends to infinity with $t$, so there is a unique $t_0 > 0$ such that $\rho(A(t_0)) = 1$. Since the trace is a sum of eigenvalues, $\sum \Tr A^n(t)$ converges for $t < t_0$ and diverges for $t > t_0$; thus $t_0 = \tau$. Finally $P(t) = \det(I - A(t)) \neq 0$ for $0 < t < \tau$, since in this range $\rho(A(t)) < 1$, so $\tau$ is in fact the smallest positive zero of $P(t)$.

$\blacksquare$
**Convexity.** We now turn to properties of the map \( m \mapsto \lambda(\Gamma, m) \).

**Theorem 3.3** The quantity \( h(m) = \log \lambda(\Gamma, m) \) is a convex function of \( m \).

**Proof.** Any map \( s : E(\Gamma) \to \mathbb{R} \) determines a real-valued matrix \( A(\exp(s)) \) with entries

\[
A_{ab}(\exp(s)) = \sum_{[e]=(a,b)} \exp(s(e)).
\]

By differentiating it is easy to check that

\[
F_n(s) = \frac{1}{n} \log \left( \sum_{a,b} A^n_{ab}(\exp(s)) \right)
\]

defines a convex, increasing function of \( s \) (cf. [Mc, Appendix]), and hence

\[
F(s) = \lim F_n(s) = \log \rho(A(\exp(s)))
\]

is convex as well. As we have just seen, the value of \( h(m) \) can be characterized by the relation

\[
F(-h(m)m) = 0.
\]

Now suppose \( F(-h_1m_1) = F(-h_2m_2) = 0 \). Then by convexity,

\[
s = \frac{h_2(h_1m_1) + h_1(h_2m_2)}{h_1 + h_2} = \frac{2h_1h_2}{h_1 + h_2} \cdot \frac{(m_1 + m_2)}{2}
\]

satisfies \( F(-s) \leq 0 \). This implies the inequality

\[
h\left( \frac{m_1 + m_2}{2} \right) \leq \frac{2h_1h_2}{h_1 + h_2} \leq \frac{(h_1 + h_2)^2}{2(h_1 + h_2)} = \frac{h_1 + h_2}{2},
\]

which gives convexity.  

**Theorem 3.4** If \( \Gamma \) is strongly connected, then \( h(m) \) is a real-analytic function of \( m \).

**Proof.** In this case the leading eigenvalue \( \rho(A(t)) \) of \( A(t) \) has multiplicity one, and hence it varies real-analytically with \( t \) and \( m \). Since the relation \( \rho(A(t)) = 1 \) determines \( h(m) \), the result follows from the implicit function theorem, using equation (3.2) to verify transversality.
4 The clique polynomial

In this section we relate the clique polynomial of a weighted graph \((G, w)\) to the growth rate \(\lambda(G, w)\) of the associated right–angled Artin semigroup \(W(G)_+\). To do so we construct a directed graph \(\Delta\) and a projection \(\pi : E(\Delta) \to V(G)\) such that

\[
\lambda(G, w) = \lambda(\Delta, w \circ \pi)
\]

for any weight \(w\). Basic convexity properties of \(\lambda(G, w)\), stated in Theorem 1.3, then follow from the results of §3. When \(G'\) is connected, they can be sharpened as follows:

**Theorem 4.1** Assume \(G'\) is connected and \(|V(G)| > 1\). Then the function

\[
h(w) = \log \lambda(G, w)
\]

is real–analytic, strictly convex, and \(h(w) \to \infty\) at the boundary of the cone of positive weights.

**Notation for graphs.** Let \(G\) be a finite undirected graph, as in §1. The graph \(G\) is determined by a set of vertices \(V(G)\) and a set of edges \(E(G) \subset P_2(V(G)) = \{\{a, b\} \subset V(G) : a \neq b\}\).

Our notation for graphs is illustrated in Figure 1. We let \(A_n\) and \(L_n\) denote an interval and a loop with \(n\) vertices. The complete graph on \(n\) vertices is denoted \(K_n\). We write \(G = G_1 + G_2\) for the disjoint union of two graphs, and \(kG\) for the union of \(k\) disjoint copies of \(G\). The abbreviations \(G^*, G^{**}, \ldots\) denote \(G + A_1, G + 2A_1, \text{etc}\).

The *join* of two graphs, \(G \ast H\), is obtained from \(G + H\) by adding all possible edges between \(G\) and \(H\). The complete bipartite graph \(K_{p,q}\) is given by the join \((pA_1) \ast (qA_1)\). We use the shorthand \(X\) and \(Y\) for \(K_{1,4}\) and \(K_{1,3}\) respectively.

The *complement* \(G'\) of \(G\) is defined by \(V(G) = V(G')\) and \(E(G') = P_2(V(G)) - E(G)\). Any graph factors canonically as a join \(G = G_1 \ast \cdots \ast G_n\), where \(G'_1, \ldots, G'_m\) are the connected components of \(G'\). A graph with \(G'\) connected is ‘prime’, in the sense that it cannot be written as a nontrivial join \(G_1 \ast G_2\).

A subset \(A \subset V(G)\) determines an *induced subgraph* with vertices \(A\), which contains all the edges of \(G\) with endpoints in \(A\).
The clique polynomial. The vertices \( K \subset V(G) \) form a clique if every pair of distinct vertices in \( K \) is joined by edge. The empty set is always a clique.

We may identify \( K \) with the 0-chain

\[
[K] = \sum_{v \in K} v \in C_0(G) \cong \mathbb{Z}^{V(G)}.
\]

The clique polynomial of \( G \) is defined by

\[
Q_G = \sum_{K} (-1)^{|K|} [K] \in \mathbb{Z}[C_0(G)].
\]

The clique polynomial of the weighted graph \((G,w)\) is defined by

\[
Q_G(t^w) = \sum_{K} (-1)^{|K|} t^w(K) \in \mathbb{Z}[t^\alpha : \alpha > 0].
\]

Here \( w : V(G) \to \mathbb{R}_+ \) and \( w(K) = \sum_{a \in K} w(a) \). We write \( Q(t) = Q_G(t^w) \) when \((G,w)\) is fixed.

Sums and products. It is routine to verify that, consistent with our notation for graphs, the clique polynomial satisfies:

\[
Q_{G+H} = Q_G + Q_H - 1 \quad \text{and} \quad Q_{G\cdot H} = Q_G \cdot Q_H. \quad (4.1)
\]

Right–angled Artin groups. A graph \( G \) with \( V(G) = \{a_1, \ldots, a_n\} \) naturally determines a right-angled Artin group, with the presentation

\[
W(G) = \langle a_1, \ldots, a_n \mid [a_i, a_j] = 1 \text{ if } (a_i, a_j) \in E(G) \rangle.
\]

Let \( W(G)_+ \subset W(G) \) denote the positive semigroup (with identity) on these generators. Every \( g \in W(G)_+ \) can be represented by one or more words \( \tilde{g} = v_1 \cdots v_k \) in the free semigroup generated by \( V(G) \). In this case we write \( g = [\tilde{g}] \). The number of occurrences of \( a_i \) in \( \tilde{g} \) depends only on \( g \), as can be seen by abelianizing \( W(G) \); thus the weight

\[
w(g) = w(v_1 \cdots v_k) = \sum_{i=1}^{k} w(v_i)
\]

is well-defined. In fact \([\tilde{g}] = [\tilde{h}] \) if and only if \( \tilde{g} \) can be obtained from \( \tilde{h} \) by repeatedly swapping adjacent, commuting letters.
The generating function. By [CF, Intro. (2) and Thm. 2.4], the reciprocal of the clique polynomial gives the formal generating function for the weights of elements of $W(G)_+$: we have

$$f(t) = \sum_{g \in W(G)_+} t^{w(g)} = \frac{1}{Q(t)}.$$  \hspace{1cm} (4.2)

An automaton for minimal words. Recall that the growth rate of $(G, w)$ is defined by

$$\lambda(G, w) = \lim_{T \to \infty} \left| \{ g \in W(G)_+ : 0 < w(g) < T \} \right|^{1/T}.$$  

We wish to relate the growth of $G$ to the growth of paths in a directed graph $(\Delta, m)$.

To construct $\Delta$, first choose an ordering for the elements of $V(G)$. The corresponding dictionary ordering of the words of length $k$ in $W(G)_+$ is defined by

$$v_1 \cdots v_k < v'_1 \cdots v'_k$$

if the first two letters that fail to match satisfy $v_i < v'_i$. Every element $g \in W(G)_+$ is represented by a unique minimal word $\tilde{g}$, which comes first in dictionary order among all words representing $g$.

A word $\tilde{g}$ is minimal unless it contains a subword of the form $v_i \cdots a v_j$, such that $a < v_i$ and the letters $v_i, \ldots, v_j$ commute with $a$; cf. [GS, §4]. In this case, we could reorder the letters as $a v_i \cdots v_j$ to obtain a $\tilde{g}' < \tilde{g}$ with $[\tilde{g}'] = [\tilde{g}]$.

Here is an explicit finite-state automaton $\mathcal{A}$ which accepts exactly the minimal words. The states of $\mathcal{A}$ are given by

$$\Sigma = \{ S : V(G) \to \{0, 1\} \}.$$  

In other words we have one bit for each generator $v$, and its value is recorded by $S(v)$. The initial and fail states are given by $S_0$ and $S_1$, where all bits are zero and all bits are one.

The automaton reads the letters of a word $\tilde{g} = v_1 \cdots v_k$, starting in state $S_0$, and makes transitions according to a function $\Sigma \times V(G) \to \Sigma$ which we will write as $(S, v) \mapsto Sv$. The word is accepted unless $S_0 v_1 \cdots v_k = S_1$.

The transition function is defined as follows. First, we set $Sv = S_1$ if $S(v) = 1$. In other words, a word is rejected if the letter $v$ is read while its bit is set. Otherwise, we set $Sv = S'$ where

$$S'(a) = \begin{cases} 
1 & \text{if } v > a \text{ and } [v, a] = 1, \\
0 & \text{if } [v, a] \neq 1, \text{ and} \\
S(a) & \text{in all other cases.}
\end{cases}$$  \hspace{1cm} (4.3)
The bit $S'(a)$ is set in the first case because we are in danger of forming a non-minimal subword $v \cdots a$; it is reset in the second case, because a letter not commuting with $a$ now prevents reordering. Thus one may easily verify:

The words accepted by $A$ coincide with the minimal words for elements of $W(G)_+$.  

Minimality is not local. We remark that minimality is not a local property the word, e.g. it is not just a condition on adjacent letters. For example, $G = A_3$ with consecutive vertices $(a,b,c)$, and we order the vertices so $a < b < c$, then $ca^k$ and $a^kb$ are minimal words but $ca^kb$ is not (it can be replaced by $bca^k$).  

The directed graph $\Delta$. We now define a directed graph $\Delta$ together with a map $\pi : E(\Delta) \to V(G)$. Let $V(\Delta)$ consist of the states $S \in \Sigma$ that can be reached from $S_0$, aside from the fail state $S_1$. Let  

$$E(\Delta) = \{(S,S',v) : S,S' \in V(\Delta) \text{ and } Sv = S'\}.$$  

For $e = (S,S',v)$ we define $[e] = (S,S')$ and $\pi(e) = v$. In other words, the edge $e$ connects $S$ to $S'$ and is labeled by $v$.  

**Theorem 4.2** The growth rate of $(G,w)$ is well-defined and satisfies  

$$\lambda(G,w) = \lambda(\Delta, w \circ \pi)$$  

for all positive weights $w$. The smallest positive zero of $Q(t)$ is given by $t = 1/\lambda(G,w)$.  

**Proof.** By the properties of $A$ just described, the map $(e_1,\ldots,e_k) \mapsto \pi(e_1) \cdots \pi(e_k)$ yields a bijection:  

$$\{\text{paths } (e_1,\ldots,e_k) \text{ in } \Delta \text{ starting at } S_0\} \leftrightarrow \{\text{minimal words } v_1 \cdots v_k \text{ in } W(G)_+\}.$$  

But the paths starting at $S_0$ grow at the same rate as all paths in $\Delta$, since every vertex can be reached from $S_0$. Thus $\lambda(G,w)$ is well-defined and coincides with $\lambda(\Delta, w \circ \pi)$. By the general results in §2, $\tau = 1/\lambda(G,w)$ gives the radius of convergence of the generating function $f(t) = 1/Q(t)$ defined by (4.2), and hence $\tau$ is also the smallest positive zero of $Q(t)$.  


Basic properties and examples.

1. **Homogeneity.** We have $\lambda(G, \alpha w) = \lambda(G, w)^{1/\alpha}$.

2. **Monotonicity.** Let $H \subset G$ be an induced subgraph of $G$. Then $W(H)$ is a subgroup of $W(G)$, and hence
   \[ \lambda(H, w|H) \leq \lambda(G, w) \quad (4.4) \]
   for all weights $w$. We also have
   \[ \lambda(G, w) \leq \lambda(G, w') \quad (4.5) \]
   whenever $w(v) \geq w'(v)$ for all $v \in V(G)$.

3. **Joins.** By the product formula (4.1), if $G = G_1 * G_2$ then $Q = Q_1 Q_2$, and hence
   \[ \lambda(G, w) = \max(\lambda(G_1, w_1), \lambda(G_2, w_2)) \quad (4.6) \]
   where $w_i = w|V(G_i)$. The group $W(G)$ is simply the product $W(G_1) \times W(G_2)$.

4. **Complete graphs.** Let $G = K_n$, with $V(G) = \{v_1, \ldots, v_n\}$ and $w_i = w(v_i)$. Then $W(G) \cong \mathbb{Z}^n$, $\lambda(G, w) = 1$, and $Q(t) = \prod_1^n(1 - t^{w_i})$.

5. **Free groups.** Let $G = nA_1$. Then $W(G) \cong F_n$ is the free group on $n$ generators, and $Q(t) = 1 - \sum_1^n t^{w_i}$. If all vertices are given weight one, then $Q(t) = 1 - nt$ and $\lambda(G, w) = n$ gives the usual growth rate of the free group on $n$ generators (the number of positive words of length $T$ grows like $n^T$).

6. **The free group on two generators.** We now specialize to the case $(G, w_a)$, where $G = 2A_1$ and $w_a$ gives the two vertices of $G$ weights 1 and $a > 0$, and $W(G) \cong F_2$. As $a \to 0$ the growth rate of $W(G)_+$ tends to infinity, since the generator with weight $a$ can be repeated many times. In fact we have
   \[ \lambda(G, w_a) \sim \frac{1}{|a \log a|} \quad \text{as } a \to 0. \quad (4.7) \]
   This can be checked by setting $t = Ka \log(1/a)$ in the clique polynomial $Q(t) = 1 - t - t^a$, and then observing that the limit as $a \to 0$ changes sign at $K = 1$.
Connectivity and the reset code. Because of the behavior of joins (equation (4.6) above), for a general graph the function \( h(w) = \log \lambda(G, w) \) need not be strictly convex, real-analytic or blow up at the boundary of the positive cone.

When \( G' \) is connected, however, \( h(w) \) enjoys all three properties. To prove this we will construct a reset code \( \tilde{g} \) for the automaton underlying \( \Delta \), i.e. a string of accepted letters that returns any state to the initial state \( S_0 \).

**Theorem 4.3** If \( G' \) is connected, then there is an ordering for \( V(G) \) such that \( \Delta \) is strongly connected.

**Proof.** Let the ordered vertices of \( G \) be \( a_1 < a_2 < \cdots < a_n \). Since \( G' \) is connected, the ordering can be chosen so that the first \( k \) vertices span a connected subgraph \( G'_k \) of \( G' \). Now construct a path in \( G' \) that tours all its vertices, starting at \( a_n \), and stays in \( G'_k \) after its last visit to \( a_k \). The vertices visited by \( p \) define a word of the form

\[
\tilde{g} = a_n w_{n-1} a_{n-1} w_{n-2} \cdots a_2 w_1 a_1,
\]

whose adjacent letters do not commute, and such that the subword \( w_k \) involves only the generators \( a_1, \ldots, a_k \).

It is now easy to verify, using (4.3), that \( Sw = S_0 \) for any state \( S \in V(\Delta) \). First, observe that \( S(a_n) = 0 \), since there is no way to set the last bit except by going to the fail state. Next, because adjacent letters of \( w \) do not commute, we have \( Sw \neq S_1 \), and hence \( (Sw)(a_n) = 0 \). Finally, for \( k < n \), note that the last letter of \( w_k \) does not commute with \( a_k \), so it resets the \( a_k \)-bit to zero. All subsequent letters have indices \( i \leq k \), so the \( a_k \)-bit remains at zero. Thus \( (Sw)(a_k) = 0 \) for all \( k \), and hence \( (Sw) = S_0 \).

Equivalently, \( w \) defines a directed path from \( S \) to \( S_0 \). Since we also have a directed path from \( S_0 \) to \( S \) by the definition of \( V(\Delta) \), the graph \( \Delta \) is strongly connected. \( \blacksquare \)

**Proof of Theorem 4.1.** Since \( G' \) is connected, we may assume \( \Delta \) is strongly connected. Then by Theorem 3.4, \( h(w) \) is a real-analytic, convex function of \( w \).

Suppose \( w_n \to w' \) in the boundary of the cone of positive weights \( P \subset \mathbb{R}^{V(G)} \). Then \( w'(v_1) = 0 \) for some \( v_1 \in V(G) \). Since \( G' \) is connected and \( |V(G)| > 1 \), there is a vertex \( v_2 \) such that \( (v_1, v_2) \notin E(G) \). Let \( H \cong 2A_1 \) be the induced subgraph of \( G \) with \( V(H) = \{v_1, v_2\} \), and note that \( w_n(v_1) \to 0 \) while \( \sup w_n(v_2) < \infty \). Thus \( \lambda(H, w_n | H) \to \infty \) by homogeneity and equation (4.7), and hence \( h(w_n) = \log \lambda(G, w_n) \to \infty \) by monotonicity.
Now suppose there is a line \( L \) such that \( h \) is not strictly convex along the segment \( L \cap P \). Since \( h \) is convex and real-analytic, it must be linear on \( L \cap P \). But this contradicts the fact that \( h(w) \) tends to infinity at the boundary of \( P \).

Proof of Theorem 1.3. Combine Theorems 3.3, 4.2 and 4.1.

5 Cones and cohomology

In this section we describe the relationship between the Perron and clique polynomials and the cohomology of \( \Gamma \), and compare them to the Teichmüller polynomial of a fibered 3-manifold.

The positive cone. Let \( \Gamma \) be a finite directed graph. Since the edges of \( \Gamma \) are oriented, any closed path \( p = (e_1, \ldots, e_n) \) determines a class \([p] = \sum e_i \in H_1(\Gamma, \mathbb{Z})\). In particular, a simple curve \( C \) determines a class \([C] \). A metric \( m \) on \( \Gamma \) determines a cohomology class \( \phi_m \in H^1(\Gamma, \mathbb{R}) \) by \( \phi(\sum a_i e_i) = \sum a_i m(e_i) \).

Theorem 5.1 Given \( \phi \in H^1(\Gamma, \mathbb{R}) \), the following conditions are equivalent:

1. \( \phi \) can be represented by a metric.
2. \( \phi([p]) > 0 \) for any closed path \( p \).
3. \( \phi([C]) > 0 \) for any simple curve \( C \).

Proof. Clearly (1) \( \implies \) (2) \( \implies \) (3). To see (3) \( \implies \) (2), follow a closed path \( p \) until it first returns to one of the vertices it has previously visited. Then we can write \([p] = [C] + [p']\), where \([C]\) is a simple curve and \(p'\) is a shorter closed path. Thus \([p] = \sum [C_i]\) and (3) \( \implies \) (2). To see (2) \( \implies \) (1), consider the inclusion of cones

\[
K = C_1(\Gamma, \mathbb{R})_+ \cap H_1(\Gamma, \mathbb{R}) \subset C_1(\Gamma, \mathbb{R})_+,
\]

where \( C_1(\Gamma, \mathbb{R})_+ = \mathbb{R}_+^{E(\Gamma)} \) is the positive orthant with respect to the basis coming from the edges. Then any class \( \phi \) satisfying (2) gives a linear functional on \( H_1(\Gamma, \mathbb{R}) \) that is positive on \( K \). By the geometric Hahn-Banach theorem it can be extended to a linear functional \( m \) on \( C_1(\Gamma, \mathbb{R}) \) that is positive on \( C_1(\Gamma, \mathbb{R})_+ \), so it is represented by a metric.
The classes $\phi$ satisfying these three conditions form the positive cone, which will be denoted by $H^1(\Gamma, \mathbb{R})_+$. 

**Expansion of cohomology classes.** Since the Perron polynomial $P_\Gamma$ lies in $\mathbb{Z}[H_1(\Gamma)]$, the polynomial $P_\Gamma(t^m)$ and the expansion factor $\lambda(m)$ depend only on the cohomology class $\phi$ determined by $m$. In particular the expansion factor descends to a function on $H^1(\Gamma, \mathbb{R})_+$, which will be denoted by $\lambda(\Gamma, \phi)$. 

**Relation to the curve complex.** Now let $G$ be the curve complex of $\Gamma$. Then each vertex $v$ of $G$ corresponds naturally to a simple curve $C$ on $\Gamma$. The map $v \mapsto [C]$ extends by linearity to a natural map 

$$
\pi : C_0(G) \rightarrow H_1(\Gamma),
$$

and Theorem 1.4 can be restated as follows:

*The natural map $\pi_* : \mathbb{Z}[C_0(G)] \rightarrow \mathbb{Z}[H_1(\Gamma)]$ sends the clique polynomial $Q_G$ to the Perron polynomial $P_\Gamma$.***

Dualizing, we obtain a map 

$$
\pi^* : H^1(\Gamma, \mathbb{R}) \rightarrow C^0(G, \mathbb{R}),
$$

and by condition (3) in Theorem 5.1 we can assert:

*The positive cone $H^1(\Gamma, \mathbb{R})_+$ is the preimage of the cone of positive weights $C^0(G, \mathbb{R})_+$ under the natural map $\pi^*$.***

Thus Theorem 4.1 implies:

**Theorem 5.2** If $\Gamma$ is strongly connected, then $h(\phi) = \log \lambda(\Gamma, \phi)$ is a real-analytic, strictly convex function of $\phi$, and $h(\phi) \rightarrow \infty$ as $\phi$ approaches the boundary of $H^1(\Gamma, \mathbb{R})_+$. 

It follows that $h(\phi)$ has a unique minimum under various convex constraints. For example, let us say $\phi$ is *admissible* if $0 < \phi([C]) \leq 1$ for all multicurves $C$. Then we have:

**Corollary 5.3** If $\Gamma$ is strongly connected, then there is a unique admissible cohomology class $\phi \in H^1(\Gamma, \mathbb{R})$ with minimum entropy.

This class can be realized by an admissible metric, but the latter is not unique in general.

**Comparison with the Teichmüller polynomial.** Infinite families of Perron-Frobenius matrices $A \in M_n(\mathbb{Z})$ with $\rho(A)^n = O(1)$ (and $n \rightarrow \infty$)
arise naturally by varying the metric \( m \) (or the cohomology class \( \phi \)) on a fixed graph \( \Gamma \). Their spectral radii are packaged by the polynomial

\[
P_\Gamma \in \mathbb{Z}[H_1(\Gamma)].
\]

Similarly, infinite families of pseudo-Anosov maps \( f \in \text{Mod}(\Sigma_g) \) with \( K(f)^g = O(1) \) (and \( g \to \infty \)) arise naturally from any fibered 3-manifold \( M \) with \( b_1(M) > 1 \). Their stretch factors \( K(f) \) are packaged by the Teichmüller polynomial

\[
\Theta_F \in \mathbb{Z}[H_1(M)/(\text{torsion})]
\]

associated to a fibered face \( F \subset H^1(M, \mathbb{R}) \), introduced in [Mc]. For each integral cohomology class \( \phi \) in the convex cone

\[
\mathbb{R}_+ \cdot F \subset H^1(M, \mathbb{R}),
\]

we obtain \( f \) as the monodromy of a fibration \( M \to S^1 \) representing the map \( \phi : \pi_1(M) \to \mathbb{Z} \), and \( K(f) \) is the largest zero of the polynomial \( \Theta_F(t^\phi) \). The function \( h(\phi) = \log K(f) \) on the cone \( \mathbb{R}_+ \cdot F \) enjoys the same convexity and divergence properties as the function \( h(\phi) \) on the positive cone \( H^1(\Gamma, \mathbb{R})_+ \).

Because of strict convexity, \( h(\phi) \) achieves its minimum at a unique point \( \phi \in F \). Examples where the minimizing \( \phi \) has transcendental coordinates are given in [Sun]. In §6 we will see similar, but simpler, examples for graphs.

**Further references.** The Teichmüller polynomial can be defined in terms of the transition matrix for a train track associated to a fibration of \( M \), which explains its connection to the Perron–Frobenius theory at hand; compare [Pen] and [HS]. For applications of \( \Theta_F \) to the construction of mapping–classes with small entropy, see [Hir], [AD], [KT1], [FLM] and [KT2]. Recent generalizations of the Teichmüller polynomial to outer automorphisms of free groups are developed in [AHR] and [DKL].

6 Graphs with small growth

In this section we study the invariant \( \lambda(G) \) and establish Theorems 1.5 and 1.6. We show \( \lambda(G) \) is an algebraic number, and there are only finitely many graphs with \( G' \) connected and \( 1 < \lambda(G) < M \); and for \( M = 8 \), the list of such graphs is given by

\[A_2^*, A_2^{**}, A_3^{***}, A_3^*, Y^* \text{ and } nA_1,\]

with \( 2 \leq n \leq 7 \). For the proof we compute \( \lambda(G) \) and the optimal weights on \( V(G) \) in many concrete examples.
Finiteness results. As in §1, we say a weight \( w : G \to \mathbb{R}_+ \) is admissible if \( w(K) \leq 1 \) for all cliques of \( G \), and we let
\[
\lambda(G) = \inf \{ \lambda(G, w) : w \text{ is an admissible weight} \}.
\]
By equation (4.4) we have the useful monotonicity principle:
\[
\lambda(H) \leq \lambda(G) \text{ if } H \text{ is an induced subgraph of } G.
\] (6.1)
We remark that the curve complex \( G \) of \( \Gamma \) generally has many subgraphs \( H \) which do not come from subgraphs of \( \Gamma \). This means we can obtain lower bounds of the form
\[
\lambda(H) \leq \lambda(G) \leq \lambda(\Gamma)
\]
may not be apparent from the structure of \( \Gamma \) alone.

**Theorem 6.1** Given \( M > 0 \) there are only finitely many graphs \( G \) with \( G' \) connected and \( \lambda(G) \leq M \), up to isomorphism.

**Proof.** It suffices to show that \( \lambda(G) \) is large whenever \( |V(G)| \) is large. By Ramsey theory (see e.g. [Bol, §VI]), if \( |V(G)| \geq \binom{2n-2}{n-1} \), either \( G \) or \( G' \) contains a clique with \( |K| = n \). If \( K \) is a clique of \( G' \) then \( G \) contains \( nA_1 \) as an induced subgraph, so \( \lambda(G) \geq \lambda(nA_1) = n \).

Now suppose \( K \) is a clique of \( G \). The optimal weight \( w \) for \( G \) satisfies \( w(K) \leq 1 \), so \( w(a) \leq 1/n \) for some \( a \in K \). Since \( G' \) is connected, there is a vertex \( b \in V(G) \) that is not connected to \( a \), and \( w(b) \leq 1 \). Let \( H \) be the induced subgraph with \( V(H) = \{a, b\} \). Then
\[
\lambda(G) = \lambda(G, w) \geq \lambda(H, w|H) \geq \lambda_n,
\]
where \( t = 1/\lambda_n \) is the smallest root of the clique polynomial \( Q(t) = 1 - t^{1/n} - t \). We have already seen that \( \lambda_n \to \infty \) like \( n/\log n \) (equation (4.7)), so the proof is complete.

Since \( \lambda(\Gamma) \geq \lambda(G) \), the same type of result holds for directed graphs.

**Proposition 6.2** Let \( \Gamma \) be a strongly connected directed graph with curve complex \( G \). Then \( |V(G)| \geq 1 + |\chi(\Gamma)| \).

**Proof.** Since \( \Gamma \) is strongly connected, we can write \( \Gamma = \Gamma_0 \cup \Gamma_1 \cup \cdots \cup \Gamma_n \) where \( \Gamma_0 \) is a loop, each \( \Gamma_i \) is strongly connected, and \( \Gamma_i \) is obtained from \( \Gamma_{i-1} \) by adding a directed arc \( A_i \) between two vertices (or a loop based at one). Then \( n = |\chi(\Gamma)| \), and there is at least one simple curve in \( \Gamma_i \) through \( A_i \), so \( |V(G)| \geq n + 1 \).
Corollary 6.3 There are only finitely many strongly connected graphs $\Gamma$ with no vertices of degree two and a given curve complex $G$.

Corollary 6.4 Given $M > 1$, there are only finitely many strongly connected graphs with no vertices of degree two and $\lambda(\Gamma) \leq M$.

Example. Start with a directed loop with cyclically ordered vertices $(v_1, \ldots, v_{2n})$, and add a directed edge from $v_i$ to $v_{2n-i}$ for $i = 1, 2, \ldots, n$. The result is a directed graph with exactly $n+1$ simple curves such that $|\chi(\Gamma)| = n$. Thus the bound in Proposition 6.2 is sharp.

Optimal weights. An admissible weight $w$ is optimal if $\lambda(G) = \lambda(G, w)$. It is symmetric if it is invariant under $\text{Aut}(G)$, and maximal if there is no other admissible weight with $w'(v) \geq w(v)$ for all $v$.

We say $G$ is a cone if it is isomorphic to a graph of the form $A_1 \ast H$.

Theorem 6.5 If $G$ is not a cone, then $G$ carries a unique optimal weight. This weight is maximal and symmetric.

Proof. First suppose $G'$ is connected and $|V(G)| > 1$. Then $h(w) = \log \lambda(G, w)$ is strictly convex and tends to infinity at the boundary of the positive cone, by Theorem 4.1. The admissibility conditions are convex and bound $h(w)$ from below, so there is a unique optimal weight.

In general, $G$ factors canonically as a join $G_1 \ast \cdots \ast G_n$ with $G_i'$ connected for all $i$, and we have

$$\lambda(G, w) = \max \lambda(G_i, w|G_i).$$

Since $G$ is not a cone, $|V(G_i)| > 1$ for all $i$, so each $G_i$ has a unique optimal weight $w_i$. Then the optimal weight for $G$ is the simply the unique convex combination $w = \sum \alpha_i w_i$ such that

$$\lambda(G_i, w|G_i) = \lambda(G_i)^{1/\alpha_i} = \lambda(G_j)^{1/\alpha_j}$$

for all $i, j$.

By convexity and uniqueness, the optimal weight $w$ must be maximal and symmetric. \hfill \qed
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The case of a cone. The proof shows any join satisfies
\[ \lambda(G_1 \ast G_2) = \lambda(G_1) \lambda(G_2). \] (6.2)

Moreover, if \( G = A_1 \ast H \) and \( \lambda(H) > 1 \), then \( G \) has no (positive) optimal weight; the minimum of \( \lambda(G, w) \) is ‘attained’ at the boundary of the positive cone, by a weight with \( w(v) = 0 \) on the \( A_1 \) factor. (If we allow vanishing mass, then any graph has an optimal weight, and it is unique unless \( G \cong K_n \).)

Values of \( \lambda(G) \). Theorem 6.5 allows one to compute \( \lambda(G) \) in many cases. Here is a list of useful examples, including all the graphs shown in Figure 1.

1. We have \( \lambda(nA_1) = n \). By symmetry the optimal weight \( w \) must be constant, and by maximality its constant value must be 1. The clique polynomial for this weight is \( Q(t) = 1 - nt \), with \( t = 1/n \) as its smallest positive root.

2. We have \( \lambda(A_3) = \lambda(A_1 \ast A_2) = 2 \) by equation (6.2). The optimal ‘weight’ vanishes on the \( A_1 \) factor.

3. We have \( \lambda(G) \geq 2 \) whenever \( G' \) is connected and \( |V(G)| > 1 \). Indeed, in this \( G \) contains an induced subgraph of \( H \cong 2A_1 \); apply equation (6.1).

4. We have \( \lambda(K_n) = 1 \) (for \( n > 0 \)). The group \( W(K_n) \cong \mathbb{Z}^n \) has polynomial growth, so \( \lambda(K_n, w) = 1 \) for all \( w \).

5. We have \( \lambda(K_n^*) = 2^n \). The optimal weights are \( 1/n \) on the vertices of \( K_n \) and 1 on the remaining vertex; thus \( Q(t) = (1 - t^{1/n})^n - t \).

6. We have \( \lambda(A_2 + nA_1) = (1 + \sqrt{n})^2 \). Here the optimal weight is given by \( w(v) = 1/2 \) for \( v \in V(A_2) \) and \( w(v) = 1 \) for \( v \in V(nA_1) \); thus \( Q(t) = 1 - 2t^{1/2} - (n - 1)t \).

7. We have \( \lambda(2A_2) = 6 + 4\sqrt{2} \). By symmetry the optimal weights are all \( 1/2 \); thus \( Q(t) = 1 - 4t^{1/2} + 2t \).

8. \( G = L_n \). For a loop with \( n \geq 4 \) vertices, the optimal weights are all \( 1/2 \) and \( Q(t) = 1 - nt^{1/2} + nt \). This gives \( \lambda(L_4) = 4, \lambda(L_5) = 10/(3 - \sqrt{5}) \), etc.

9. We have \( \lambda(L_n^*) = (n - 1)^2 \) for \( n \geq 4 \). The optimal weights are given by \( w(v) = 1/2 \) along the loop and by \( w(v) = 1 \) at the remaining vertex; thus \( Q(t) = 1 - nt^{1/2} + (n - 1)t \).
10. We have \( \lambda(L^*_3) = 8 \). The case \( n = 3 \) is exceptional, since we have a clique of size 3; thus \( w(v) = 1/3 \) along \( L_3 \), and \( Q(t) = 1 - 3t^{1/3} + 3t^{2/3} - 2t \).

11. We have \( \lambda(A_4) = 8 \). In this case by symmetry and maximality there is an \( a \in (0, 1) \) such that the optimal weights on the consecutive vertices of \( A_4 \) are \((a, 1 - a, 1 - a, a)\). Hence

\[
Q(t) = 1 - 2t^a - 2t^{1-a} + t^{2-2a} + 2t.
\]

To determine the value of \( a \), we observe that both \( Q \) and \( dQ/da \) must vanish at \((a, \tau)\); hence \( a = 2/3 \) and \( \tau = 1/8 \).

12. Transcendental weights. For \( G = A_3^* \) we have \( \lambda = \lambda(G) = 3 + 2\sqrt{2} \). This is the simplest example of a graph whose optimal weight \( w \) is not rational. Its values can be determined as follows. By symmetry and maximality, there is an \( a \in (0, 1) \) such that \( w \) takes the values \((a, 1 - a, a)\) along the vertices of \( A_3 \), and \( w(v) = 1 \) at the remaining vertex of \( G \). Thus the clique polynomial has the form

\[
Q(t) = 1 - 2t^a - 2t^{1-a} + t^{2-2a} + 2t.
\]

Now by optimality we must have \( dQ/da = 0 \) at \( t = \tau = 1/\lambda \). This gives a second relation \( 2\tau^a = \tau^{1-a} \); when combined with \( Q(\tau) = 0 \), it implies \( \lambda = 3 + 2\sqrt{2} \) and \( a = \log(2\lambda)/\log(\lambda^2) \approx 0.69661 \ldots \). In particular, \( a \) is transcendental (see e.g. [Gel, Thm II, p.106]). The graphs \( G = A_3 + nA_1 \) can be analyzed in the same way; the value of \( a \), as a function of \( \lambda \), is independent of \( n \).

13. More generally, we have \( \lambda(K_{p,q} + nA_1) = (\sqrt{n} + \sqrt{pq})^2 \). Since \( K_{1,2} \cong A_3, K_{1,3} \cong Y \) and \( K_{1,4} \cong X \), this formula covers the remaining graphs in Figure 1.

As in the previous case, here the optimal weight \( w \) depends on a value \( a \) which can be computed using the relation \( dQ/da = 0 \). Writing \( K_{p,q} = (pA_1) \ast (qA_1) + nA_1 \), by symmetry and maximality there is an \( a \in (0, 1) \) such that \( w(v) = a, 1 - a \) and 1 on the factors \( pA_1, qA_1 \) and \( nA_1 \) respectively. Thus by (4.1) we have

\[
Q(t) = (1 - pt^a)(1 - qt^{1-a}) - nt.
\]

The relation \( dQ/da = 0 \) gives \( pt^a = qt^{1-a} = \sqrt{pq\tau} \) at \( t = \tau \), and hence \( \tau = \lambda^{-1} \) is the smallest positive zero of the equation \( Q(\tau) = (1 - \sqrt{pq\tau})^2 - n\tau = 0 \).
Again, the optimal weights are transcendental for typical values of $p$ and $q$. For example, $a = \log(p)/\log(qp)$ for the complete bipartite graph $K_{p,q}$.

**Algebraic properties.** In contrast to the behavior of the optimal weights, we have:

**Theorem 6.6** For any graph $G$, the growth rate $\lambda(G)$ is algebraic over $\mathbb{Q}$.

**Sketch of the proof.** Introduce new variables $u_i = t^{w(v_i)}$, where $V(G) = \{v_1, \ldots, v_n\}$. Then $Q(t^w) = Q(u_1, \ldots, u_n)$ gives a polynomial function on $\mathbb{R}^n$ with integer coefficients. The optimal weight $w$ lies in the interior of a facet of the convex set of admissible weights, defined by linear equations of the form $\sum_{i \in C} w(v_i) = 1$. In $u$-coordinates, these linear equations give an algebraic subvariety of $\mathbb{R}^n \times \mathbb{R}$ defined by equations of the form $\prod_{i \in C} u_i = t$. Furthermore $Q(u_1, \ldots, u_n) = 0$. Since $t$ is locally maximized, subject to the condition that it is a zero of $Q(t^w)$, we have additional equations of the form $XQ = 0$, with $X$ a rational linear combination of $d/du_i$. Altogether these equations cut out a real algebraic subvariety $V \subset \mathbb{R}^n \times \mathbb{R}$ defined over $\mathbb{Q}$, such that $1/\lambda(G)$ is the projection of one of its components to the $t$-coordinate. Thus $\lambda(G)$ is algebraic over $\mathbb{Q}$. \qed

In fact the same argument shows the optimal weights satisfy $\lambda(G)^{w(v_i)} \in \mathbb{Q}$ for all $i$.

**Classification.** We now proceed to the enumeration of graphs with $G'$ connected and $1 < \lambda(G) < 8$.

The distance $d(x,y)$ between two vertices $x,y \in V(G)$ is the minimal number of edges in a path connecting them (or $\infty$ if none exists). The diameter of $G$, denoted $\text{diam}(G)$, is the maximum distance between a pair of its vertices.

**Lemma 6.7** Let $G$ be a graph such that both $G$ and $G'$ are connected. Then either $G \cong A_1$, or $G$ contains an induced subgraph isomorphic to $A_4$, $2A_2$ or $L_3^*$. 

**Proof.** First suppose $G$ is bipartite; that is, suppose we have a partition of $V(G)$ into disjoint sets $A$ and $B$ such that all edges run between $A$ to $B$. Let $B(a)$ denote the subset of $B$ at distance 1 from $a \in A$. Since $G$ is connected, $B(a)$ is nonempty and $B = \bigcup B(a)$ (unless $G \cong A_1$). If $B(a) = B$ for all $a$, then $G$ is a complete bipartite graph, contrary to our assumption that $G'$
is connected. Thus $B(a) \neq B(a')$ for some $a, a' \in A$. If both $B(a) - B(a')$ and $B(a') - B(a)$ are nonempty, then we obtain an induced copy of $2A_2$. Otherwise, we may assume $B(a) \subset B(a')$. Then we can find $b, b' \in B$ such that $(a, b, a', b')$ is a path in $G$ but there is no edge from $a$ to $b'$. Then these vertices span a copy of $A_4$.

Now suppose $G$ is not bipartite. Then $G$ contains a closed path of odd length. The shortest path of this type gives an induced copy of $L_n$ in $G$. If $n \geq 5$ then $L_n$ contains an induced copy of $A_4$. So we may assume $n = 3$; in other words, we may assume $G$ contains a triangle, say with vertices $\{a, b, c\}$.

If $\text{diam}(G') \geq 3$ then a minimal path joining 2 vertices with $d(x, y) = 3$ gives a copy of $A_4$ in $G'$. But $A_4 \cong A_4$, so we obtain a copy of $A_4$ in $G$.

Thus we may assume $\text{diam}(G') = 2$. In particular, $d(b, c) = 2$, so we have a path of the form $(b, a', c)$ in $G'$. If $(a, a') \notin E(G)$, then the vertices $\{a, b, c, a'\}$ span a copy of $L^*_3$ in $G$ and we are done. So we may assume $(a, a') \in E(G)$. Similarly, we may assume we have vertices $b'$ and $c'$ such that $(a, a'), (b, b')$ and $(c, c')$ are edges of $G$, and no other edges join $\{a', b', c'\}$ to $\{a, b, c\}$. See Figure 4.

To complete the proof, observe that if $(a', b') \in E(G)$, then the path $(a', b', b, c)$ gives a copy of $A_4$ in $G$; while if $(a', b') \notin E(G)$, then the path $(a', a, b, b')$ does the same.

![Figure 4. A triangle with legs.](image.png)

**Remark.** There are many interesting graphs with $\text{diam}(G) = \text{diam}(G') = 2$. For example, suppose $A \subset \mathbb{Z}/n$ satisfies $A = -A$, $A + A = \mathbb{Z}/n$, and $|A| + |A| < n$. (Such $A$ are easily found when $n$ is large.) Let $G$ be the graph with $V(G) = \mathbb{Z}/n$ whose edges connect $x$ to $y$ iff $x \in y + A$. Since $x + A + A = V(G)$, we have $\text{diam}(G) = 2$, and since $|A| + |A| < n$, we have $\text{diam}(G') = 2$ as well.

**Lemma 6.8** Let $G_0$ be a connected graph. Then either $G_0 \cong A_1$, $A_2$, $A_3$ or $Y$, or $G_0$ contains $A_4$, $X$, $L_3$ or $L_4$ as an induced subgraph.
Proof. Suppose $G_0$ does not contain $L_3, L_4$ or $A_4$ as induced subgraph. Then $G_0$ cannot contain $L_n$ for $n \geq 5$, so it is a tree. We have $\text{diam}(G_0) \leq 2$, since otherwise $G_0$ contains $A_4$. It follows that $G_0$ is a cone of the form $A_1 \ast (kA_1)$ for some $k$. The cases $k = 0, 1, 2, 3$ are the graphs given, and any larger cone contains a copy of the graph $X$.

Proof of Theorem 1.6. Suppose $1 < \lambda(G) < 8$ and $G'$ is connected. Then $G \neq A_1$. We have seen that $\lambda(H) \geq 8$ for $H = A_4, L_3^*$ and $2A_2$, so these $H$ cannot be induced subgraphs of $G$. Thus $G$ is disconnected, by Lemma 6.7. If $G$ has more than two nontrivial components, then it contains a copy of $2A_2$; but $\lambda(2A_2) = 8$, so this is impossible. Thus $G = G_0 + kA_1$ for some connected graph $G_0$, and $k \geq 1$. Since $\lambda(H^*) \geq 8$ for $H = A_4, X, L_3$ and $L_4$, the Lemma above implies $G_0 = A_1, A_2, A_3$ or $Y$. For each of these we can bound the value of $k$ using monotonicity and the explicit values of $\lambda(G)$ summarized in Figure 1. The graphs which remain are those listed in the statement of the Theorem.

Questions. Is $\lambda(G) \geq |V(G)|$, provided $G'$ is connected? If $G$ contains a clique of order $n$ and $G'$ is connected, is $\lambda(G) \geq 2^n$?

7 Reciprocal matrices

In this section we prove Theorem 1.1 on Perron–Frobenius matrices, along with the following complementary result.

Theorem 7.1 For any non-negative, irreducible, reciprocal matrix $A \in \text{M}_n(\mathbb{Z})$, $n \geq 2$, we have

$$\rho(A)^n \geq \gamma^4.$$  

Here $\gamma = (1 + \sqrt{5})/2$ denotes the golden mean.

Matrices. Let $A \geq 0$ be the adjacency matrix of a directed graph $\Gamma$ with curve complex $G$, and let $n = |V(\Gamma)|$ be the rank of $A$. We say $A$ and $\Gamma$ are reciprocal if the characteristic polynomial $\det(tI - A)$ is reciprocal. Recall from equation (1.3) we have

$$\rho(A)^n = \lambda(\Gamma, 1)^n \geq \lambda(\Gamma) \geq \lambda(G).$$

To illustrate the approach, we first prove the following result (which does not assume that $A$ is reciprocal).
Theorem 7.2  The minimum of $\rho(A)$ over all irreducible $A \in M_n(\mathbb{Z})$, $n \geq 2$, is given by $2^{1/n}$. If we require $A$ is Perron–Frobenius, then the minimum of $\rho(A)^n$ is given by the largest root of the polynomial

$$t^n - t - 1.$$ 

The first statement appears in [Pen, p. 445]. For a conjectural lower bound on $\rho(A)$ in terms of $\deg(\rho(A)/\mathbb{Q})$, see [B, Conj. D].

Proof.  First assume $A$ is irreducible, with associated directed graph $\Gamma$ and curve complex $G$. Then $\Gamma$ is strongly connected, $G'$ is connected, and $\lambda(G) > 1$; hence $\lambda(G) \geq 2$, which gives $\rho(A)^n \geq 2$. To see equality can hold, let $\Gamma$ be the graph obtained by replacing one edge of $L_n$ with two parallel edges. Then $\Gamma$ has two simple curves, each of length $n$, so $G = 2A_1$ and $P(t) = 1 - 2t^n$, which gives $\rho(A)^n = 2$.

Now suppose $A$ is a Perron–Frobenius matrix. Since $P(t) = \det(tI - A)$ has a unique largest root, when $G = 2A_1$ we cannot have $P(t) = t^n - 2$; the best approximation that can arise is $t^n - t - 1$, whose largest root $\nu_n$ is less than 3 and thus provides a lower bound for $\rho(A)$ (since $\lambda(G) \geq 3$ for the other graphs appearing in Theorem 1.6). This lower bound is achieved by the graph $\Gamma$ obtained from $L_n$ by adding an edge between its first and third vertices, to yield a second simple curve of length $n - 1$ (see Figure 5).

![Figure 5](image)

Figure 5. Realizing $\det(tI - A) = t^n - t - 1$.

Algebraic integers.  We now turn to the reciprocal case. Let $L_{2g}(t)$ be the polynomial given in equation (1.1), and let $\mu_{2g}$ denote the largest positive root of the polynomial (with rational exponents)

$$L_{2g}(t^{1/2g}) = 1 - t^{\frac{1}{4} - \frac{1}{2g}} - t^{\frac{1}{2} - \frac{1}{2g}} - t^\frac{1}{2} + \frac{1}{2g} + t.$$ 

Then $\mu_4 \geq \mu_6 \geq \mu_8 \cdots$ and $\lim_{g \to \infty} \mu_{2g} = \gamma^4$, the largest positive root of the polynomial $1 - 3t^{1/2} + t$. We note that $\mu_{12}^{1/12}$ is Lehmer’s number, the smallest known Salem number.
Reciprocal weights. Let $P(t) = \sum_{i=1}^{n} a_i t^{\alpha_i}$ be a polynomial in $\mathbb{Z}[t^\alpha : \alpha > 0]$. Its degree and its reciprocal polynomial are defined by

$$\deg(P) = \max \alpha_i \quad \text{and} \quad P^*(t) = t^{\deg(P)} P(t^{-1}).$$

We say $P(t)$ itself is reciprocal if $P(t) = \pm P^*(t)$; it is symmetric if the sign is positive, and otherwise antisymmetric. The zeros of a reciprocal polynomial are invariant under $t \mapsto 1/t$.

We say a weight $w$ for $G$ is reciprocal if $Q_G(t^w)$ is a reciprocal polynomial, and we let

$$\lambda_{\text{rec}}(G) = \inf \{ \lambda(G, w) : w \text{ is admissible and reciprocal} \}.$$

When $A$ is reciprocal, with directed graph $\Gamma$ and curve complex $G$, equation (1.3) can be replaced by

$$\rho(A)^n \geq \lambda_{\text{rec}}(G).$$

Optimal reciprocal weights. The value of $\lambda_{\text{rec}}(G)$ can be computed by the same methods used to compute $\lambda(G)$ in §6. The main difference is that the reciprocal admissible weights are a finite union of convex sets, $W_{\text{rec}} = \bigcup W_i$. The different components come from different ways of pairing the monomials in $Q_G(t^w)$ to make it symmetric. Minimization of $\lambda(G, w)$ for $w \in W_i$ amounts to maximizing the smallest root of a polynomial $P_i(t)$ with variable exponents, and again the principles of symmetry and maximality from §6 apply.

Theorem 7.3 If $G'$ is connected and $|V(G)| > 1$, then $\lambda_{\text{rec}}(G) \geq \gamma^4$.

For the proof, we first compute $\lambda_{\text{rec}}(G)$ for the graphs $nA_1$, $A_1^*$, $A_2^{**}$, $A_2^{***}$, $A_3^*$ and $Y^*$ with $\lambda(G) < 8$.

1. If $Q_G(t^w)$ is antisymmetric, then $Q_G(1) = \sum_{|K|} (-1)^{|K|} = 0$. This means the cell complex $X_G$ obtained from $G$ by adding a $k$-cell for each clique with $|K| > 2$ has Euler characteristic 1.

2. If $1 < \lambda(G) < 8$ and $G'$ is connected, then any reciprocal weight gives a symmetric polynomial, since the graphs listed in Theorem 1.6 all have $\chi(X_G) \geq 2$.

3. We have $\lambda_{\text{rec}}(nA_1) = \infty$ for $n \geq 2$, since there are no reciprocal weights.
4. We have $\lambda_{rec}(A_2^*) = \gamma^4 \approx 6.85410$. To see this, let $w$ be a weight on $G = A_2^*$ with values $a, b$ on the vertices of $A_2$ and $c$ on the remaining vertex; then

$$Q_G(t^w) = 1 - t^a - t^b - t^c + t^{a+b}.$$ 

To make this polynomial symmetric and degree one, we must impose the conditions $a + b = 1$ and $c = 1/2$, which gives a polynomial of the form

$$P_1(t) = 1 - t^a - t^{1/2} - t^{1-a} + t$$

with $0 < a < 1$. The smallest positive root of $P_1(t)$ is maximized when $a = 1/2$, which gives $P_1(t) = 1 - 3t^{1/2} + t$ and $\inf_{W_1} \lambda(G, w) = \lambda_{rec}(G) = \gamma^4$.

5. We have $\lambda_{rec}(A_2^*) = \gamma^4$ as well. In this case two families of symmetric polynomials arise: the family given in equation (7.1), and the family

$$P_2(t) = 1 - t^a - t^{1/2-a} + t^{1/2} - t^{1/2+a} - t^{1-a} + t$$

with $a \in (0, 1/2)$. The smallest positive root of this polynomial is maximized when $a = 1/4$, giving $P_2(t) = 1 - 2t^{1/4} + t^{1/2} - 2t^{3/4} + t$ and $\inf_{W_2} \lambda(G, w) \approx 12.577 > \gamma^4$, so the second polynomial does not change the value of $\lambda_{rec}(G)$.

6. We have $\lambda_{rec}(A_2^* +) = (2 + \sqrt{3})^2 \approx 13.92820$. The minimum value of $\lambda(G, w)$ is attained by the constant weight $w(v) = 1/2$, which gives $Q_G(t^w) = 1 - 4t^{1/2} + t$.

7. Similarly $\lambda_{rec}(A_2^{**}) = (5 + \sqrt{21})^2/4 \approx 22.9564$, coming from $Q_G(t^w) = 1 - 5t^{1/2} + t$.

8. We have $\lambda_{rec}(Y^*) = \mu_4 \approx 8.79462$. To see this, let $(a, b, c, d, e)$ denote the values of $w(v)$, suitably ordered; then

$$Q_G(t^w) = 1 - t^a - t^b - t^c - t^d - t^e + t^{a+b} + t^{a+c} + t^{a+d}.$$ 

By imposing relations to make $Q_G(t^w)$ symmetric and degree 1, we obtain the following 4 families of polynomials:

$$
\begin{align*}
P_1(t) & = 1 - t^a - t^{1/2} - t^{1-a} - t, \\
P_2(t) & = 1 - t^a - t^{1/2-a} + t^{1/2} - t^{1/2+a} - t^{1-a} + t, \\
P_3(t) & = 1 - t^a - t^{1/2-2a} + t^{1/2} - t^{1/2+2a} - t^{1-a} + t, \\
P_4(t) & = 1 - t^a - t^{1/2-2a} + t^{1/2-a} - t^{1/2} + t^{1/2+a} - t^{1/2+2a} - t^{1-a} + t.
\end{align*}
$$
Here $0 < a \leq 1/4$ for $P_1$ and $P_2$ and $0 < a < 1/4$ for $P_3$ and $P_4$. (The first family, for example, arises by imposing the conditions $a + d = 1$, $b = 1/2$, $a + b = c$ and $a + c = e$, which makes $e = 2a + 1/2$. For this weight to be admissible we need $e \leq 1$ and hence $a \leq 1/4$.)

One can now readily check that the minimum of $\lambda(G, w)$ arises from $P_1(t)$ with $a = 1/4$, which gives

$$P_1(t) = 1 - t^{1/4} - t^{1/2} - t^{3/4} + t$$

and hence $\lambda(G, w) = \mu_4$.

**Proof of Theorem 7.3.** We have $\lambda_{\text{rec}}(G) \geq \lambda(G) \geq 8$ except for the graphs listed in Theorem 1.6, and we have just seen that those satisfy $\lambda_{\text{rec}}(G) \geq \gamma^4$. $\blacksquare$

**Proof of Theorem 7.1.** Let $A \in M_n(\mathbb{Z})$ be an irreducible reciprocal matrix with $\rho(A) > 1$. Let $G$ be the curve complex of the associated directed graph $\Gamma$; then $G'$ is connected, and $|V(G)| > 1$, so Theorem 7.3 implies

$$\rho(A)^n = \lambda(\Gamma, 1)^n \geq \lambda_{\text{rec}}(G) \geq \gamma^4.$$

$\blacksquare$

**Sharpness and parity.** The metrized directed graph $\Gamma$ at the left in Figure 6 gives an adjacency matrix $A \in M_{2g}(\mathbb{Z})$ with $\det(tI - A) = t^{2g} - 3t^g + 1$ for every $g \geq 2$. (When $g = 2$, two vertices in the graph are identified.) For $g = 1$ we may take $A = \left(\begin{array}{cc} 2 & 1 \\ 1 & 1 \end{array}\right)$. Thus Theorem 7.1 is sharp when $n = 2g$ is even.

When $n$ is odd, Theorem 7.1 can be improved at least to $\rho(A)^n \geq 8$. In this case the graphs $A_2^g$ and $A_4^g$ cannot occur, because of the $t^{1/2}$ terms in equations (7.1) and (7.2); and the remaining graphs satisfy $\lambda_{\text{rec}}(G) \geq 8$.

**Proof of Theorem 1.1.** Let $A \in M_{2g}(\mathbb{Z})$, $g > 1$, be a reciprocal Perron–Frobenius matrix, and let $R(t) = 1 - 3t^g + t^{2g}$. Then $P(t) = \det(tI - A)$ has a unique root of maximum modulus, so we cannot have $P(t) = R(t)$. If we repeat the analysis of Theorem 7.1 with $R(t)$ removed the competition, we find that the best approximation to $R(t)$ which arises is given by $L_2(t)$. This yields the lower bound $\rho(A)^{2g} \geq \mu_{2g}$. (We have $\mu_{2g} < 8$ for $g > 2$; the case $g = 2$ with $\mu_{2g} = 8.794\ldots$ can be checked directly.) This bound is achieved (for each $g \geq 2$) by the family of graphs shown at the right in Figure 6. These corresponding adjacency matrices are Perron–Frobenius because $\gcd(g, g + 1) = 1$. $\blacksquare$
A Appendix: Optimal metrics and outer space

In this Appendix we connect the results of §5 on directed graphs with the results of Lim and Kapovich–Nagnibeda on optimal metrics for undirected graphs [Lim], [KN]. By including strict convexity in the picture, we obtain a simple description of entropy as a piecewise–smooth Morse function on Culler–Vogtmann’s outer space [CV]. For related results, see [PS].

Optimal metrics. Let $G$ be a finite, connected, undirected graph, possibly with loops and parallel edges. Assume all vertices $p \in V(G)$ have degree $d(p) \geq 3$. We define the entropy and volume of a metric $m : E(G) \to \mathbb{R}_+$ by

$$vol(G, m) = \sum_{e \in E(G)} m(e)$$

and

$$h(G, m) = \lim_{T \to \infty} \log N_0(T)^{1/T},$$

where $N_0(T)$ is the number of closed geodesics in $(G, m)$ of length $\leq T$. Let

$$H(G) = \inf_m vol(G, m)h(G, m).$$

We say $m$ is optimal if it achieves the infimum above. Using the results of §5, we will present a proof of the following result of [Lim]:

Theorem A.1 Any graph $G$ as above carries a unique optimal metric up to scale. In fact, the metric given by

$$m(e) = \log \sqrt{(d(p) - 1)(d(q) - 1)}$$

Figure 6. Realizing the polynomials $t^{2g} - 3t^g + 1$ and $t^{2g} - t^g(1 + t + t^{-1}) + 1$ by directed graphs.
on the edges joining \( p \) and \( q \) is optimal, and hence

\[
H(G) = \frac{1}{2} \sum_{p \in V(G)} d(p) \log(d(p) - 1). \tag{A.1}
\]

**Corollary A.2** An optimal metric assigns equal lengths to the edges of \( G \) iff \( G \) is regular or biregular.

**Corollary A.3** We have \( h(G,m) \geq (3n-3) \log 2 \) for all unit volume graphs with \( \pi_1(G) \cong F_n \). Equality holds iff \((G,m)\) is a regular graph of degree 3 with all edges of equal length.

**Proof.** One can check that \( a^{a+1}b^{b+1} \leq (a+b-1)^{a+b} \) for all integers \( a, b \geq 2 \). Then formula (A.1) shows \( H(G) \) decreases whenever a vertex with \( d(p) > 3 \) is split into two vertices of smaller degree, while keeping the rank constant. Repeated splitting leads to a regular graph of degree 3.

See also [KN] for Corollary A.3.

**Gradient of entropy.** Our treatment of Theorem A.1 will use the language of pressure and the equilibrium measure (defined below), to indicate the connection with the thermodynamic formalism (see e.g. [PP]). We will first introduce a directed graph \( T_G \) which plays the role of a combinatorial tangent bundle for \( G \), and then show:

**Proposition A.4** The entropy \( h(G,m) \) is a real-analytic, strictly convex function on the space of metrics. Its gradient satisfies

\[
\frac{\nabla h}{h} = -\frac{\mu}{\langle \mu, m \rangle}, \tag{A.2}
\]

where \( \mu \) is the equilibrium measure for \((G,m)\).

**Corollary A.5** A metric is optimal iff its equilibrium measure is constant.

**Proof.** By Lagrange multipliers, we have \( \nabla h = \lambda \nabla (\text{vol}) \) at a minimum of \( h \) on a level set of \( \text{vol}(G,m) \).
Theorem A.1 follows easily from the Corollary above.

Remarks. Before proceeding to the details, we make four remarks.

1. Constant curvature. It is known that a metric of constant negative curvature is optimal for the volume entropy on a compact manifold, given by the growth rate

\[ h(M, g) = \lim_{T \to \infty} \frac{\log \text{vol}(B(x, T))}{T} \]

of balls in its universal cover [BCG1]; see also the surveys [BCG2] and [CoF].

The optimal metric given in Theorem A.1 can similarly be viewed as a metric of constant negative curvature on \( G \). To see this, note that the universal cover \( \tilde{G} \) is a tree that can be assembled from copies of the balls \( B(p, r_p) \), \( p \in V(G) \), where \( r_p = \frac{1}{2} \log(d(p) - 1) \). Choose a root vertex \( x_0 \in \tilde{G} \), and think of \( y(x) = d(x, x_0) \) as a height function on the tree. Then a lift of \( B(p, r_p) \) gives a subtree of height \( \Delta y = \log(d(p) - 1) \), that expands from a single branch to \( (d(p) - 1) \) parallel branches as one moves away from the root (see below).

The expansion factor \( (d(p) - 1) = \exp(\Delta y) \) depends only on the change in height, and agrees with the expansion factor for parallel horocycles in the hyperbolic plane.

2. Convexity and minima. The space of metrics on \( G \) with fixed volume is not compact, so despite convexity, the existence of an optimal metric is not automatic. In principle, a sequence of metrics of fixed volume with \( h(G, m_n) \to H(G) \) might limit on a weak metric \( m \) which vanishes on some edges of \( G \).

This cannot happen if the zero set \( Z(m) \) contains a cycle, for in this case \( h(G, m_n) \to \infty \); but what if \( Z(m) \) is a union of trees? This point is finessed in the proof of Theorem A.1 by giving an explicit formula for the optimal metric. For a more conceptual argument, one can use Proposition A.4 to show that \( -\nabla h \) points inward at the boundary of the space of positive metrics.

3. Outer space. The outer automorphism group of the free group \( F_n \) acts on a contractible space \( X_n \), introduced by Culler and Vogtmann, called outer
space [CV]. A point of $X_n$ is specified by a unit volume graph $(G, m)$ as above, together with a marking $\alpha : F_n \cong \pi_1(X_n)$. The different topological types of marked graphs give a natural partition of $X_n$ into simplicial cells, each swept out by the space of unit volume metrics on a given graph.

It is easy to see that the entropy defines a continuous, $\text{Out}(F_n)$-invariant function on $X_n$, which descends to a proper map

$$h : X_n/\text{Out}(F_n) \to \mathbb{R}_+.$$

Theorem A.1 shows that $h$ has a unique critical point on each open cell of $X_n$. Thus one can think of $h$ as a piecewise-smooth Morse function, and the cells of $X_n$ as the stable manifolds of $-\nabla h$. The flow generated by $-\nabla h$ provides a retraction of $X_n$ to a spine with compact quotient, which may be of independent interest.

The global minima of $h$ are identified by Corollary A.3. For an alternative proof of this Corollary, one can use the fact that the cells of $X_n$ corresponding to trivalent graphs are dense.

4. **Variant: Entropy of random walks.** Instead of closed geodesics we can consider combinatorial paths in $G$, which are allowed to fold back and immediately retrace an edge. Let $N(T)$ denote the number of paths of length $\leq T$, let

$$\tilde{h}(G, m) = \lim_{T \to \infty} \log N(T)^{1/T},$$

and let $\tilde{H}(G) = \inf_m \text{vol}(G, m) \tilde{h}(G, m)$. These variants of the entropy are related to random walks and potential theory on the universal cover of $G$.

The proof of Theorem A.1 can easily be modified to show that

$$\tilde{H}(G) = \frac{1}{2} \sum_{V(G)} d(g) \log d(g),$$

that

$$m(e) = \log \sqrt{d(p)d(q)}$$

is an optimal metric for $\tilde{h}(G, m)$, and that the optimal metric is unique up to scale. A version of Corollary A.3 holds as well, with the bound $\tilde{h}(G, m) \geq (3n - 3) \log 3$ and the same cases of equality.

The existence of an optimal metric is simpler to prove in this case, because $\tilde{h}(G, m) \to \infty$ if $m(e) \to 0$. This behavior is closer to the case of the entropy function on a fibered face of the Thurston norm ball of a hyperbolic 3-manifold [Mc, §5], which also tends to infinity at the boundary.
Setting for the proof. We now turn to the proof of Proposition A.4. Let \( G \) be a connected graph with \( d(p) \geq 3 \) for all \( p \in V(G) \). Each edge of \( G \) has two possible orientations. Let \( a, b \) denote edges of \( G \) with chosen orientations, and let \( a' \) denote \( a \) with its orientation reversed. We write \( a \lhd b \) if \( b \) starts at the same vertex where \( a \) ends, and \( a \neq b' \).

A geodesic is a sequence of oriented edges \((a_1, \ldots, a_n)\) with \( a_i \lhd a_{i+1} \). If \( a_n \lhd a_1 \) as well, then this data determines an oriented, closed geodesic \( C \) in \( G \). Conversely, a closed geodesic \( C \) determines an edge sequence up to cyclic reordering.

We have a natural directed graph \( TG \) that plays the role of a combinatorial tangent bundle for \( G \). Its vertex set \( V(TG) \) consists of the edges of \( G \) with chosen orientations, and \((a, b) \in E(TG)\) iff \( a \lhd b \). The natural two-to-one projection \( V(TG) \rightarrow E(G) \) sends directed paths in \( TG \) to geodesics in \( G \).

Let \( C(TG) \) denote the algebra of functions \( v : V(TG) \rightarrow \mathbb{R} \), with the inner product
\[
\langle v_1, v_2 \rangle = \sum_a v_1(a)v_2(a).
\]
We use \( v_1v_2 \) and \( v_1 + v_2 \) to denote pointwise multiplication and addition. Let \( A \) and \( \tau \) denote the operators on \( C(TG) \) defined by
\[
(Av)(a) = \sum_{a \lhd b} v(b) \quad \text{and} \quad (\tau v)(a) = v(a');
\]
they satisfy \( \tau^2 = \text{id} \) and \( \tau A\tau = A^t \). Note that \( A \) simply gives the adjacency matrix of \( TG \). We use the shorthand \( v' = \tau v \), so \( v'(a) = v(a') \).

Metrics. A metric on \( G \) is given by a function \( m \in C(TG) \) with \( m' = m \) and \( m(a) > 0 \) for all \( a \). Its volume is given by \( \text{vol}(G, m) = (1/2)\langle 1, m \rangle \), since each edge of \( G \) appears twice in \( TG \). The length of a closed geodesic \( C = (a_1, \ldots, a_n) \) is given by \( L(C, m) = \sum_a m(a_i) \). The length of a general \( 1 \)-cycle can be defined similarly, and it is easy to see:

\textbf{Lemma A.6} The space of metrics on \( G \) maps injectively into \( H^1(TG, \mathbb{R}) \).

\textbf{Proof.} Let \( a \) be an oriented edge of \( G \), connecting the vertex \( v_1 \) to \( v_2 \). Our assumptions on \( G \) imply there are closed paths \( C_1 \) and \( C_2 \) in \( G \) based at \( v_1 \) and \( v_2 \) that avoid \( a \). Then \( C = C_1aC_2a' \) gives a closed geodesic with \( L(C, m) = 2m(a) + L(C_1, m) + L(C_2, m) \). Thus the value of \( m(a) \) can be recovered from cohomology class determined by \( m \).
Pressure. Given \( \phi \in C(TG) \), the transfer operator \( T_\phi : C(TG) \to C(TG) \) is defined by
\[
T_\phi v = e^\phi(Av).
\]
Our assumptions on \( G \) imply that \( T_\phi \) is given by a Perron–Frobenius matrix, with leading eigenvalue equal to its spectral radius \( \rho = \rho(e^\phi A) \). Thus we have positive right and left eigenvectors \( u, v \in C(TG) \) satisfying
\[
u T_\phi = \rho u \quad \text{and} \quad T_\phi v = \rho v, \tag{A.3}
\]
and normalized so that \( \langle u, v \rangle = 1 \). With this normalization, the product \( \mu = uv \in C(TG) \) depends only on \( T_\phi \); it represents the equilibrium measure for \( \phi \). Note that \( \mu \) is a probability measure, in the sense that \( \langle \mu, 1 \rangle = 1 \).

The pressure of \( \phi \) is defined by \( P(\phi) = \log \rho(T_\phi) \). It is a smooth function on the inner product space \( C(TG) \), satisfying
\[
\nabla P = \mu. \tag{A.4}
\]
Indeed, since the leading eigenvalue of \( T_\phi \) is simple, we can regard \( \rho \) and \( v \) (suitably normalized) as smooth functions of \( \phi \). Taking the first variation of (A.3) then gives
\[
\langle T_\phi v, \dot{\phi} \rangle = \dot{\phi} T_\phi v + T_\phi \dot{v} = \dot{\rho} v + \rho \dot{v}.
\]
Taking the inner product with \( u \) and using (A.3) and the normalization \( \langle u, v \rangle = 1 \), we find
\[
\rho \langle u, \dot{\phi} v \rangle + \rho \langle u, \dot{v} \rangle = \dot{\rho} + \rho \langle u, \dot{v} \rangle,
\]
which implies
\[
\langle \nabla P, \dot{\phi} \rangle = \dot{\rho} / \rho = \langle u, \dot{\phi} v \rangle = \langle \mu, \dot{\phi} \rangle.
\]
Compare [PP, Prop. 4.10].

Symmetric potentials. If \( \phi' = \phi \), then the equilibrium measure can be expressed in terms of the single eigenvector \( v \); in fact, we have
\[
\mu = e^{-\phi} v v' \tag{A.5}
\]
provide we scale \( v \) so \( \langle \mu, 1 \rangle = 1 \). To verify (A.5) we just need to check that \( u = e^{-\phi} v' \) is a right eigenvector for \( T_\phi^t \). But the assumption \( \phi = \phi' \) implies \( e^\phi \tau = \tau e^\phi \), and hence
\[
T_\phi^t u = A^t e^\phi e^{-\phi} \tau v = \tau Av = e^{-\phi} \tau e^\phi Av = \rho e^{-\phi} \tau v = \rho u.
\]
Equilibrium measure of a metric. Now let $m$ be a metric on $G$, considered as a function $m : V(TG) \to \mathbb{R}_+$ satisfying $m = m'$. Define a metric $M : E(TG) \to \mathbb{R}_+$ by $M((a, b)) = m(a)$. Then it is easy to see that $h(TG, M) = h(G, m)$; i.e. the growth rate of closed paths in the tangent space is the same as the growth rate of closed geodesics in the base. Moreover, the weighted adjacency matrix of $(TG, M)$ satisfies

$$A(t^M) = T_{\phi}$$

for $\phi = (\log t)m$. By Theorem 3.2, $t = \exp(-h(TG, M))$ is the unique positive solution to the equation $\rho(A(t^M)) = 1$; equivalently, $h(G, m)$ is characterized by the condition

$$P(-h(G, m)m) = 0.$$  \hfill (A.6)

For brevity, we refer to the equilibrium measure $\mu$ for the symmetric potential $\phi = -h(G, m)m$ as the equilibrium measure for $(G, m)$.

**Proof of Proposition A.4.** Our assumptions on $G$ imply that $TG$ is strongly connected; thus Theorem 5.2 implies $h(TG, M)$ is a strictly convex and real-analytic function of the cohomology class determined by $M$; and hence by Lemma A.6, $h(G, m)$ is a real–analytic function of $m$. We can also consider $h(G, m)$ as a function of $m$ determined implicitly equation (A.6); then equation (A.4) yields

$$0 = \langle \nabla P, \dot{h}m + h \dot{m} \rangle = \dot{h}\langle \mu, m \rangle + h\langle \mu, \dot{m} \rangle;$$

solving for $\dot{h}/h$ gives equation (A.2).

**Proof of Theorem A.1.** Define $f : V(G) \to \mathbb{R}$ by $f(p) = (d(p) - 1)^{1/2}$. On a directed edge running from $p$ to $q$, let $m(a) = \log(f(p)f(q))$, let $\phi(a) = -\log m(a)$, and let $v(a) = f(p)^{-1}$.

We claim $P(\phi) = 0$ and $T_{\phi}v = v$. Indeed, we have

$$(T_{\phi}v)(a) = e^{\phi(a)}\sum_{a < b} v(b) = \frac{1}{f(p)f(q)} \frac{(d(q) - 1)}{f(q)} = \frac{1}{f(p)} = v(a).$$

Since $\phi = \phi'$, the associated equilibrium measure is given by

$$\mu(a) = e^{-\phi(a)}v(a)v(a') = f(p)f(q)f(p)^{-1}f(q)^{-1} = 1.$$  \hfill \Box

Thus by Corollary A.5, the metric $m(a)$ is optimal, with $h(G, m) = 1$. It is unique up to scale by strict convexity of $h(G, m)$, and the value of $\text{vol}(G, m) = H(G)$ is easily computed by rewriting $(1/2)(m, 1)$ as a sum over the vertices of $G$.  \hfill \Box
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