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#### Abstract

Consider the set of positive integers $0,1,2, \ldots, \mathrm{D}$. If we pick N of them at random, where $\mathrm{N}<(\mathrm{D}+1)$, what is the expectation (or average value) of the lowest-valued of the N picks? We briefly describe the image database search question that gave rise to this problem, and present a proof that the answer is $(\mathrm{D}-\mathrm{N}+1) /(\mathrm{N}+1)$.


## 1 Introduction

This paper addresses a problem that arises in the context of an image database search problem. Suppose that the criteria for determining similarity (or distance) between images is well-defined, and that a database of ( $\mathrm{D}+1$ ) images can thus be sorted automatically in order of similarity to any one of the images within it. If a user wishes to search the database for a particular image, this sorting mechanism can be used to reduce (on average, as compared to sequential search) the number of image inspections required to find the desired "target" image. One strategy is to pick N images at random from the database, and sort the database by distance from the one of these that is most similar in appearance to the "target". The question is, how far (on average) should one expect to search in this sorted list of images before finding the target? This problem can be reformulated mathematically as follows [EB98]:

Consider the set of positive integers $0,1,2, \ldots, \mathrm{D}$. If we pick N of them at random, where $\mathrm{N}<(\mathrm{D}+1)$, what is the expectation (or average value) of the lowest-valued of the N picks?

The answer is $(\mathrm{D}-\mathrm{N}+1) /(\mathrm{N}+1)$.

## 2 Proof

$E(D, N)$, the expectation (or average) of the lowest-valued of the $N$ picks, is:

$$
\sum_{i=0}^{D-N+1} i \cdot(\text { The probability of having } \mathrm{i} \text { as the lowest pick ) }
$$

The probability of having $i$ as the lowest pick is the number of combinations of $(D-i)$ of the integers taken $(N-1)$ at a time, divided by the total number of combinations of all the $(D+1)$ integers taken $N$ at a time. Thus, noting that the first term in the summation vanishes, we have:

$$
\begin{equation*}
E(D, N)=\sum_{i=1}^{(D-N+1)} i \cdot \frac{\binom{D-i}{N-1}}{\binom{D+1}{N}} \tag{Eq. 1}
\end{equation*}
$$

Using the binomial coefficient identity (or recursion formula):

$$
\begin{equation*}
\binom{n}{m}=\binom{n+1}{m+1}-\binom{n}{m+1} \tag{Eq. 2}
\end{equation*}
$$

Equation 2 gives:

$$
\begin{equation*}
\binom{D-i}{N-1}=\binom{D-i+1}{N}-\binom{D-i}{N} \tag{Eq. 3}
\end{equation*}
$$

Substituting Equation 3 in Equation 1,

$$
\binom{D+1}{N} \cdot E(D, N)=\sum_{i=1}^{(D-N+1)}\left[i \cdot\binom{D-i+1}{N}-i \cdot\binom{D-i}{N}\right]
$$

In (only) the first term on the right of Equation 4, let $i=i^{\prime}+1, i^{\prime}=i-1$. This term then becomes:

$$
\begin{equation*}
\sum_{i=1}^{(D-N+1)} i \cdot\binom{D-i+1}{N}=\sum_{i^{\prime}=0}^{(D-N)}\left(i^{\prime}+1\right) \cdot\binom{D-i^{\prime}}{N} \tag{Eq. 5}
\end{equation*}
$$

Since $i^{\prime}$ is just a dummy variable in the summation (you can call it anything; it disappears when the summation is carried out), we can now drop the prime and substitute Equation 5 in Equation 4 without the prime. The last term on the right of Equation 4, on the other hand, can just as easily be summed from $i=0$ instead of $i=1$, and breaking off the $(D-N+1)$ term of this sum, Equation 4 becomes:

$$
\binom{D+1}{N} \cdot E(D, N)=\sum_{i=0}^{(D-N)}\left[i \cdot\binom{D-i}{N}+\binom{D-i}{N}-i \cdot\binom{D-i}{N}-(D-N+1)\binom{N-1}{N}\right]
$$

Eq. 6

Cancelling the first and the third terms on the right of Equation 6, and since the last term vanishes because $\binom{n}{r}=0$ for $n<r$,

$$
\begin{equation*}
\binom{D+1}{N} \cdot E(D, N)=\sum_{i=0}^{(D-N)}\binom{D-i}{N} \tag{Eq. 7}
\end{equation*}
$$

The sum of the form on the right in Equation 7 has been evaluated in the literature [PBM81]. It is: ${ }^{1}$

$$
\begin{equation*}
\sum_{k=0}^{n}\binom{a-k}{b}=\binom{a+1}{b+1}-\binom{a-n}{b+1} \tag{Eq. 8}
\end{equation*}
$$

Using Equation 8 to solve Equation 7:

$$
\begin{equation*}
\binom{D+1}{N} \cdot E(D, N)=\binom{D+1}{N+1}-\binom{N}{N+1} \tag{Eq. 9}
\end{equation*}
$$

Since the last term on the right of Equation 9 vanishes, we have

$$
E(D, N)=\frac{(D+1)!/[(N+1)!\cdot(D-N)!]}{(D+1)!/[N!\cdot(D-N+1)!]}
$$

Simplifying,

$$
E(D, N)=\frac{D-N+1}{N+1}
$$
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[^0]
[^0]:    1. This sum can be proved by the method of induction. It is seen to be satisfied for $n=0$ by means of identity 2 . Then if we assume it to be true for a particular value of $n$, this can be used to show that is is likewise true for $(\mathrm{n}+1)$.
